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Abstract

The usefulness and effectiveness of telepractice have been reported in recent years.

Treatment of cleft palate patients with compensatory articulation is based on percep-

tual identification. Telepractice using videoconferencing platforms causes voice signal

distortion and impacts auditory-perceptual perception. This study aimed acoustically

examine voice signal distortion and determine the optimal videoconferencing plat-

forms, in addition to the phonemes that can be discriminated with the same quality

as in face-to-face interactions. ATR503 with 50 phoneme-balanced Japanese speech

sentences was used as a reference corpus. Four videoconferencing platforms,

—Zoom, Cisco Webex, Skype, and Google Meet, —and five devices, —iPhone,

Android, iPad Air, Windows, and MacBook Pro were used as transmission conditions

to examine voice signal distortions with the objective measure log-spectral distortion

(LSD). Tukey's test was conducted to evaluate the degree of consonant distortion

related to voicings (voiceless and voiced), places of articulation (bilabial, alveolar,

alveolo-palatal, palatal, velar, labial-velar, and glottal), and manners of articulation

(plosive, fricative, affricate, tap or flap, nasal, and approximant). With statistically sig-

nificant differences, voiced, bilabial, labial-velar, nasal, and plosive consonants exhib-

ited smaller distortions. In contrast, voiceless, alveolo-palatal, fricative, and affricate

consonants exhibited larger distortions. Google Meet exhibited the lowest distortion

among videoconferencing platforms and MacBook exhibited the lowest distortion

among devices. This study provides significant insights into the telepractice strategies

with the appropriate videoconferencing platform and device, and useful settings for

cleft palate patients with compensatory articulations with respect to acoustics.
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1 | INTRODUCTION

Cleft lip and palate are among the most common birth defects. The

international prevalence of cleft lip with or without cleft palate is 7.94

per 10 000, especially high in Japan (19.05 per 10 000).1 Cleft palate

patients receive palatal surgery to obtain velopharyngeal function,2

and generally require early speech intervention. The most critical

objective of early intervention is to aid oral speech development by

increasing consonant inventories.3 After palate repair, articulation dis-

orders are observed in approximately 50% of cleft palate patients.4

Approaches to treatment for articulation disorders associated with

cleft palate are dependent on whether it is related to anatomical or

structural defects or is learned. Despite the presence of adequate

velopharyngeal mechanisms, learned behaviors can lead to the emer-

gence of compensatory articulations.2 There is a high probability that

articulation disorders caused by velopharyngeal function or fistula

require surgical intervention, whereas learned compensatory articula-

tions are responsive to speech therapy with a speech-language

pathologist. At present, assessment and diagnosis are based on per-

ceptual identification, as performed by speech-language pathologists.

Speech-language pathologist assessments differentially diagnose

speech errors and determine targets that are appropriate for interven-

tion.5 Cleft palate patients with compensatory articulations require

speech therapy to correct the wrong place or manner of articulation,

and to establish appropriate speech function.6,7

The COVID-19 pandemic recently increased the demand for tele-

medicine.8 In the field of speech-language pathology, the American

Speech-Language-Hearing Association has advocated for telepractice,

which is a speech-language pathology service that uses telecommuni-

cation and internet technology to remotely connect clinicians to cli-

ents for screening, assessment, intervention, and consultation.9

COVID-19 can be transmitted via droplets or physical contact.10,11

Speech therapy exhibits a high risk of COVID-19 infection because

speech-language pathologists are generally required to communicate

face-to-face with their patients. Additionally, the close distance

between medical staff and patients, the requirement to check the

patient mouth and eyes, and the inability to use personal protective

equipment such as medical masks and face shields increase the risk.12

Therefore, multiple researchers reported that telepractice was benefi-

cial during the COVID-19 pandemic.12,13 Telepractice have the fol-

lowing benefits; alleviate the travel burden on families in more rural

settings and getting to physicians, education for other medical profes-

sionals internationally, shortage of specialist.14 Numerous reports of

the usefulness and effectiveness of telepractice for cleft palate

patients were reported.14–16

In telepractice using videoconferencing platforms, the voice sig-

nals can be distorted by the following factors: the microphone on the

sending device, method of encoding voice data using the videoconfer-

encing platform, noise, loudspeaker of the receiving device, various

features such as speech enhancement algorithms, noise-canceling,

and an automatic volume adjustment function equipped, videoconfer-

encing platforms,17–19 and internet bandwith.20,21 Distortion of the

clinician's speech may influence the patient's perception and capacity

to accurately reproduce speech. In contrast, distortion of the patient's

speech may influence the clinician's assessment of the patient capac-

ity to reproduce speech. The aim of this study was to determine the

degree of voice signal distortion caused by videoconferencing plat-

forms with respect to acoustics, whether there is an optimal video-

conferencing platform and device, and the phonemes that can be

perceived with the same quality as in face-to-face contact.

2 | MATERIALS AND METHODS

2.1 | Recording experiments: Collection of data for
analysis

2.1.1 | Voice Data

The 503-sentence set digital audio database (ATR503, ATR Promo-

tions, Kyoto, Japan) was used as reference speech content. ATR503 is

a phonetically balanced text corpus that includes 402 two-phoneme

sequences, all of which may be present in Japanese speech, and

223 three-phoneme sequences that can be influenced by preceding

and subsequent phonemes, thus totalling 625 items.22,23 ATR503 is

divided into 10 sets (from A to J), where Set A consists of 50 sen-

tences read by the same male Japanese speaker with normal articula-

tion and no history of speech or hearing impairments. Normal

articulation was selected to avoid the confusion caused by cleft palate

speech, including compensatory articulation, and to examine the

effects of voice signal distortion. Since Nakaichi reported that there

are no significant differences in the formant frequencies of all conso-

nants in Japanese between males and females,24 a single male voice

was selected. The utterances were recorded in a soundproof room

with an omnidirectional microphone (Type 4191-L-001, Brüel & Kjær,

Virum, Denmark) and microphone amplifier (Type 2690-0S2, Brüel &

Kjær, Virum, Denmark). The voice data were digitized at a sampling

rate of 48 kHz and 16-bit floating-point resolution.

2.1.2 | Video conferencing platforms and devices

Four videoconferencing platforms—Zoom version 5.10.4 (Zoom Video

Communications Japan, Tokyo, Japan), Cisco Webex version

42.5.0/42.5.1 (Cisco Systems, Tokyo, Japan), Skype version 8.83

(Microsoft Japan, Tokyo, Japan), and Google Meet version 89.0.0

(Google Japan, Tokyo, Japan)—were verified. Telemedicine guidelines

in Japan clearly state that the encryption (Transport Layer Security

1.2 or higher) of communications with server certificates issued by a

reputable organization should be implemented as a security mea-

sure25; thus, we selected it based on its compliance with the security

level. The videoconferencing platforms were downloaded applica-

tions, except for Google Meet for personal computers (PCs), which

had no application and was run on the Google Chrome web browser

version 101.0.4951.67 (Google Japan, Tokyo, Japan). Most applica-

tions allow for volume and noise adjustments. To verify all the devices
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were used under the same conditions, all the videoconferencing plat-

forms were set to their default settings (i.e., automatic volume adjust-

ment and noise reduction). These features could not be selected using

the free version of Google Meet®. Five sending devices—two laptops

(Apple MacBook Pro 13-inch M1 2020; macOS Monterey 12.4, Apple

Japan, Tokyo, Japan, and Microsoft Surface Go; Windows 10, Micro-

soft Japan, Tokyo, Japan), a tablet Apple iPad Air 4th generation iOS

15.5; Apple Japan, Tokyo, Japan, and two smartphones (Samsung Gal-

axy A21; Android 12.0, Samsung Japan, Tokyo, Japan and Apple

iPhone 8; iOS 15.5, Apple Japan, Tokyo, Japan)— were verified. The

selection was based on the popularity of these operating systems, in

addition to the household ownership rates of information and com-

munication devices in Japan, which were 86.8% for smartphones,

70.1% for PCs, and 38.7% for tablets.26

2.1.3 | Equipment setup and signal chain

The sending device was one of the abovementioned laptops, tablets,

or smartphones, and the receiving device was an Apple MacBook Pro;

macOS Monterey 12.4. Additionally, the receiving device was utilized

for playback and recording using the programming language (Python;

https://www.python.org/). Equipment related to the air transmission

path of the sound was placed in an anechoic room. The anechoic

room was noise-free, and the temperature and humidity were

maintained at 20.3–22.6�C and 27%–28%, respectively. The gains of

the audio interface (UAC-2, Zoom, Tokyo, Japan), loudspeaker

(8050A, GENELEC Japan, Tokyo, Japan), and microphone amplifier

(Type 2690-0S2) were fixed throughout the experiments. The sending

and receiving devices were physically connected to the internet to

avoid the impact of packet loss due to Wi-Fi connections.27 The inter-

net speeds of the devices were measured using an internet speed test

application (Speedtest; https://www.speedtest.net/ja) when the

devices were changed. The internet speed was stable, with a down-

load speed of >150 Mbps and an upload speed of >100 Mbps

throughout the experiments. To reduce unnecessary network load,

the camera and loudspeaker on the sending device were turned off, in

addition to the camera and microphone on the receiving device.

Figure 1 presents the sound flow. First, audio data were transmit-

ted from the receiving device to the loudspeaker through the audio

interface. Subsequently, the sound wave emitted from the loud-

speaker was transferred to the sending device and omnidirectional

microphone (Type 4191-L-001). The sending device and microphone

were placed on a concentric circle with a radius of 0.5 m centered on

the loudspeaker and at the same height as the loudspeaker position.

When the sending device was a laptop, it was placed on a desk in an

open position. However, when the sending device was a tablet or

smartphone, it was placed on a tablet stand on a desk, with the bot-

tom microphone on the left. The sound input to the microphone via a

microphone amplifier and audio interface was recorded by the receiv-

ing device, and the sound input to the sending device was transferred

to the receiving laptop via the videoconferencing platform. The audio

signal on the receiving device was recorded directly through a virtual

audio interface (BlackHole, Existential Audio; https://github.com/

ExistentialAudio/BlackHole) on the same device. The virtual audio

interface had the advantage of zero transmission latency.

2.1.4 | Recording and storage

In the pre-processing step, the signal amplitude of the source audio data

for each sentence of ATR503 was normalized to obtain an equal average

signal power by digital signal processing. Due to the normalization of the

signal power and not sound power, the sound power differed for each

audio data. When white noise with the same average signal power was

emitted from the loudspeaker, the A-weighted sound pressure level mea-

sured close to the microphone was 68.2 dB SPL.

The audio data received from the microphone was referred to as

the “input waveform,” and the audio data received from the video-

conferencing platform was referred to as the “output waveform” (see
Figure 1). The normalized audio data of 50 sentences were played

twice consecutively for each sentence. The first was used to adjust

the volume to prevent unexpected volume changes due to the auto-

matic volume adjustment of the videoconferencing platforms, and the

second was used to record the input and output waveforms. During

recording, the audio data of the output waveform was checked for

significant auditory and visual anomalies such as delays and noise by

listening to the sound through the loudspeakers of the receiving

device and viewing the log-amplitude spectrograms on the display of

F IGURE 1 Equipment setup, signal chain, and recording of each
audio data (VC, videoconferencing. App. Apprication Mic.;
microphone. Mic Amp.; Microphone amplifier. Audio I/O; audio
interface): (A) the signal chain of the “input waveform,” which is the
audio data received from the microphone, and (B) the signal chain of
the “output waveform,” which is the audio data received from
videoconferencing platform.
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the receiving device. The input and output waveforms were saved as

WAV files with a sampling rate of 48 kHz and 32-bit floating-point

resolution.

2.2 | Data analysis

First, the source audio data was manually annotated with mono-

phonemes using the speech analysis and phonetics software (Praat;

https://www.fon.hum.uva.nl/praat/), while listening to the sound and

viewing the sound waveform shape and log amplitude spectrogram.

Figure 2A presents an audio sample in Japanese “arayuru” (which

translates to “each” in English) of phonetic annotation using Praat.

The assigned phonetic symbols were based on the International Pho-

netic Alphabet.28 Each consonant phoneme was further classified into

two voicings (voiceless and voiced), seven places of articulation in a

consonant (bilabial, alveolar, alveolo-palatal, palatal, velar, labial-velar,

and glottal), and six manners of articulation in a consonant (plosive,

F IGURE 2 Overview of data analysis (STFT, short-time Fourier transform; CC, correlation coefficient; DTW; dynamic time warping; LSD, log-
spectral distortion; Onset, start point of voice data; Offset, end point of voice data); example of the annotation for source audio data in Japanese
“arayuru” (which translates to “each” in English) using Praat. (A) Onset of input waveform shifted to match souce for mapping of phenetic
symbols. (B) Alignment of input and output waveforms for the log-spectral distortion calculation (C).
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fricative, affricate, tap or flap, nasal, and approximant). Table 1 pre-

sents the classification of the phonetic symbols and numbers assigned

to the consonants.

Second, to map the phoneme annotations to the input waveform,

the time difference between the source and input waveforms was

determined by the time of the maximum cross-correlation (CC), and

the onset of the input waveform was matched to the onset of the

source (see Figure 2B). The CC was defined as follows:

CC kð Þ¼
X
m

S m,nð ÞI m,nþkð Þ ð1Þ

where S and I are the amplitude spectrograms of the source and

input waveforms, respectively; m and n are the frequency and time

indices, respectively, and k is the time lag. To eliminate the effects

of phase distortion, CC was defined based on amplitude spectro-

grams rather than on waveforms. When calculating the short-time

Fourier transform (STFT) for the amplitude spectrogram, the win-

dow length and discrete Fourier transform (DFT) points were set to

2400 samples (50 ms), and the shift length was set to one sample

(1/48 ms).

Third, the onset and offset of the input and output waveforms

were matched, and alignment was performed between the input and

output waveforms (see Figure 2C). The output waveform passed

through the videoconferencing platform, which may induce time dis-

tortions beyond a simple time lag, for example, expansion and con-

traction in the time direction. Time distortions lead to the inability to

make quantitative evaluations. Therefore, dynamic time warping

(DTW) was used for alignment in the time direction. In particular,

DTW is generally used for temporal alignment in speech recogni-

tion.29 The Euclidean distance (ED) between two log-amplitude spec-

tra was used as the distance function for DTW. In this study, it was

defined as follows:

ED i, jð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XM

m¼1

20log10O m, ið Þ�20log10I m, jð Þð Þ2
vuut ð2Þ

where O is the amplitude spectrogram of the output waveform, and

M is the number of frequency bins from the direct current component

to the Nyquist frequency. The input and output waveforms were

downsampled to 16 kHz for the ED calculation because the output

waveform was band-limited to a minimum of 8 kHz by the videocon-

ferencing platforms. Each log-amplitude spectrogram (20 log10 O or

20 log10 I) was normalized to a maximum value of 0 dB. Subsequently,

the values less than �80 dB were set as �80 dB. During the STFT cal-

culation, the window length was set to 800 samples (50 ms), the DFT

points were set to 4000 samples (250 ms), and the shift length was

set to 200 samples (12.5 ms).

The log-amplitude spectrogram of the output waveform was

stretched or contracted in the time direction based on alignment by

DTW. Subsequently, the log-spectral distortion (LSD) between the

time-warped log-amplitude spectrogram of the output waveform and

the log-amplitude spectrogram of the input waveform was calculated

per frame to quantify the distortion caused by transmission. The LSD

is a measure of the distortion between two log-amplitude spectra.30,31

Smaller LSD values indicate less distortion. In this study, the LSD was

defined as follows:

TABLE 1 Classification and number of International Phonetic Alphabet (IPA) in the ATR503 phoneme-balanced sentences of this study.

Place of articulation

Bilabial Alveolar Alveolo-palatal Palatal Velar Labial-velar Glottal

Manner of articulation

Plosive

Voiceless p (115) t (505) k (700)

Voiced b (190) d (280) g (375)

Fricative

Voiceless ɸ (80) s (350) ɕ (240) ç (140) h (125)

Voiced z (80)

Affricate

Voiceless ts (130) tɕ (145)

Voiced dz (130) dz (140)

Tap or flap

Voiced ɾ (585)

Nasal

Voiced m (385) n (355) ɲ (220)

Approximant

Voiced j (235) j (235)

246 TAJIRI ET AL.
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LSD jð Þ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

M� ~Mþ1

XM

m¼ ~M

20log10
~O m, jð Þ�20log10I m, jð Þ

� �2

vuut ð3Þ

where ~O is the time-warped amplitude spectrogram of the output

waveform, and ~M was set to exclude frequency components <64Hz

from the LSD calculation. The removal of components <64Hz was

conducted to eliminate electrical noise in the input waveform and the

effects of different low-frequency cut-offs for different videoconfer-

encing platforms. Electrical noise was included down to approximately

64Hz, and the highest cut-off frequency was approximately 32Hz for

Zoom. In particular, the frequency bands were visually confirmed from

the spectrograms. The downsampling, normalization, threshold pro-

cessing, and STFT were performed as in the ED calculation. The

degrees of distortion of all the phonemes, including vowels, conso-

nants, and special mora, were verified for each videoconferencing

platform, device, and combination. For each consonant phoneme, the

degree of distortion within the groups was compared with respect to

the classified voicing, places of articulation, and manner of

articulation.

2.3 | Statistical analysis

Statistical analyzes were performed using JMP Pro version 16 (SAS

Institute Japan, Tokyo, Japan). All statistically significant differences

were set at p < 0.05. For all phonemes, an analysis of variance

(ANOVA) was conducted to measure the effects of videoconferencing

platforms and devices on distortion. If the transmission condition was

a statistically significant factor, the partial eta squared (η2) was

calculated to determine its effect size, and post hoc Tukey's tests

were conducted to evaluate the differences. Consonants of each pho-

neme were compared within groups by conducting a T-test for the

voicings and Tukey's test for the places and manners of articulation.

Moreover, the effect size was calculated using Cohen's d (d).

3 | RESULTS

3.1 | Effect of transmission conditions on
distortion for all phonemes

The result of ANOVA was statistically significant differences for both

videoconferencing platform and device and medium effect size for

videoconferencing platform and small effect size for device (see

Table 2). Figure 3A reveals that Zoom exhibited the largest mean LSD,

followed by Cisco Webex, Skype, and Google Meet. Additionally, it

presents the Tukey's test results and significant differences among all

videoconferencing platforms. A large effect was observed only

between Zoom and Google Meet (see Table 2). Figure 3B revealed

that iPhone exhibited the largest mean LSD, followed by Android,

iPad, Windows, and MacBook; in addition to the Tukey's test results

and significant differences among all devices. A large effect was

observed only between iPhone and MacBook (see Table 2).

Figure 4 presents the audio waveform and log-amplitude spectro-

gram for the same audio sample in Japanese futsuu/ɸ/, /ɯ/, /ts/, /ɯ/,

/ɯ/(which translates to “general” in English). In the audio waveforms

at the upper part of each combination, when (A) and (B) were com-

pared with the other samples via the videoconferencing platform, the

TABLE 2 Statistically significant
ANOVA followed by Tukey-post hoc test
results among videoconferencing
platforms and devices.

ANOVA
Tukey's test

p-value η2 Multiple comparisons Cohen's d

Videoconferencing platform <0.001 0.093 Zoom Cisco Webex 0.41

Skype 0.72

Google Meet 0.87

Cisco Webex Skype 0.27

Google Meet 0.38

Skype Google Meet 0.09

Device <0.001 0.083 MacBook Windows 0.49

iPad 0.58

Android 0.69

iPhone 0.84

Windows iPad 0.14

Android 0.24

iPhone 0.43

iPad Android 0.10

iPhone 0.29

Android iPhone 0.20

Note: η2 effect size: 0.01 = small, 0.09 = medium, 0.25 = large. Cohen's d effect size: 0.2 = small,

0.5 = medium, 0.8 = large.
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low-amplitude area decreased in size, whereas the high-amplitude

area was maintained. The beginning of the/ɸ/for the combinations of

Zoom and Android (F), Cisco Webex and iPad (J), and Skype and

Android (P) exhibited an audio waveform loss and a mean LSD of

>18.00 dB. In the log-amplitude spectrograms at the lower part for

each combination, the low-frequency range from 0 to 4000 Hz exhib-

ited slight changes, whereas the high-frequency range from 4000 to

8000 Hz was attenuated. In the case of Zoom combined with Mac-

Book (C) and Windows (D), and iPhone (G), the signals at frequencies

of 3800 and 7000 Hz disappeared.

3.2 | Effect of transmission conditions on
distortion for each phoneme in consonants

Table 3 presents the mean and standard deviation of the LSD with

respect to the consonants measures for each videoconferencing plat-

form. The mean LSD of voiceless consonants was larger than that of

voiced consonants for all videoconferencing platforms. Figure 5A pre-

sents the Tukey's test results and significant differences between them;

however, the effect sizes were not significant for all videoconferencing

platforms: Zoom (p < 0.0001, d = 0.376), Cisco Webex (p < 0.0001,

d = 0.280), Skype (p < 0.0001, d = 0.374), and Google Meet

(p < 0.0001, d = 0.366). With respect to the place of articulation,

Table 3 reveals that alveolo-palatal consonants exhibited the largest

mean LSD for all videoconferencing platforms. Bilabial consonants in

Zoom, Skype, and Google Meet, and labial-velar consonants in Cisco

Webex exhibited the smallest mean LSDs. Figure 5B presents the

Tukey's test results and revealed that the alveolo-palatal consonants

were significantly different from the other places of articulation, in addi-

tion to large effects between the alveolo-palatal and bilabial consonants,

and between the alveolo-palatal and labial-velar consonants for all video-

conferencing platforms (see Data S1). With respect to the manner of

articulation, Table 3 reveals that fricative consonants exhibited the larg-

est mean LSD among all videoconferencing platforms. In Zoom, Cisco

Webex, and Skype, followed by affricate, approximant, tap or flap, plo-

sive and nasal, and in Google Meet, followed by affricate, tap or flap,

approximant, plosive, and nasal. Figure 5C presents the Tukey's test

results, which revealed significant differences between the fricative and

affricate consonants from other places of articulation and large effects

between the plosive and fricative, plosive and affricate, fricative and

nasal, affricate and tap or flap, and affricate and nasal consonants for all

videoconferencing platforms (see Data S2).

4 | DISCUSSION

The degree of voice distortion for various videoconferencing plat-

forms and device combinations was investigated in this study. The

results revealed that all combinations exhibited varied signal distor-

tions, and the degree of variation was dependent on the combination

of the videoconferencing platform and device. Furthermore, a com-

parison of the distortion for each phoneme revealed that the degree

of distortion due to the videoconferencing platforms varied depend-

ing on the type of phoneme. In this study, valuable insights were

gained regarding the method of voice distortion caused by videocon-

ferencing platforms, devices, and combinations, in addition to the

phoneme most influenced by sound distortion due to videoconferenc-

ing platforms.

4.1 | Possible factors affecting variations between
videoconferencing platforms

Zoom exhibited the largest mean LSD and most significant distortion

between the input and output waveforms. Although the frequency

F IGURE 3 Comparison of mean LSDs of all phonemes with respect to four videoconferencing platforms (n = 12 925) (A) and five devices

(n = 10 340) (B). The whiskers extend to points that lie within 1.5 interquartile ranges (IQRs) of the lower and upper quartile. Statistical
significance was observed for all videoconferencing platforms and devices based on Tukey's test (p < 0.001).
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F IGURE 4 Example of the audio waveform and amplitude spectrogram of the same voice sample in Japanese /ɸ/, /ɯ/, /ts/, /ɯ/, /ɯ/ (which
translates to “general” in English) for all combinations of videoconferencing platform and devices. For each combination, the upper part is the
audio waveform and the lower part is the amplitude spectrogram. Given that the “input waveforms” were almost the same regardless of the
transmission condition, only the results for one transmission condition are illustrated in this figure. Sub-figures F, J, and P present the audio
waveform loss in the low-amplitude area (#: Loss of audio waveform); and C, D, and G present the signal attenuation (!: Signal attenuation).
[Correction added on 18 October 2024, after first online publication: Figure 4 caption has been corrected.]
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response of each videoconferencing platform was not published, dif-

ferences in the degrees of attenuation within the investigated fre-

quency range were observed. As shown in Figure 4, a signal loss close

to 3800 and 7000 Hz was observed for Zoom, which influenced the

increase in the LSD value. Google Meet exhibited the smallest mean

LSD and lowest distortion between the input and output waveforms.

Speech enhancement algorithms and noise-canceling features of vid-

eoconferencing platforms may have affected increasing LSD.17,18

Given that the current experiment was conducted in an anechoic

room with audio samples and recorded in a soundproof room, the

excessive suppression caused by noise cancellation distorted

the required voice data. The lowest mean LSD in Google Meet can be

attributed to the lack of noise cancellation in the default settings.

Weerathunge et al. and Tran et al. reported that internet band-

width is a critical factor in maintaining signal quality, including the

sampling frequency.20,21 This study was conducted at an internet

speed of >100 Mbps for both uploads and downloads. However,

signal distortion was observed, which indicates that the degree of

distortion variation is dependent on the algorithm in each videocon-

ferencing platform, regardless of the differences in internet speed.

4.2 | Possible factors affecting variations between
devices

Smartphones such as iPhone and Android exhibited larger mean LSDs

than PCs such as MacBook and Windows. As shown in Figure 4, dif-

ferent devices exhibited different degrees of frequency attenuation in

the amplitude spectrograms for the same videoconferencing platform;

thus, different combinations of videoconferencing systems and

devices exhibited different audio compression algorithms for audio

transmission. The differences in the LSDs may be also due to the dif-

ferences in specifications of the central processing units and built-in

microphones. In addition, all devices were set 0.5 m from the loud-

speaker in this experiment. An automatic volume adjustment function

of videoconferencing platforms may have affected increasing LSD.30

Given that the smartphones were at a greater distance than expected,

an automatic volume adjustment function of the videoconferencing

platforms may have required amplifying the volume.

4.3 | Effect of transmission on the degree of
distortion of each phoneme

The significant differences between the manners of articulation can

be attributed to the differences in amplitude and frequency. Voiceless

consonants have a lower amplitude than voiced consonants, and they

do not exhibit vocal fold vibrations, which are at lower frequencies.

Therefore, as shown in Figure 4, the signal was attenuated and influ-

enced the increase in LSD. The fricative and affricate consonants con-

tain noise components at higher frequencies. However, the plosive

consonants exhibit stronger bursts of pressure and are lower in fre-

quency, and the nasal consonants cavity even lower frequencies.32

Sounds such as /ɸ/ with high frequencies were considered as noise,

and the sound was completely lost, as shown in Figure 4F,J,P.

TABLE 3 The mean LSD of
consonants for each videoconferencing
platform.

Zoom Cisco Webex Skype Google Meet

n Mean SD Mean SD Mean SD Mean SD

Voicing

Voiceless 2530 7.95 1.72 7.25 1.93 6.91 1.69 6.70 1.31

Voiced 3160 7.35 1.53 6.76 1.59 6.35 1.34 6.25 1.13

Place of Articulation

Bilabial 770 6.82 1.45 6.58 1.69 6.08 1.46 6.02 1.17

Alveolar 2335 7.71 1.59 7.05 1.76 6.64 1.52 6.57 1.21

Alveolo-palatal 605 8.70 1.67 7.70 1.73 7.62 1.42 6.99 1.12

Palatal 595 8.08 1.51 7.39 1.60 6.64 1.36 6.73 1.05

Velar 1075 7.28 1.46 6.80 1.76 6.34 1.56 6.29 1.29

Labial-velar 185 7.19 1.39 6.49 1.30 6.21 1.12 6.06 0.94

Glottal 125 7.88 1.31 7.40 1.61 6.62 1.30 6.79 1.09

Manner of Articulation

Plosive 2165 7.16 1.46 6.67 1.70 6.26 1.51 6.25 1.26

Fricative 1015 8.95 1.50 8.09 1.85 7.55 1.52 7.28 1.07

Affricate 545 8.89 1.25 8.02 1.64 7.51 1.41 7.23 0.98

Tap or Flap 585 7.38 1.41 6.75 1.35 6.30 1.19 6.37 1.01

Nasal 960 6.95 1.36 6.48 1.50 6.04 1.26 5.99 1.07

Approximant 420 7.60 1.50 6.90 1.44 6.56 1.24 6.36 0.96

Abbreviation: LSD, log-spectral distortion.
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4.4 | Clinical implications

Dahl et al. reported that telepractice transmission does not substan-

tially reduce the reliability or accuracy of auditory-perceptual voice

assessments based on vowels as speech samples.33 This study was

focused on consonants for validation, which is critical in telepractice

for cleft palate patients with compensatory articulations who require

target selection and modification. The voice data used in this study

was that of a single male with normal articulation. Numerous reports

have been published that the voices of females and children have

higher pitch and vowel formant frequencies than males.34,35 However,

there are no significant differences in the formant frequencies of all

consonants in Japanese between males and females,24 therefore we

suggest that analysis using the female voice will show similar results

to this study. In previous studies, the usefulness and effectiveness of

telepractice for cleft palate patients were empirically reported based

on the therapeutic effects and surveying satisfaction of clinicians,

patients, and their parents.14–16 Cleft palate speech have been

reported to the following acoustical characteristics; hypernasality

voice have the addition of the nasal cavity to the oral cavity in the

vocal tract causes antiresonance characteristics and fluctuation in for-

mant intensity in vowels with hypernasality.36 Glottal stop in cleft pal-

ate patients has the loss of consonant components and a shortening

of the voice onset time.37 Palatalized articulation in cleft palate

patients have different frequency of the burst from normal articulate,

and the variability of the frequency distribution of the voice onset

time depending on the place of articulation.38 Cleft patients with velo-

pharyngeal incompetence have an increase in the fundamental fre-

quency, which is characteristic of pitch, and an increase in shimmer

and jitter, which is measurement of the fundamental frequency and

amplitude cycle-to-cycle variations.39,40 Considering these acoustic

features that differ from normal articulation, the analysis of cleft pal-

ate speech as voice data may be perceived as noise on a videoconfer-

encing platform, resulting in larger LSD values, which may have a

F IGURE 5 The mean log-spectral distortion (LSD) for each videoconferencing platform with respect to the voicing (A), places of articulation
(B), and manners of articulation in consonants (C). The error bars indicate the standard deviation. (A) Voiceless consonants exhibited a larger mean
LSD than voiced consonants and significant differences among all videoconferencing platforms, that is, (***p < 0.01; Tukey's test). (B) Alveolo-
palatal consonants exhibited the largest mean LSD, whereas bilabial or labial-velar consonants exhibited the smallest mean LSD. (C) Fricative and
affricate consonants exhibited the largest mean LSD, whereas nasal and plosive consonants exhibited the smallest mean LSD. Different lowercase
letters represent statistically significant differences (p < 0.05; Tukey's test).
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significant impact on the auditory-perceptual perception. This study

investigated the voice signal distortion introduced by telepractice and

validated the accuracy of voice signals used in telepractice The LSD

used in this study may serve as a standard screening and objective

measure to determine the appropriate devices, VCPs, settings, and so

forth, for telepractice of cleft palate patients with compensatory artic-

ulations and improve the quality of telepractice. As shown in Figure 5,

nasal and plosive consonants exhibited smaller distortions, which sug-

gests that telepractice can achieve the same quality of audio discrimi-

nation as face-to-face interactions. Moreover, this paper first presents

the usefulness of telepractice considering the targeting of specific

sounds with respect to acoustics. Fricative and affricate consonants

exhibited larger distortions, and as shown in Figure 4, the loss of

speech waveforms and attenuation in the high-frequency range may

influence perceptual- auditory discrimination. This may be resolved by

considering the combination of videoconferencing platform and

device, in addition to the adjustment of settings such as noise reduc-

tion to reduce voice signal distortion. In addition, this study can be

useful for telepractice for not only cleft palate patients with compen-

satory articulations but with also any kind of speech disorder including

congenital velopharyngeal incompetence, ankyloglossia, congenital

hearing deafness, Down syndrome and Kabuki syndrome,41,42 and lan-

guage development delay since this study used nomal male speech.

Furthermore, telepractice can develop into speech therapy with addi-

tional visual information, such as the real-time display of speech

waveforms, in addition to auditory information.

4.5 | Limitations

The determination of the combination of videoconferencing platform

and device with the least distortion could not be achieved in this

study, and the further examination of the effects of other transmis-

sion conditions is required. For example, the effects of the settings of

Zoom, Cisco Webex, and Skype without volume adjustments and

noise reduction. In addition, the effect of ambient noise and internet

speed should be considered in actual telepractice. The voice data used

in this study was that of a single male with normal articulation. The

topic of whether speech with cleft palate is equally or more influ-

enced by signal distortion was not assessed. Finally, a degree of tem-

poral signal distortion (e.g., unexpected stretching of the output

signal) due to digital time modification may have been present, thus

influencing the LSD values.

5 | CONCLUSIONS

This study provides significant insights into the telepractice strategies

with the appropriate videoconferencing platform and device, and use-

ful settings for cleft palate patients with compensatory articulations

with respect to acoustics. Given that auditory-perceptual is most

attributable to subjective evaluation, in future research, the voice

signal distortion assessed acoustically using LSD should be corrobo-

rated with subjective evaluations by clinicians and patients.
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