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VARIOUS REGULARITY ESTIMATES FOR THE

KELLER-SEGEL-NAVIER-STOKES SYSTEM IN BESOV SPACES

TAIKI TAKEUCHI

Abstract. We show the local well-posedness for the Keller-Segel-Navier-Stokes system with initial
data in the scaling invariant Besov spaces, where the solution exists globally in time if the initial data
is sufficiently small. We also reveal that the solution belongs to the Lorentz spaces in time direction,
while the solution is smooth in space and time. Moreover, we obtain the maximal regularity estimates
of solutions under the certain conditions. We further show that the solution has the additional
regularities if the initial data has higher regularities. This result implies that global solutions decay
as the limit t → ∞ in the same norm of the space of the initial data. Our results on the Lorentz
regularity estimates are based on the strategy by Kozono-Shimizu (J. Funct. Anal. 276 (2019), no.
3, 896–931).

1. Introduction

In this paper, we consider the initial value problem for the Keller-Segel-Navier-Stokes system of
parabolic-elliptic type in RN , N ≥ 2;

(1.1)



∂tn− d∆n = −∇ · (n∇c)− u · ∇n, t > 0, x ∈ RN ,

−∆c = n, t > 0, x ∈ RN ,

∂tu− ν∆u = −(u · ∇)u−∇p+ n∇c, t > 0, x ∈ RN ,

∇ · u = 0, t > 0, x ∈ RN ,

n(0, x) = a(x), u(0, x) = b(x), x ∈ RN ,

where n = n(t, x), c = c(t, x), u = u(t, x), and p = p(t, x) are the unknown functions standing for
the density of the cell, the concentration of the chemo-attractant, the velocity of the fluid, and the
pressure, respectively. In addition, (a, b) = (a(x), b(x)) is the given initial data and 0 < d, ν < ∞
are the given constant.

Our purpose in this paper is to show the local well-posedness for (1.1) with initial data (a, b)

in the scaling invariant Besov spaces, i.e., (a, b) ∈ Ḃ
−2+N/r
r,ρ (RN ) × Ḃ

−1+N/q
q,ρ (RN ) with suitable

conditions. Here we also treat the case of ρ = ∞. Moreover, we reveal that the solution belongs
to the Lorentz spaces in time direction, while the solution is smooth, i.e., in C∞ class in space and
time. We also show that the solution exists globally in time if (a, b) is sufficiently small. In fact,
the global solution decays as the limit t → ∞ in the same norm of the space of the initial data.
In addition, we obtain the maximal regularity estimates of solutions under the certain conditions.
Finally, we prove the additional regularities of solutions if the initial data has higher regularities.

The system (1.1) is regarded as a mathematical model of chemotaxis taking into account the
effect of the viscous fluid flow. The original model of chemotaxis without flow effect is well-known

Key words and phrases. Keller-Segel-Navier-Stokes system, Well-posedness, Homogeneous Besov spaces, Lorentz
spaces.
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as the Keller-Segel system [21] given by

(1.2)


∂tn− d∆n = −∇ · (n∇c), t > 0, x ∈ RN ,

−∆c = n, t > 0, x ∈ RN ,

n(0, x) = a(x), x ∈ RN .

Here the system (1.2) is called parabolic-elliptic type. On the other hand, if the second equation
in (1.2) is ∂tc − ∆c = n instead of −∆c = n, then the system is called parabolic-parabolic type.
Both models are well-established to analyze the effect of chemotaxis, so they have been researched
mathematically from various aspects [2, 16, 30, 36, 39, 41]. As for the system (1.1), it is expected
that the more complicated phenomenon occurs on account of the effect of the viscous fluid flow.
Let us mention on some previous works dealing with the Keller-Segel-Navier-Stokes system briefly
here. In the case of the whole space RN , Duan-Lorz-Markowich [11] achieved to construct global
classical solutions for N = 3 provided that the initial data have sufficient regularities in the Sobolev
spaces with a smallness condition. Kozono-Miura-Sugiyama [22] obtained global mild solutions for
N ≥ 2 in the scaling invariant spaces with a smallness condition. Yang-Fu-Sun [50] enlarged the
spaces of the initial data compared with the case of [22]. Kang-Lee-Winkler [18] recently showed the
existence of global weak solutions for N = 3 without any smallness assumption of the initial data.
Finally, for fairly recent contribution, let us refer to Yomgne [10]. He introduced a new function
space which may be regarded as an extension of BMO−1(RN ) and showed the existence of mild
solutions. This result might give the largest space of the initial data ensuring the well-posedness. In
the case of a bounded convex domain Ω ⊂ RN with a smooth boundary, Winkler [40,43] constructed
global classical solutions for N = 2 and global weak solutions for N = 3 even if the initial data
are arbitrarily large. In addition, the smoothing effects and the stability of global solutions are
also discussed in [42, 44]. We also notice that damping terms of logistic type might affect the
original system in a positive way, so there are several results on construction of global solutions
of the Keller-Segel-Navier-Stokes system with logistic terms. We should refer to Tao-Winkler [37]
and Winkler [46, 48] for such results. Here, although a similar system to (1.1), i.e., the case of
parabolic-parabolic type has been fully studied in the above literatures, the corresponding results
to those of such a system (1.1) has not been obtained yet. The system (1.1) might be initially
proposed by Gong-He [14], who considered (1.1) with d = ν = 1 in 2D case and showed that the
solution (n,u) exists globally in time for arbitrary initial velocities b provided ∥a∥L1(R2) < 8π. This
result may be regarded as that of the 2D original Keller-Segel system dealing with the critical mass
[3,4,9,13,15,29]. On the other hand, our motivation is to reveal the properties of solutions of (1.1)
in higher dimensional case, including the well-posedness, regularity estimates, smoothing effects,
and time-decay properties of global solutions.

Concerning the well-posedness, we notice that

(1.3) ∥nλ(0, ·)∥Ḃ−2+N/r
r,ρ (RN )

= ∥n(0, ·)∥
Ḃ

−2+N/r
r,ρ (RN )

, ∥uλ(0, ·)∥Ḃ−1+N/q
q,ρ (RN )

= ∥u(0, ·)∥
Ḃ

−1+N/q
q,ρ (RN )

provided that λ = 2j for j ∈ Z, where (nλ(t, x),uλ(t, x)) := (λ2n(λ2t, λx), λu(λ2t, λx)). This

implies that the space Ḃ
−2+N/r
r,ρ (RN ) × Ḃ

−1+N/q
q,ρ (RN ) is one of scaling invariant spaces to (1.1).

Our results on the local and global well-posedness for (1.1) with initial data in Ḃ
−2+N/r
r,ρ (RN ) ×

Ḃ
−1+N/q
q,ρ (RN ) are based on the standard method by Fujita-Kato [12, 20] and Kato [19], namely,

introducing the time weighted spaces and construction of mild solutions of (1.1). In fact, we further
show that the solution belongs to the Lorentz spaces in time direction with the exponent ρ appearing

in the space Ḃ
−2+N/r
r,ρ (RN ) × Ḃ

−1+N/q
q,ρ (RN ) of the initial data. Our result may be regarded as an

improved version compared with [12, 19, 20]. Hence, this is an advantage of considering the initial
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data in Ḃ
−2+N/r
r,ρ (RN )× Ḃ

−1+N/q
q,ρ (RN ) for general 1 ≤ ρ ≤ ∞. In addition, we show the smoothing

effects of solutions, namely, the solution belongs to C∞ class in space and time. Although it may be
expected that solutions of parabolic type PDEs are smooth, we construct solutions with the initial
data in the space with the homogeneous norm. Since the inclusions on the derivative indices fail
to hold, i.e., Ḃs1

r,ρ(RN ) ̸⊂ Ḃs0
r,ρ(RN ) even if s0 < s1, we need to pay attention to the proof of the

smoothing effects of solutions for such spaces. Regarding this problem, we give the simple procedure
via bootstrap argument by showing the regularity properties of mild solutions of the linear heat
equation. We may expect that our method to obtain the smoothing effects is still valid for any
semilinear parabolic type PDEs in the homogeneous Besov spaces framework. Moreover, we show
the maximal regularity estimates of solutions under the certain conditions. According to the result
by Kozono-Shimizu [26, Theorem 2] who showed the maximal Lorentz regularity theorem for the
Navier-Stokes system, the solution belongs to another scaling invariant space obtained from the
structure of the Stokes system [26, Lamma 3.1]. Thus we introduce another scaling invariant space
as well. Once we establish the nonlinear estimates for such a space, we may show the maximal
regularity estimates immediately.

Before considering the system (1.1), we shall simplify (1.1) by eliminating the unknown functions
∇c and ∇p. Since the Poisson equation −∆c = n in RN has the well-known solution formula

c =

{
−(2π)−1(log | · |) ∗ n if N = 2,

((N − 2)ωN−1)
−1| · |2−N ∗ n if N ≥ 3,

by setting the function

(1.4) K(x) := − x

ωN−1|x|N

for x ∈ RN \ {0}, we have ∇c = K ∗ n. Here ωN−1 denotes the surface area of a unit ball in RN .
Therefore, by operating the Helmholtz projection P := I +∇(−∆)−1∇ · to both sides in the third
equation of (1.1), we may obtain

(1.5)


∂tn− d∆n = −∇ · (n(K ∗ n))− u · ∇n in (0,∞)× RN ,

∂tu− ν∆u = −P (u · ∇)u+ P (n(K ∗ n)) in (0,∞)× RN ,

n(0) = a, u(0) = b in RN .

This paper is organized as follows: We state our main results in the next section. More precisely,
we give the local and global well-posedness results for (1.5) with initial data in the scaling invariant
Besov spaces. In addition, we also give the maximal regularity estimates and additional regularities
of solutions under the certain conditions. In Section 3, we recall the definitions of some function
spaces and fundamental properties. Section 4 is devoted to the proof of the local well-posedness
results. In Section 5, we show the maximal regularity estimates and additional regularities of solu-
tions under the certain conditions. We further show the global well-posedness with the time-decay
properties of global solutions. In Appendix, we prove the regularity properties of mild solutions of
the linear heat equation.

2. Main results

In this section, we shall state our main results. In the following, let Ḃs
r,ρ := Ḃs

r,ρ(RN ) and Lα,ρ

denote the homogeneous Besov spaces and the Lorentz spaces, respectively. We also abbreviate
∥ · ∥L∞

T (X) := ∥ · ∥L∞((0,T );X) and ∥ · ∥Lα,ρ
T (X) := ∥ · ∥Lα,ρ((0,T );X) for simplicity. We will introduce

more details of notations and function spaces in Section 3.



4

2.1. Local and global well-posedness in the scaling invariant Besov spaces. In this subsec-
tion, we state our main results on the local well-posedness for (1.5) with initial data in the scaling
invariant Besov spaces, where the solution exists globally in time if the initial data is sufficiently
small. We also give the time-decay properties of global solutions.

Theorem 2.1. Let 1 ≤ ρ <∞. Suppose that 1 ≤ r, q < N satisfy

(2.1) −1/N < 1/r − 1/q < 2/N, 1/N < 3/r − 2/q, 2/r − 3/q < 1/N

and 0 < s, α, β < 1 satisfy

(2.2)

{
(1/2)max{3−N/r, 3−N/q} < s, α < min{1 +N(1/r − 1/q), 2−N(1/r − 1/q)},

max{3−N/r − α, (1/2)(2−N/q)} < β < 2α.

In addition, suppose that the initial data (a, b) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N . Then the following

statements hold:
(i) There exist 0 < T <∞ and a solution (n,u) on (0, T )× RN of (1.5) satisfying

(2.3)



n ∈ BC([0, T ); Ḃ−2+N/r
r,ρ ) ∩

⋂
0<γ<∞

C∞((0, T ); Ḃ−2+N/r
r,ρ ∩ Ḃγ−2+N/r

r,1 ),

∂tn ∈ C∞((0, T ); Ḃ
2s−4+N/r
r,1 ),

tα/2n ∈ BC([0, T ); Ḃ
α−2+N/r
r,1 ), ts/2n ∈ BC([0, T ); Ḃ

s−2+N/r
r,1 ),

n ∈ L2/α,ρ((0, T ); Ḃ
α−2+N/r
r,1 ) ∩ L2/s,ρ((0, T ); Ḃ

s−2+N/r
r,1 ),

u ∈ BC([0, T );P (Ḃ−1+N/q
q,ρ )N ) ∩

⋂
0<γ<∞

C∞((0, T );P (Ḃ−1+N/q
q,ρ ∩ Ḃγ−1+N/q

q,1 )N ),

∂tu ∈ C∞((0, T );P (Ḃ
2s−3+N/q
q,1 )N ),

tβ/2u ∈ BC([0, T );P (Ḃ
β−1+N/q
q,1 )N ), ts/2u ∈ BC([0, T );P (Ḃ

s−2+N/r
r,1 )N ),

u ∈ L2/β,ρ((0, T );P (Ḃ
β−1+N/q
q,1 )N ) ∩ L2/s,ρ((0, T );P (Ḃ

s−1+N/q
q,1 )N )

with

(2.4)


lim
t→+0

∥n(t)− a∥
Ḃ

−2+N/r
r,ρ

= 0, lim
t→+0

tα/2∥n(t)∥
Ḃ

α−2+N/r
r,1

= 0, lim
t→+0

ts/2∥n(t)∥
Ḃ

s−2+N/r
r,1

= 0,

lim
t→+0

∥u(t)− b∥
Ḃ

−1+N/q
q,ρ

= 0, lim
t→+0

tβ/2∥u(t)∥
Ḃ

β−1+N/q
q,1

= 0, lim
t→+0

ts/2∥u(t)∥
Ḃ

s−1+N/q
q,1

= 0.

Moreover, the following estimates

(2.5)



∥n∥
L∞
T (Ḃ

−2+N/r
r,ρ )

+ ∥u∥
L∞
T (Ḃ

−1+N/q
q,ρ )

≤ C
(
(1 + d−α/2)∥a∥

Ḃ
−2+N/r
r,ρ

+ (1 + ν−β/2)∥b∥
Ḃ

−1+N/q
q,ρ

)
,

∥tα/2n∥
L∞
T (Ḃ

α−2+N/r
r,1 )

+ ∥n∥
L
2/α,ρ
T (Ḃ

α−2+N/r
r,1 )

+ ∥tβ/2u∥
L∞
T (Ḃ

β−1+N/q
q,1 )

+ ∥u∥
L
2/β,ρ
T (Ḃ

β−1+N/q
q,1 )

≤ C
(
d−α/2∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−β/2∥b∥
Ḃ

−1+N/q
q,ρ

)
hold with some constant C = C(N, r, q, ρ, s, α, β) > 0 independent of d, ν, T, a, b, n, and u. Likewise,
the estimates (2.5) hold with α and β replaced by s.
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(ii) There exists a constant 0 < κ < 1 independent of the initial data (a, b) such that a mild
solution (n,u) on (0, T )× RN of (1.5) satisfying

(2.6)


n ∈ L2/α,∞((0, T ); Ḃα−2+N/r

r,∞ ), u ∈ L2/β,∞((0, T );P (Ḃβ−1+N/q
q,∞ )N ),

lim sup
λ→∞

{
λµ(t ∈ (0, T ) | ∥n(t)∥

Ḃ
α−2+N/r
r,∞

> λ)α/2

+λµ(t ∈ (0, T ) | ∥u(t)∥
Ḃ

β−1+N/q
q,∞

> λ)β/2
}
≤ κ

is unique, where µ denotes the usual Lebesgue measure on (0, T ).
(iii) Suppose that (n,u) is the solution on (0, T ) × RN of (1.5) with the initial data (a, b) ∈

Ḃ
−2+N/r
r,ρ ×P (Ḃ

−1+N/q
q,ρ )N obtained in (i). Likewise, suppose that (n∗,u∗) is a solution of (1.5) with

an initial data (a∗, b∗) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N . There is a constant 0 < δ < 1 such that if

(a∗, b∗) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N satisfies

(2.7) ∥a− a∗∥Ḃ−2+N/r
r,ρ

+ ∥b− b∗∥Ḃ−1+N/q
q,ρ

< δ,

then it holds that

(2.8)



∥n− n∗∥L∞
T (Ḃ

−2+N/r
r,ρ )

+ ∥u− u∗∥L∞
T (Ḃ

−1+N/q
q,ρ )

≤ C
(
(1 + d−α/2)∥a− a∗∥Ḃ−2+N/r

r,ρ
+ (1 + ν−β/2)∥b− b∗∥Ḃ−1+N/q

q,ρ

)
,

∥tα/2(n− n∗)∥L∞
T (Ḃ

α−2+N/r
r,1 )

+ ∥n− n∗∥L2/α,ρ
T (Ḃ

α−2+N/r
r,1 )

+ ∥tβ/2(u− u∗)∥L∞
T (Ḃ

β−1+N/q
q,1 )

+ ∥u− u∗∥L2/β,ρ
T (Ḃ

β−1+N/q
q,1 )

≤ C
(
d−α/2∥a− a∗∥Ḃ−2+N/r

r,ρ
+ ν−β/2∥b− b∗∥Ḃ−1+N/q

q,ρ

)
with some constant C = C(N, r, q, ρ, s, α, β) > 0 independent of δ, d, ν, T, a, b, a∗, b∗, n,u, n∗, and
u∗. Likewise, it holds that (2.8) with α and β replaced by s.

Remark 2.2. (i) The left-hand sides of the estimates (2.5) are invariant under the change of scaling
(nλ(t, x),uλ(t, x)) := (λ2n(λ2t, λx), λu(λ2t, λx)), where λ = 2j for j ∈ Z. This property may be
regarded as a scaling invariance corresponding to that of the initial data (1.3).

(ii) The method of construction of solutions relies on introducing the time weighted spaces,
i.e., the approach by Fujita-Kato [12, 20] and Kato [19]. In fact, we may obtain the regularity of

solutions in space compared with the initial data since Ḃs
r,1 ⊂ Ḃs

r,ρ holds for all 1 ≤ r ≤ ∞, s ∈ R,
and 1 ≤ ρ ≤ ∞. This result is obtained from the smoothing estimates of the heat semigroup in Ḃs

r,ρ

given by Kozono-Ogawa-Taniuchi [23].
(iii) Moreover, we show that the solution also belongs to the Lorentz spaces in time direction. Here

it should be noticed that the interpolation exponent ρ of the initial data appears in the regularity
of the solution in the Lorentz spaces. This is an advantage of considering the initial data in Ḃs

r,ρ

for general 1 ≤ ρ ≤ ∞. We also note that this idea stems from Kozono-Shimizu [26].
(iv) We reveal that the solution is smooth, i.e., in C∞ class in space and time even if the initial data

belongs to the space with the homogeneous norm. In addition, we may expect that our method to
obtain the smoothing effects is still valid for any semilinear parabolic type PDEs in the homogeneous

Besov spaces framework. Here note that it seems to be difficult to show n ∈ C∞((0, T ); Ḃ
−2+N/r
r,1 )

and u ∈ C∞((0, T );P (Ḃ
−1+N/q
q,1 )N ), i.e., smoothing effects for the interpolation exponent, but we

see that ∂tn and ∂tu have the desired regularity. These smoothing effects correspond to that of the
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heat semigroup. In fact, the author [35] recently showed the space-time analytic smoothing effects

of the heat semigroup in Ḃs
r,ρ.

(v) Theorem 2.1 (ii) states the uniqueness of mild solutions of (1.5). Notice that all of mild
solutions (n,u) satisfying (2.3) necessarily fulfill the condition (2.6). For details, see Proposition
3.7. Hence, our result may be regarded as an improved version compared with the usual uniqueness
obtained by the Banach fixed point theorem.

Theorem 2.3 (In case ρ = ∞). Suppose that 1 < r, q < N satisfy (2.1) and 0 < s, α, β < 1

satisfy (2.2). There exists a constant 0 < ε0 < 1 such that if the initial data (a, b) ∈ Ḃ
−2+N/r
r,∞ ×

P (Ḃ
−1+N/q
q,∞ )N satisfies

(2.9) lim sup
j→∞

(
2(−2+N/r)j∥∆̇ja∥Lr + 2(−1+N/q)j∥∆̇jb∥Lq

)
< ε0,

Then the following statements hold, where {∆̇j}j∈Z denotes the dyadic decomposition:

(i) There exist 0 < T <∞ and a solution (n,u) on (0, T )× RN of (1.5) satisfying

(2.10)



n ∈
⋂

0<γ<∞

(
BCw([0, T ); Ḃ

−2+N/r
r,∞ ) ∩ C∞((0, T ); Ḃ

γ−2+N/r
r,1 )

)
,

∂tn ∈ C∞((0, T ); Ḃ
2s−4+N/r
r,1 ),

tα/2n ∈ BC((0, T ); Ḃ
α−2+N/r
r,1 ), ts/2n ∈ BC((0, T ); Ḃ

s−2+N/r
r,1 ),

u ∈
⋂

0<γ<∞

(
BCw([0, T );P (Ḃ

−1+N/q
q,∞ )N ) ∩ C∞((0, T );P (Ḃ

γ−1+N/q
q,1 )N )

)
,

∂tu ∈ C∞((0, T );P (Ḃ
2s−3+N/q
q,1 )N ),

tβ/2u ∈ BC((0, T );P (Ḃ
β−1+N/q
q,1 )N ), ts/2u ∈ BC((0, T );P (Ḃ

s−2+N/r
r,1 )N )

with

(2.11)


lim
t→+0

⟨n(t)− a, φ0⟩ = 0, lim
t→+0

tα/2 ⟨n(t), φα⟩ = 0, lim
t→+0

ts/2 ⟨n(t), φs⟩ = 0,

lim
t→+0

⟨u(t)− b,f0⟩ = 0, lim
t→+0

tβ/2 ⟨u(t),fβ⟩ = 0, lim
t→+0

ts/2 ⟨u(t),fs⟩ = 0

for all φθ ∈ Ḃ
−θ+2−N/r
r/(r−1),1 and fθ ∈ (Ḃ

−θ+1−N/q
q/(q−1),1 )N , where θ = 0, α, β, s. Here BCw denotes the space

of all bounded weakly-star continuous functions and ⟨·, ·⟩ denotes the duality pairing. Moreover, the
following estimates

(2.12)



∥n∥
L∞
T (Ḃ

−2+N/r
r,∞ )

+ ∥u∥
L∞
T (Ḃ

−1+N/q
q,∞ )

≤ C
(
(1 + d−α/2)∥a∥

Ḃ
−2+N/r
r,∞

+ (1 + ν−β/2)∥b∥
Ḃ

−1+N/q
q,∞

)
,

∥tα/2n∥
L∞
T (Ḃ

α−2+N/r
r,1 )

+ ∥tβ/2u∥
L∞
T (Ḃ

β−1+N/q
q,1 )

≤ C
(
d−α/2∥a∥

Ḃ
−2+N/r
r,∞

+ ν−β/2∥b∥
Ḃ

−1+N/q
q,∞

)
hold with some constant C = C(N, r, q, s, α, β) > 0 independent of d, ν, ε0, T, a, b, n, and u. Like-
wise, the estimates (2.12) hold with α and β replaced by s. The uniqueness assertion remains true
in the same way as in Theorem 2.1 (ii).

(ii) Suppose that (n,u) is the solution on (0, T ) × RN of (1.5) with the initial data (a, b) ∈
Ḃ

−2+N/r
r,∞ × P (Ḃ

−1+N/q
q,∞ )N satisfying (2.9) obtained in (i). Likewise, suppose that (n∗,u∗) is a
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solution of (1.5) with an initial data (a∗, b∗) ∈ Ḃ
−2+N/r
r,∞ × P (Ḃ

−1+N/q
q,∞ )N . There is a constant

0 < δ < 1 such that if (a∗, b∗) ∈ Ḃ
−2+N/r
r,∞ ×P (Ḃ

−1+N/q
q,∞ )N satisfies (2.7) with ρ replaced by ∞, then

it holds that

(2.13)



∥n− n∗∥L∞
T (Ḃ

−2+N/r
r,∞ )

+ ∥u− u∗∥L∞
T (Ḃ

−1+N/q
q,∞ )

≤ C
(
(1 + d−α/2)∥a− a∗∥Ḃ−2+N/r

r,∞
+ (1 + ν−β/2)∥b− b∗∥Ḃ−1+N/q

q,∞

)
,

∥tα/2(n− n∗)∥L∞
T (Ḃ

α−2+N/r
r,1 )

+ ∥tβ/2(u− u∗)∥L∞
T (Ḃ

β−1+N/q
q,1 )

≤ C
(
d−α/2∥a− a∗∥Ḃ−2+N/r

r,∞
+ ν−β/2∥b− b∗∥Ḃ−1+N/q

q,∞

)
with some constant C = C(N, r, q, s, α, β) > 0 independent of δ, d, ν, ε0, T, a, b, a∗, b∗, n,u, n∗, and
u∗. Likewise, it holds that (2.13) with α and β replaced by s.

Remark 2.4. (i) In case ρ = ∞, since the Schwartz space S ∩ Ḃs
r,∞ is not dense in Ḃs

r,∞, it
is necessary to assume the smallness condition (2.9) for the high frequency part of the initial

data. Here notice that the function φ in the closure of S ∩ Ḃs
r,∞ for the norm ∥ · ∥Ḃs

r,∞
satisfies

limj→±∞ 2sj∥∆̇jφ∥Lr = 0.
(ii) Although it is unknown whether the continuity like (2.4) is valid due to the lack of the density,

we may show the weak-star continuity by the duality argument. For this reason, the case of r = 1
or q = 1 is excluded.

(iii) In case ρ = ∞, we do not have to consider the Lorentz regularity of solutions since it holds

that n ∈ L2/α,∞((0, T ); Ḃ
α−2+N/r
r,1 ) and u ∈ L2/β,∞((0, T );P (Ḃ

β−1+N/q
q,1 )N ) for all (n,u) satisfying

(2.10). For details, see Proposition 3.7.

Theorem 2.5 (Global existence and time-decay properties). In Theorems 2.1 and 2.3, there exists

a constant ε = ε(d, ν,N, r, q, ρ, s, α, β) > 0 such that if (a, b) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N satisfies

(2.14) ∥a∥
Ḃ

−2+N/r
r,ρ

+ ∥b∥
Ḃ

−1+N/q
q,ρ

< ε,

then T = ∞ holds. In particular, the decay estimates of the global solution are given by

(2.15) ∥n(t)∥
Ḃ

α−2+N/r
r,1

= O(t−α/2), ∥u(t)∥
Ḃ

β−1+N/q
q,1

= O(t−β/2)

as t → ∞. Likewise, it holds that (2.15) with α and β replaced by s. Moreover, if 1 ≤ ρ < ∞, it
holds that

(2.16) lim
t→∞

∥n(t)∥
Ḃ

−2+N/r
r,ρ

= 0, lim
t→∞

∥u(t)∥
Ḃ

−1+N/q
q,ρ

= 0.

If ρ = ∞, it holds that

(2.17) lim
t→∞

⟨n(t), φ⟩ = 0, lim
t→∞

⟨u(t),f⟩ = 0

for all φ ∈ Ḃ
2−N/r
r/(r−1),1 and f ∈ (Ḃ

1−N/q
q/(q−1),1)

N .

Remark 2.6. (i) The decay rates (2.15) of the global solutions coincide with the rates of the
solutions of the linear heat equation. In fact, we see by Kozono-Ogawa-Taniuchi [23, Lemma 2.2]

that ∥et∆φ∥
Ḃs+β

r,1
≤ Ct−β/2∥φ∥Ḃs

r,∞
. We may expect that these results are obtained since the method

of construction of global solutions relies on the linear analysis and perturbation theory.
(ii) Chae-Kang-Lee [6–8] obtained the decay rates of global solutions of the Keller-Segel-Navier-

Stokes system in RN , N = 2, 3. Compared with our results, they [6] showed the decays as the limit
t → ∞ in the sense of L∞. Although it is assumed sufficient regularities of the initial data, they
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achieved to relax the smallness assumptions. The method in [6] is based on the a priori estimates,
so our method is entirely different from that of [6]. On the other hand, they [7] also considered a
similar model and showed that its solutions behave like the heat kernel asymptotically. Unlike the
case of [6], the method in [7] has some similarities to ours since the method relies on introducing
the time-weighted spaces and estimating the integral systems.

(iii) The properties (2.16) imply that the global solution (n,u) decays as the limit t→ ∞ in the
same norm of the space of the initial data. This may be regarded as a corresponding result to that
of Kato [19, Note] who considered the Navier-Stokes system with initial data in P (LN )N . Moreover,
Kozono-Okada-Shimizu [24, Theorem 1] also showed the time-decay properties with initial data in

P (Ḃ
−1+N/q
q,ρ )N provided N < q < ∞ and 1 ≤ ρ < ∞. Here it should be noticed that we further

obtain the time-decay properties (2.17) in the sense of the weak-star topology even if ρ = ∞.

2.2. Maximal regularity estimates. In this subsection, we state our main results on the maximal
regularity estimates of solutions obtained in Theorem 2.1 under the certain conditions.

Theorem 2.7. In Theorem 2.1, suppose that 1 ≤ r, q < 3N/5 satisfy (2.1). If s satisfies 0 < s < 2/3
along with (2.2), then the solution (n,u) on (0, T )× RN of (1.5) has the following properties

(2.18)

 ts∂tn, t
s∆n ∈ BC([0, T ); Ḃ

2s−4+N/r
r,1 ), ∂tn,∆n ∈ L1/s,ρ((0, T ); Ḃ

2s−4+N/r
r,1 ),

ts∂tu, t
s∆u ∈ BC([0, T );P (Ḃ

2s−3+N/q
q,1 )N ), ∂tu,∆u ∈ L1/s,ρ((0, T );P (Ḃ

2s−3+N/q
q,1 )N )

with

(2.19) lim
t→+0

ts∥n(t)∥
Ḃ

2s−2+N/r
r,1

= 0, lim
t→+0

ts∥u(t)∥
Ḃ

2s−1+N/q
q,1

= 0

having the estimates

(2.20)

∥tsn∥
L∞
T (Ḃ

2s−2+N/r
r,1 )

+ ∥n∥
L
1/s,ρ
T (Ḃ

2s−2+N/r
r,1 )

+ ∥tsu∥
L∞
T (Ḃ

2s−1+N/q
q,1 )

+ ∥u∥
L
1/s,ρ
T (Ḃ

2s−1+N/q
q,1 )

≤ C
(
d−s∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−s∥b∥
Ḃ

−1+N/q
q,ρ

)
and

(2.21)



∥ts∂tn∥L∞
T (Ḃ

2s−4+N/r
r,1 )

+ ∥∂tn∥L1/s,ρ
T (Ḃ

2s−4+N/r
r,1 )

≤ C
(
d−s(d+ ∥a∥

Ḃ
−2+N/r
r,ρ

)∥a∥
Ḃ

−2+N/r
r,ρ

+ ν−s(d+ ∥b∥
Ḃ

−1+N/q
q,ρ

)∥b∥
Ḃ

−1+N/q
q,ρ

)
,

∥ts∂tu∥L∞
T (Ḃ

2s−3+N/q
q,1 )

+ ∥∂tu∥L1/s,ρ
T (Ḃ

2s−3+N/q
q,1 )

≤ C
(
d−s(ν + ∥a∥

Ḃ
−2+N/r
r,ρ

)∥a∥
Ḃ

−2+N/r
r,ρ

+ ν−s(ν + ∥b∥
Ḃ

−1+N/q
q,ρ

)∥b∥
Ḃ

−1+N/q
q,ρ

)
,

where C = C(N, r, q, ρ, s) > 0 is a constant independent of d, ν, T, a, b, n, and u.

Remark 2.8. (i) To show Theorem 2.7, we suppose the stronger conditions 1 ≤ r, q < 3N/5 so
that we may take 0 < s < 2/3. In this case, the derivative indices of the initial data (a, b) ∈
Ḃ

−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N are greater than −1/3 and 2/3, respectively.

(ii) Since it holds that (2.18), we may conceive of Theorem 2.7 as a maximal regularity theorem
for the system (1.5). Here, by the real interpolation, we have

(2.22) (Ḃ
2s−4+N/r
r,1 , Ḃ

2s−2+N/r
r,1 )1−s,ρ = Ḃ−2+N/r

r,ρ , (Ḃ
2s−3+N/q
q,1 , Ḃ

2s−1+N/q
q,1 )1−s,ρ = Ḃ−1+N/q

q,ρ .

Notice that (X,D(A))1−1/α,α is known as a space of initial data in theory of the maximal Lα-
regularity [31, Definition 3.5.1]. Hence, the relations (2.22) may be regarded as a corresponding
space to (X,D(A))1−1/α,α. Moreover, in the case of t1−µ-weighted Lα space, the space of initial
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data is given by (X,D(A))µ−1/α,α [31, Theorem 3.5.5]. Hence, by letting µ = 1 − s and α = ∞
formally, we have similar relations to (2.22) as well.

2.3. Additional regularities. In this subsection, we state our main results on the additional
regularities of solutions obtained in Theorem 2.1 if the initial data has higher regularities.

Theorem 2.9. Let 1 ≤ r, q < N, 1 ≤ ρ < ∞, and 0 < s < 1 be as in Theorem 2.1 and let
N/(N − 1 + s) ≤ θ < N and 0 < σ < s. Suppose that (n,u) is the solution on (0, T )×RN of (1.5)

with the initial data (a, b) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N obtained in Theorem 2.1. If the initial data

has the additional regularity

(a, b) ∈ (Ḃ−2+N/r
r,ρ ∩ Lθ)× P (Ḃ−1+N/q

q,ρ ∩ LNθ/(N−θ))N ,

then the solution also satisfies

(2.23)

{
n ∈ BC([0, T );Lθ), tσ/2n ∈ BC([0, T ); Ḃσ

θ,1),

u ∈ BC([0, T );P (LNθ/(N−θ))N ), tσ/2u ∈ BC([0, T );P (Ḃσ
Nθ/(N−θ),1)

N )

with

(2.24)


lim
t→+0

∥n(t)− a∥Lθ = 0, lim
t→+0

tσ/2∥n(t)∥Ḃσ
θ,1

= 0,

lim
t→+0

∥u(t)− b∥LNθ/(N−θ) = 0, lim
t→+0

tσ/2∥u(t)∥Ḃσ
Nθ/(N−θ),1

= 0.

Moreover, the following estimates

(2.25)


∥n∥L∞

T∗ (L
θ) + ∥u∥L∞

T∗ (L
Nθ/(N−θ)) ≤ 2(∥a∥Lθ + ∥b∥LNθ/(N−θ)),

∥tσ/2n∥L∞
T∗ (Ḃ

σ
θ,1)

+ ∥tσ/2u∥L∞
T∗ (Ḃ

σ
Nθ/(N−θ),1

) ≤ C
(
d−σ/2∥a∥Lθ + ν−σ/2∥b∥LNθ/(N−θ)

)
hold with some 0 < T∗ < T and constant C = C(N, r, q, ρ, s, α, β, θ, σ) > 0 independent of
d, ν, T, T∗, a, b, n, and u. In addition, there exists a constant ε∗ = ε∗(d, ν,N, r, q, ρ, s, α, β, θ, σ) > 0

such that if (a, b) ∈ Ḃ
−2+N/r
r,ρ ×P (Ḃ−1+N/q

q,ρ )N satisfies (2.14) with ε replaced by ε∗, then T = T∗ = ∞
holds.

Remark 2.10. Theorem 2.9 plays a key role in the proof of the time-decay properties of global
solutions, i.e., Theorem 2.5. It should be noticed that we do not have to assume the smallness
condition for the norm of Lθ × P (LNθ/(N−θ))N to obtain the estimates (2.25) with T∗ = ∞. The
proof relies on considering the linearized problem by using the solution obtained in Theorem 2.1.
We refer to [24, Lemma 3.2] for this strategy.

Remark 2.11. (i) As mentioned before, it has been also considered damping terms of logistic type
[37, 46, 48]. Since these results yield the global existence of solutions with the aid of logistic terms,
it might be expected that our results are improved by considering such structures as well.

(ii) Concerning the nonlinear term ∇·(n∇c) in (1.1), which stands for the effect of the chemotactic
cross-diffusion, it should be noticed that a slight modification of the term is also interesting in some
applications. Here, Xue-Othmer [49] have been proposed that the term ∇· (nS(x, n, c) ·∇c) is used
instead of ∇ · (n∇c) to describe the more exact physical model from the experimental observation.
However, since S(x, n, c) is an RN×N -valued function, studying such a model is not so easy in
contrast to the usual model. In spite of the fact, by assuming that N = 2 and the domain Ω ⊂ R2

is bounded, Winkler [45,47] showed the global existence of classical solutions without the smallness
assumption of the initial data. Here, since results in the higher dimensional case are not enough
yet, it is also interesting to extend our results to the corresponding system.
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3. Preliminaries

3.1. Notations and function spaces. In the following, let us introduce notations and function
spaces used throughout this paper. Let S (RN ) and S ′(RN ) denote the Schwartz space and its
dual space, respectively. We also set S0(RN ) := {φ ∈ S (RN ) | 0 /∈ suppFφ}, where F denotes the
Fourier transform. The homogeneous Besov spaces are defined by

Ḃs
r,ρ(RN ) := {φ ∈ S ′(RN ) | ∥φ∥Ḃs

r,ρ(RN ) := ∥{2js∥∆̇jφ∥Lr(RN )}j∈Z∥lρ(Z) <∞}

for 1 ≤ r ≤ ∞, s ∈ R, and 1 ≤ ρ ≤ ∞, where {∆̇j}j∈Z denotes the dyadic decomposition defined
by Bahouri-Chemin-Danchin [1, Proposition 2.10 and Definition 2.15]. By the definition, we see

immediately that Ḃs
r,ρ0(R

N ) ⊂ Ḃs
r,ρ1(R

N ) for 1 ≤ ρ0 ≤ ρ1 ≤ ∞. Here we note that the space

Ḃs
r,ρ(RN ) is suitable to consider the scaling invariant spaces, but Ḃs

r,ρ(RN ) defined as above is not

Banach space. In fact, any function φ ∈ S ′(RN ) satisfying ∥φ∥Ḃs
r,ρ(RN ) = 0 is not identically zero

but polynomials. However, if s < N/r or s = N/r with ρ = 1, then the spaces Ḃs
r,ρ(RN ) become

Banach spaces [32, Theorem 3.20].
Let X be a Banach space. Then, the Banach space of all bounded continuous X-valued functions

on an interval I ⊂ R is denoted by BC(I;X). Let Lα(I;X) denote the Bochner-Lebesgue spaces on
I and we write φ ∈ Lα

loc(I;X) if φ ∈ Lα(K;X) holds for arbitrary compact subintervals K ⊂ I. The
Lorentz spaces on I are defined by Lα,ρ(I;X) := {φ ∈ L1

loc(I;X) | ∥φ∥Lα,ρ(I;X) <∞} for 1 < α <∞
and 1 ≤ ρ ≤ ∞ with the norm

∥φ∥Lα,ρ(I;X) :=

{
{
∫∞
0 (τ1/αφ∗(τ))ρdτ/τ}1/ρ if 1 ≤ ρ <∞,

sup0<τ<∞ τ1/αφ∗(τ) if ρ = ∞,

where φ∗ denotes the rearrangement of φ given by Castillo-Rafeiro [5, Definitions 4.4 and 6.1].
Notice that the Lorentz space is a quasi-Banach space with the properties Lα,α(I;X) = Lα(I;X)
and Lα,ρ0(I;X) ⊂ Lα,ρ1(I;X) for 1 ≤ ρ0 ≤ ρ1 ≤ ∞ [5, Definition 6.1 and Theorem 6.3]. Moreover,
in case ρ = ∞, the Lorentz space Lα,∞(I;X) coincides with the weak Lebesgue space. In fact, it
holds that

∥φ∥Lα,∞(I;X) = sup
0<λ<∞

λµ(t ∈ I | ∥φ(t)∥X > λ)1/α

for 1 < α <∞, where µ denotes the usual Lebesgue measure on I [5, Theorem 6.6].
Let {et∆}0<t<∞ denote the heat semigroup on RN . For the Helmholtz projection P on RN , we

write PX := {Pφ |φ ∈ X}. It should be noticed that P is a bounded operator from Ḃs
r,ρ(RN )

onto itself for any 1 ≤ r ≤ ∞, s ∈ R, and 1 ≤ ρ ≤ ∞ [25, Proposition 2.1]. In the following,
we will abbreviate X := X(RN ) for a function space X(RN ) defined on RN . Also, we write
∥ · ∥L∞

T (X) := ∥ · ∥L∞((0,T );X), ∥ · ∥Lα,ρ
T (X) := ∥ · ∥Lα,ρ((0,T );X), and ∥φ,ψ∥X := ∥φ∥X + ∥ψ∥X for

simplicity.

3.2. Fundamental properties of the homogeneous Besov and Lorentz spaces. In this sub-
section, we shall recall the fundamental properties on the spaces defined in the previous subsection.
In what follows, let X and Y denote Banach spaces. The following proposition plays a crucial role
as the Sobolev embeddings in the homogeneous Besov spaces:

Proposition 3.1. (i) For 1 ≤ r ≤ q ≤ ∞, s ∈ R, and 1 ≤ ρ ≤ ∞, the following continuous

embedding Ḃs
r,ρ ⊂ Ḃ

s−N(1/r−1/q)
q,ρ holds.

(ii) For 1 ≤ r ≤ ∞, the continuous embedding Ḃ
N/r
r,1 ⊂ BC ⊂ L∞ holds.
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For the proof of (i), see Bahouri-Chemin-Danchin [1, Proposition 2.20]. On the other hand, we

may show (ii) by Sawano [32, Theorem 3.21] with the aid of (i), i.e., Ḃ
N/r
r,1 ⊂ Ḃ0

∞,1 ⊂ BC. The
density and duality properties for the homogeneous Besov spaces are given as follows:

Proposition 3.2. Let 1 ≤ r < ∞, s ∈ R, and 1 ≤ ρ < ∞. Then the set S0 ⊂ Ḃs
r,ρ is dense in

Ḃs
r,ρ. Moreover, it holds that (Ḃs

r,ρ)
∗ = Ḃ−s

r/(r−1),ρ/(ρ−1).

Proof. The first assertion is given by Bahouri-Chemin-Danchin [1, Proposition 2.27]. See also
Sawano [32, Theorem 3.15]. The duality properties may be shown by Bahouri-Chemin-Danchin

[1, Proposition 2.29] and the fact that S ∩ Ḃs
r,ρ is dense in Ḃs

r,ρ provided 1 ≤ r, ρ <∞. □

Next we give the fractional Leibniz rule in the homogeneous Besov spaces.

Proposition 3.3. (i) Let 1 ≤ r ≤ ∞, 0 < s < ∞, 1 ≤ ρ ≤ ∞, and 0 < λ0, λ1 < ∞. Assume that

1 ≤ q0, q1, r0, r1 ≤ ∞ satisfy 1/r = 1/q0 + 1/q1 = 1/r0 + 1/r1. Then, for every φ ∈ Ḃs+λ0
q0,ρ ∩ Ḃ−λ1

r1,∞
and ψ ∈ Ḃs+λ1

r0,ρ ∩ Ḃ−λ0
q1,∞, it holds that φψ ∈ Ḃs

r,ρ with the estimate

∥φψ∥Ḃs
r,ρ

≤ C(∥φ∥
Ḃ

s+λ0
q0,ρ

∥ψ∥
Ḃ

−λ0
q1,∞

+ ∥φ∥
Ḃ

−λ1
r1,∞

∥ψ∥
Ḃ

s+λ1
r0,ρ

),

where C = C(N, q0, q1, r0, r1, s, ρ, λ0, λ1) > 0 is a constant independent of φ and ψ.
(ii) Let 1 ≤ r ≤ ∞, 0 < s < ∞, and 1 ≤ ρ ≤ ∞. Assume that 1 ≤ q0, q1, r0, r1 ≤ ∞ satisfy

1/r = 1/q0 + 1/q1 = 1/r0 + 1/r1. Then, for every φ ∈ Ḃs
q0,ρ ∩L

r1 and ψ ∈ Ḃs
r0,ρ ∩L

q1, it holds that

φψ ∈ Ḃs
r,ρ with the estimate

∥φψ∥Ḃs
r,ρ

≤ C(∥φ∥Ḃs
q0,ρ

∥ψ∥Lq1 + ∥φ∥Lr1∥ψ∥Ḃs
r0,ρ

),

where C = C(N, q0, q1, r0, r1, s, ρ) > 0 is a constant independent of φ and ψ.

The proof of Proposition 3.3 is given by Kaneko-Kozono-Shimizu [17, Proposition 2.2]. Concern-
ing the estimates of the function K defined by (1.4), we may show the following proposition by the
Hardy-Littlewood-Sobolev inequality:

Proposition 3.4. Let 1 < r < N, s ∈ R, and 1 ≤ ρ ≤ ∞. Then the following estimates

∥K ∗ φ∥Lr0 ≤ C∥φ∥Lr , ∥K ∗ φ∥Ḃs
r0,ρ

≤ C∥φ∥Ḃs
r,ρ

hold for all φ ∈ S0, where r0 := (1/r− 1/N)−1 and C = C(N, r, s, ρ) > 0 is a constant independent
of φ.

Proof. It is sufficient to show the first estimate. Since |K(x)| ≤ ω−1
N−1|x|N−1 for all x ∈ RN from

the definition (1.4) of K, we have ∥K ∗φ∥Lr0 ≤ ω−1
N−1∥| · |N−1 ∗ |φ|∥Lr0 . Thus we obtain the desired

estimate by virtue of the Hardy-Littlewood-Sobolev inequality [33, V, Theorem 1]. □

Let us verify the Hölder inequality for the Lorentz spaces.

Proposition 3.5. Let 1 < α < ∞, 1 ≤ ρ ≤ ∞, and I ⊂ R. Suppose that 1 < α0, α1 < ∞ and
1 ≤ ρ0, ρ1 ≤ ∞ satisfy 1/α = 1/α0 + 1/α1 and 1/ρ = 1/ρ0 + 1/ρ1, respectively. Then, for every
φ ∈ Lα0,ρ0(I;R) and ψ ∈ Lα1,ρ1(I;R), it holds that φψ ∈ Lα,ρ(I;R) with the Hölder inequality

∥φψ∥Lα,ρ(I;R) ≤ 21/α∥φ∥Lα0,ρ0 (I;R)∥ψ∥Lα1,ρ1 (I;R).

In particular, it holds that ∥φψ∥Lα,ρ(I;R) ≤ C∥φ∥Lα0,ρ(I;R)∥ψ∥Lα1,ρ(I;R) for all φ ∈ Lα0,ρ(I;R) and
ψ ∈ Lα1,ρ(I;R) with some constant C = C(α0, α1, ρ) > 0 independent of I, φ, and ψ.
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Proof. Notice that it holds by Castillo-Rafeiro [5, Theorem 4.11] that (φψ)∗(τ) ≤ φ∗(τ/2)ψ∗(τ/2).
Hence, in case 1 ≤ ρ, ρ0, ρ1 <∞, the usual Hölder inequality yields{∫ ∞

0
(τ1/α(φψ)∗(τ))ρ

dτ

τ

}1/ρ

≤ 21/α
{∫ ∞

0
(λ1/α0−1/ρ0φ∗(λ)λ1/α1−1/ρ1ψ∗(λ))ρdλ

}1/ρ

≤ 21/α
{∫ ∞

0
(λ1/α0−1/ρ0φ∗(λ))ρ0dλ

}1/ρ0 {∫ ∞

0
(λ1/α1−1/ρ1ψ∗(λ))ρ1dλ

}1/ρ1

= 21/α∥φ∥Lα0,ρ0 (I;R)∥ψ∥Lα1,ρ1 (I;R).

The remaining cases may be shown in a similar manner. This completes the proof of Proposition
3.5. □

By combining the Hölder inequality and the Hardy-Littlewood-Sobolev inequality for the Lorentz
spaces, we may show the estimates of the bilinear singular integral operators in the Lorentz spaces.

Proposition 3.6. Let 1 < α < ∞, 1 ≤ ρ ≤ ∞, 0 < λ < 1 − 1/α, and 0 < T ≤ ∞. Suppose that
φ ∈ Lα0,ρ((0, T );X) and ψ ∈ Lα1,ρ((0, T );Y ), where 1 < α0, α1 <∞ satisfy 1/α+λ = 1/α0+1/α1.
Then, for the function Iλ(φ,ψ) defined by

Iλ(φ,ψ)(t) :=
∫ t

0
(t− τ)λ−1∥φ(τ)∥X∥ψ(τ)∥Y dτ, 0 < t < T,

it holds that Iλ(φ,ψ) ∈ Lα,ρ((0, T );R) with the estimate

∥Iλ(φ,ψ)∥Lα,ρ
T (R) ≤ C∥φ∥Lα0,ρ

T (X)∥ψ∥Lα1,ρ
T (Y ),

where C = C(α0, α1, ρ, λ) > 0 is a constant inpedendent of T, φ, and ψ.

Proof. We define φ and ψ by setting

φ(t) :=

{
∥φ(t)∥X t ∈ (0, T ),

0 t ∈ R \ (0, T ), ψ(t) :=

{
∥ψ(t)∥Y t ∈ (0, T ),

0 t ∈ R \ (0, T ).

Then it holds that

|Iλ(φ,ψ)(t)| ≤
∫ ∞

−∞
|t− τ |λ−1|φ(τ)||ψ(τ)|dτ

for all t ∈ R. Thus we have

(3.1) ∥Iλ(φ,ψ)∥Lα,ρ((0,T );R) ≤ C∥φψ∥
L(1/α+λ)−1,ρ(R;R)

since the Hardy-Littlewood-Sobolev inequality [33, V, Theorem 1] is still valid for Lorentz spaces
by virtue of real interpolation theory [38, p.134]. Here we note that 0 < 1/α+ λ < 1. On the other

hand, Proposition 3.5 gives that φψ ∈ L(1/α+λ)−1,ρ(R;R) holds with the estimate

(3.2) ∥φψ∥
L(1/α+λ)−1,ρ(R;R) ≤ C∥φ∥Lα0,ρ(R;R)∥ψ∥Lα1,ρ(R;R) = C∥φ∥Lα0,ρ((0,T );X)∥ψ∥Lα1,ρ((0,T );Y ).

Hence, we may show the desired estimate by (3.1) and (3.2). This completes the proof of Proposition
3.6. □

The following proposition gives the relation between the time weighted spaces and the weak
Lebesgue spaces:
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Proposition 3.7. Let 0 < β < 1 and 0 < T ≤ ∞. Then, for every φ ∈ L∞
loc((0, T );X) satisfying

tβφ ∈ L∞((0, T );X), it holds that φ ∈ L1/β,∞((0, T );X) with the estimate

∥φ∥
L
1/β,∞
T (X)

≤ ∥tβφ∥L∞
T (X).

Moreover, if limt→+0 t
β∥φ(t)∥X = 0, then it holds that limλ→∞ λµ(t ∈ (0, T ) | ∥φ(t)∥X > λ)β = 0.

Proof. By the assumption, we have ∥φ(t)∥X ≤ Mt−β for all 0 < t < T , where M := ∥tβφ∥L∞
T (X).

Thus we see that

µ(t ∈ (0, T ) | ∥φ(t)∥X > λ)β ≤ µ(t ∈ (0, T ) |Mt−β > λ)β

≤ µ(t ∈ (0,∞) | (M/λ)1/β > t)β =M/λ,

which yields ∥φ∥
L
1/β,∞
T (X)

≤M . Next we assume that limt→+0 t
β∥φ(t)∥X = 0. Then, for arbitrarily

small 0 < ε < T , there exists 0 < Tε < T such that ∥φ(t)∥X ≤ εt−β for all 0 < t < Tε. On the other

hand, we have ∥φ(t)∥X ≤MT
−β/2
ε t−β/2 for all Tε < t < T . Hence we observe that

µ(t ∈ (0, T ) | ∥φ(t)∥X > λ)β

≤ µ(t ∈ (0, Tε) | εt−β > λ)β + µ(t ∈ (Tε, T ) |MT−β/2
ε t−β/2 > λ)β

≤ µ(t ∈ (0,∞) | (ε/λ)1/β > t)β + µ(t ∈ (0,∞) |T−1
ε (M/λ)2/β > t)β = ε/λ+ T−β

ε (M/λ)2,

which implies lim supλ→∞ λµ(t ∈ (0, T ) | ∥φ(t)∥X > λ)β ≤ ε. Therefore, letting ε → +0 yields the
desired result. This completes the proof of Proposition 3.7. □

3.3. Linear theory of the heat semigroup. In this subsection, we shall give some properties of
the heat semigroup. First we recall the smoothing estimates of the heat semigroup in the homoge-
neous Besov spaces.

Proposition 3.8. Let 1 ≤ r ≤ q ≤ ∞, s ∈ R, 1 ≤ ρ ≤ ∞, and 0 < β <∞. Then it holds that
∥et∆φ∥Ḃs

r,ρ
≤ ∥φ∥Ḃs

r,ρ
,

∥et∆φ∥Ḃs
q,1

≤ Ct−(N/2)(1/r−1/q)∥φ∥Ḃs
r,∞

if r < q,

∥et∆φ∥
Ḃs+β

q,1
≤ Ct−(N/2)(1/r−1/q)−β/2∥φ∥Ḃs

r,∞

for all 0 < t < ∞ and φ ∈ S0, where C = C(N, r, q, s, ρ, β) > 0 is a constant independent of t and
φ.

Proposition 3.8 may be shown by Kozono-Ogawa-Taniuchi [23, Lemma 2.2] with the aid of Propo-
sition 3.1. We also recall the space-time estimates of the heat semigroup.

Proposition 3.9. Let 1 ≤ r ≤ q ≤ ∞, s ∈ R, 1 ≤ ρ ≤ ∞, 0 < β < ∞, and 0 < ν < ∞. Assume
that 1 < α < ∞ satisfies 1/α = (N/2)(1/r − 1/q) + β/2. Then, for every φ ∈ Ḃs

r,ρ, it holds that

Φ ∈ Lα,ρ((0,∞); Ḃs+β
q,1 ) with the estimate

∥Φ∥
Lα,ρ
∞ (Ḃs+β

q,1 )
≤ Cν−1/α∥φ∥Ḃs

r,ρ
,

where Φ(t) := eνt∆φ for 0 < t < ∞ and C = C(N, r, q, s, ρ, β) > 0 is a constant independent of ν
and φ.
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The proof of Proposition 3.9 is given by the author [34, Proposition 3.2]. In what follows,

when there is no danger of confusion, we will use the notations eνt∆φ ∈ Lα,ρ((0,∞); Ḃs+β
q,1 ) and

∥eνt∆φ∥
Lα,ρ
∞ (Ḃs+β

q,1 )
≤ Cν−1/α∥φ∥Ḃs

r,ρ
, where t denotes an integration variable. Namely, it does not

make particular sense to use the time variable t in these notations. We should refer to Kozono-
Shimizu [26], who established the maximal Lorentz regularity theorem for the Stokes system by
using the above estimates. In the last of this subsection, we verify the vanishing properties of the
heat semigroup.

Proposition 3.10. (i) Let 1 ≤ r < ∞, s ∈ R, 1 ≤ ρ < ∞, and 0 < β < ∞. Then, for every

φ ∈ Ḃs
r,ρ, it holds that limt→+0 t

β/2∥et∆φ∥
Ḃs+β

r,1
= 0 and limt→∞ ∥et∆φ∥Ḃs

r,ρ
= 0.

(ii) Let 1 < r ≤ ∞, s ∈ R, and 0 < β < ∞. Then, for every φ ∈ Ḃs
r,∞, it holds that

limt→+0

〈
et∆φ− φ,ψ

〉
= 0 for all ψ ∈ Ḃ−s

r/(r−1),1. In addition, it holds that limt→+0 t
β/2

〈
et∆φ,ψ

〉
=

0 for all ψ ∈ Ḃ−s−β
r/(r−1),1 and limt→∞

〈
et∆φ,ψ

〉
= 0 for all ψ ∈ Ḃ−s

r/(r−1),1.

Proof. (i) Let φ ∈ Ḃs
r,ρ be arbitrary. By Proposition 3.2, we may take a sequence {φj}∞j=1 ⊂ S0 of

functions satisfying limj→∞ ∥φ− φj∥Ḃs
r,ρ

= 0. Then we see by Proposition 3.8 that

lim sup
t→+0

tβ/2∥et∆φ∥
Ḃs+β

r,1
≤ lim sup

t→+0
tβ/2∥et∆(φ− φj)∥Ḃs+β

r,1
+ lim sup

t→+0
tβ/2∥et∆φj∥Ḃs+β

r,1

≤ C∥φ− φj∥Ḃs
r,ρ

+ lim sup
t→+0

tβ/2∥φj∥Ḃs+β
r,1

= C∥φ− φj∥Ḃs
r,ρ
,

lim sup
t→∞

∥et∆φ∥Ḃs
r,ρ

≤ lim sup
t→∞

∥et∆(φ− φj)∥Ḃs
r,ρ

+ lim sup
t→∞

∥et∆φj∥Ḃs
r,ρ

≤ ∥φ− φj∥Ḃs
r,ρ

+ C lim sup
t→∞

t−1∥φj∥Ḃs−2
r,ρ

= ∥φ− φj∥Ḃs
r,ρ
,

which yield the desired results by letting j → ∞.
(ii) The first assertion is a simple consequence of the strong continuity of the heat semigroup

{et∆}0<t<∞ in Ḃ−s
r/(r−1),1. In fact, it holds that

lim sup
t→+0

〈
et∆φ− φ,ψ

〉
= lim sup

t→+0

〈
φ, et∆ψ − ψ

〉
≤ lim sup

t→+0
∥φ∥Ḃs

r,∞
∥et∆ψ − ψ∥Ḃ−s

r/(r−1),1
= 0

for all ψ ∈ Ḃ−s
r/(r−1),1 since (Ḃ−s

r/(r−1),1)
∗ = Ḃs

r,∞ from Proposition 3.2. Next, let φ ∈ Ḃs
r,∞ and

ψ ∈ Ḃ−s−β
r/(r−1),1 be arbitrary. By Proposition 3.2, we may take a sequence {ψj}∞j=1 ⊂ S0 of functions

satisfying limj→∞ ∥ψ−ψj∥Ḃ−s−β
r/(r−1),1

= 0. Noting that (Ḃ−s−β
r/(r−1),1)

∗ = Ḃs+β
r,∞ and (Ḃ−s

r/(r−1),1)
∗ = Ḃs

r,∞,

we see by Proposition 3.8 that∣∣∣tβ/2 〈et∆φ,ψ〉∣∣∣ ≤ tβ/2
∣∣〈et∆φ,ψ − ψj

〉∣∣+ tβ/2
∣∣〈et∆φ,ψj

〉∣∣
≤ tβ/2∥et∆φ∥

Ḃs+β
r,∞

∥ψ − ψj∥Ḃ−s−β
r/(r−1),1

+ tβ/2∥φ∥Ḃs
r,∞

∥et∆ψj∥Ḃ−s
r/(r−1),1

≤ C∥φ∥Ḃs
r,∞

∥ψ − ψj∥Ḃ−s−β
r/(r−1),1

+ tβ/2∥φ∥Ḃs
r,∞

∥ψj∥Ḃ−s
r/(r−1),1

,

which implies lim supt→+0

∣∣tβ/2 〈et∆φ,ψ〉∣∣ ≤ C∥φ∥Ḃs
r,∞

∥ψ − ψj∥Ḃ−s−β
r/(r−1),1

. Hence, letting j → ∞

gives that limt→+0 t
β/2

〈
et∆φ,ψ

〉
= 0. The rest statement may be shown in a similar manner. This

completes the proof of Proposition 3.10. □
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Remark 3.11. The reason why we exclude the case of r = ∞ or ρ = ∞ in (i) is due to the lack of

the density. Indeed, the set S0 is not dense in Ḃs
r,ρ if r = ∞ or ρ = ∞. Likewise, since the proof of

(ii) is based on the duality argument, we also exclude the case of r = 1 in (ii).

4. Local well-posedness in the scaling invariant Besov spaces

In this section, we shall show the local well-posedness for (1.5) with initial data in the scaling
invariant Besov spaces. To this end, we construct mild solutions of (1.5) by the Banach fixed point
theorem.

4.1. Nonlinear estimates. First we establish the nonlinear estimates in the homogeneous Besov
spaces.

Lemma 4.1. Let 1 ≤ r, q < N, 1 ≤ ρ ≤ ∞, 0 < α, β < 1, and 0 ≤ η < ∞. Then the following
statements hold for all φ,ψ ∈ S and f , g ∈ S N with some constant C = C(N, r, q, ρ, α, β, η) > 0
independent of φ,ψ,f , and g:

(i) If α > (1/2)(3−N/r), it holds that

∥∇ · (φ(K ∗ ψ))∥
Ḃ

2α−4+N/r+η
r,ρ

≤ C(∥φ∥
Ḃ

α−2+N/r+η
r,ρ

∥ψ∥
Ḃ

α−2+N/r
r,ρ

+ ∥φ∥
Ḃ

α−2+N/r
r,ρ

∥ψ∥
Ḃ

α−2+N/r+η
r,ρ

).

(ii) If 1/r − 1/q < 2/N, α < 2−N(1/r − 1/q), α+ β > 3−N/r, and ∇ · f = 0, it holds that

∥f · ∇φ∥
Ḃ

α+β−4+N/r+η
r,ρ

≤ C(∥f∥
Ḃ

β−1+N/q+η
q,ρ

∥φ∥
Ḃ

α−2+N/r
r,ρ

+ ∥f∥
Ḃ

β−1+N/q
q,ρ

∥φ∥
Ḃ

α−2+N/r+η
r,ρ

).

(iii) If β > (1/2)(2−N/q) and ∇ · f = ∇ · g = 0, it holds that

∥(f · ∇)g∥
Ḃ

2β−3+N/q+η
q,ρ

≤ C(∥f∥
Ḃ

β−1+N/q+η
q,ρ

∥g∥
Ḃ

β−1+N/q
q,ρ

+ ∥f∥
Ḃ

β−1+N/q
q,ρ

∥g∥
Ḃ

β−1+N/q+η
q,ρ

).

(iv) If 1/r−1/q > −1/N, 2/r−1/q > 1/N , and (1/2)(3−N/q) < α < 1+N(1/r−1/q), it holds
that

∥φ(K ∗ ψ)∥
Ḃ

2α−3+N/q+η
q,ρ

≤ C(∥φ∥
Ḃ

α−2+N/r+η
r,ρ

∥ψ∥
Ḃ

α−2+N/r
r,ρ

+ ∥φ∥
Ḃ

α−2+N/r
r,ρ

∥ψ∥
Ḃ

α−2+N/r+η
r,ρ

).

Proof. (i) Since 1 ≤ r < N and 0 < α < 1, we may take r0, r1, and λ such that

0 < 1/r1 < min{(1− α)/N, 1/r − 1/N}, 1/r0 = 1/r − 1/r1, λ = 1− α−N/r1.

Then we have r < r0 < N, r < (1/r0 − 1/N)−1, (1/r1 + 1/N)−1 < ∞, and λ > 0. Therefore, it
holds by Proposition 3.1 thatḂ

α−2+N/r+η
r,ρ ⊂ Ḃα−2+N/r0+η

r0,ρ = Ḃ2α−3+N/r+η+λ
r0,ρ ,

Ḃα−2+N/r
r,ρ ⊂ Ḃ

α−1+N/r1
(1/r1+1/N)−1,∞ = Ḃ−λ

(1/r1+1/N)−1,∞.

Noting that 2α− 3 +N/r > 0, we see by Propositions 3.3 and 3.4 that

∥∇ · (φ(K ∗ ψ))∥
Ḃ

2α−4+N/r+η
r,ρ

≤ C∥φ(K ∗ ψ)∥
Ḃ

2α−3+N/r+η
r,ρ

≤ C(∥φ∥
Ḃ

2α−3+N/r+η+λ
r0,ρ

∥K ∗ ψ∥Ḃ−λ
r1,∞

+ ∥φ∥Ḃ−λ

(1/r1+1/N)−1,∞
∥K ∗ ψ∥

Ḃ
2α−3+N/r+η+λ

(1/r0−1/N)−1,ρ

)

≤ C(∥φ∥
Ḃ

2α−3+N/r+η+λ
r0,ρ

∥ψ∥Ḃ−λ

(1/r1+1/N)−1,∞
+ ∥φ∥Ḃ−λ

(1/r1+1/N)−1,∞
∥ψ∥

Ḃ
2α−3+N/r+η+λ
r0,ρ

)

≤ C(∥φ∥
Ḃ

α−2+N/r+η
r,ρ

∥ψ∥
Ḃ

α−2+N/r
r,ρ

+ ∥φ∥
Ḃ

α−2+N/r
r,ρ

∥ψ∥
Ḃ

α−2+N/r+η
r,ρ

).
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(ii) Since 1/r − 1/q < 2/N, 0 < α < min{1, 2 − N(1/r − 1/q)}, and 0 < β < 1, we may take
q0, q1, r0, r1, λα, and λβ such that{
max{0, 1/r − 1/q} < 1/q1 < min{1/r, (2− α)/N}, 1/q0 = 1/r − 1/q1, λα = 2− α−N/q1,

0 < 1/r1 < min{1/r, 1/q, (1− β)/N}, 1/r0 = 1/r − 1/r1, λβ = 1− β −N/r1.

Then we have q < q0, r1 < ∞, r < q1, r0 < ∞, and λα, λβ > 0. Therefore, it holds by Proposition
3.1 that{

Ḃβ−1+N/q+η
q,ρ ⊂ Ḃβ−1+N/q0+η

q0,ρ = Ḃα+β−3+N/r+η+λα
q0,ρ , Ḃα−2+N/r

r,ρ ⊂ Ḃα−2+N/q1
q1,∞ = Ḃ−λα

q1,∞,

Ḃα−2+N/r+η
r,ρ ⊂ Ḃα−2+N/r0+η

r0,ρ = Ḃ
α+β−3+N/r+η+λβ
r0,ρ , Ḃβ−1+N/q

q,ρ ⊂ Ḃβ−1+N/r1
r1,∞ = Ḃ

−λβ
r1,∞.

Noting that α+ β − 3 +N/r > 0 and f · ∇φ = ∇ · (fφ), we see by Proposition 3.3 that

∥f · ∇φ∥
Ḃ

α+β−4+N/r+η
r,ρ

≤ C∥fφ∥
Ḃ

α+β−3+N/r+η
r,ρ

≤ C(∥f∥
Ḃ

α+β−3+N/r+η+λα
q0,ρ

∥φ∥
Ḃ−λα

q1,∞
+ ∥f∥

Ḃ
−λβ
r1,∞

∥φ∥
Ḃ

α+β−3+N/r+η+λβ
r0,ρ

)

≤ C(∥f∥
Ḃ

β−1+N/q+η
q,ρ

∥φ∥
Ḃ

α−2+N/r
r,ρ

+ ∥f∥
Ḃ

β−1+N/q
q,ρ

∥φ∥
Ḃ

α−2+N/r+η
r,ρ

).

(iii) Since 0 < β < 1, we may take q0, q1, and λ such that

0 < 1/q1 < min{1/q, (1− β)/N}, 1/q0 = 1/q − 1/q1, λ = 1− β −N/q1.

Then we have q < q0, q1 <∞ and λ > 0. Therefore, it holds by Proposition 3.1 that{
Ḃβ−1+N/q+η

q,ρ ⊂ Ḃβ−1+N/q0+η
q0,ρ = Ḃ2β−2+N/q+η+λ

q0,ρ ,

Ḃβ−1+N/q
q,ρ ⊂ Ḃβ−1+N/q1

q1,∞ = Ḃ−λ
q1,∞.

Noting that 2β − 2 +N/q > 0 and (f · ∇)g = ∇ · (f ⊗ g), we see by Proposition 3.3 that

∥(f · ∇)g∥
Ḃ

2β−3+N/q+η
q,ρ

≤ C∥f ⊗ g∥
Ḃ

2β−2+N/q+η
q,ρ

≤ C(∥f∥
Ḃ

2β−2+N/q+η+λ
q0,ρ

∥g∥Ḃ−λ
q1,∞

+ ∥f∥Ḃ−λ
q1,∞

∥g∥
Ḃ

2β−2+N/q+η+λ
q0,ρ

)

≤ C(∥f∥
Ḃ

β−1+N/q+η
q,ρ

∥g∥
Ḃ

β−1+N/q
q,ρ

+ ∥f∥
Ḃ

β−1+N/q
q,ρ

∥g∥
Ḃ

β−1+N/q+η
q,ρ

).

(iv) Since 1/r − 1/q > −1/N, 2/r − 1/q > 1/N , and 0 < α < min{1, 1 +N(1/r − 1/q)}, we may
take q0, q1, and λ such that{

max{0,−(1/r − 1/q), } < 1/q1 < min{1/r − 1/N, 1/q − 1/N, (1− α)/N},
1/q0 = 1/q − 1/q1, λ = 1− α−N/q1.

Thus we have r < q0 < N, q < (1/q0 − 1/N)−1 < ∞, r < (1/q1 + 1/N)−1 < ∞, and λ > 0.
Therefore, it holds by Proposition 3.1 thatḂ

α−2+N/r+η
r,ρ ⊂ Ḃα−2+N/q0+η

q0,ρ = Ḃ2α−3+N/q+η+λ
q0,ρ ,

Ḃα−2+N/r
r,ρ ⊂ Ḃ

α−1+N/q1
(1/q1+1/N)−1,∞ = Ḃ−λ

(1/q1+1/N)−1,∞.
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Noting that 2α− 3 +N/q > 0, we see by Propositions 3.3 and 3.4 that

∥φ(K ∗ ψ)∥
Ḃ

2α−3+N/q+η
q,ρ

≤ C(∥φ∥
Ḃ

2α−3+N/q+η+λ
q0,ρ

∥K ∗ ψ∥Ḃ−λ
q1,∞

+ ∥φ∥Ḃ−λ

(1/q1+1/N)−1,∞
∥K ∗ ψ∥

Ḃ
2α−3+N/q+η+λ

(1/q0−1/N)−1,ρ

)

≤ C(∥φ∥
Ḃ

2α−3+N/q+η+λ
q0,ρ

∥ψ∥Ḃ−λ

(1/q1+1/N)−1,∞
+ ∥φ∥Ḃ−λ

(1/q1+1/N)−1,∞
∥ψ∥

Ḃ
2α−3+N/q+η+λ
q0,ρ

)

≤ C(∥φ∥
Ḃ

α−2+N/r+η
r,ρ

∥ψ∥
Ḃ

α−2+N/r
r,ρ

+ ∥φ∥
Ḃ

α−2+N/r
r,ρ

∥ψ∥
Ḃ

α−2+N/r+η
r,ρ

).

This completes the proof of Lemma 4.1. □

Lemma 4.1 determines the condition of the space of initial data. Namely, we consider the following
condition:

Proposition 4.2. Let 1 ≤ ρ ≤ ∞. Suppose that 1 ≤ r, q < N satisfy (2.1). Then there exist
0 < s, α, β < 1 satisfying (2.2). In particular, for the nonlinear estimates in Lemma 4.1, it holds
that

(4.1)



∥∇ · (φ(K ∗ ψ))∥
Ḃ

2α−4+N/r+η
r,ρ

≤ C(∥φ∥
Ḃ

α−2+N/r+η
r,ρ

∥ψ∥
Ḃ

α−2+N/r
r,ρ

+ ∥φ∥
Ḃ

α−2+N/r
r,ρ

∥ψ∥
Ḃ

α−2+N/r+η
r,ρ

),

∥f · ∇φ∥
Ḃ

α+β−4+N/r+η
r,ρ

≤ C(∥f∥
Ḃ

β−1+N/q+η
q,ρ

∥φ∥
Ḃ

α−2+N/r
r,ρ

+ ∥f∥
Ḃ

β−1+N/q
q,ρ

∥φ∥
Ḃ

α−2+N/r+η
r,ρ

),

∥(f · ∇)g∥
Ḃ

2β−3+N/q+η
q,ρ

≤ C(∥f∥
Ḃ

β−1+N/q+η
q,ρ

∥g∥
Ḃ

β−1+N/q
q,ρ

+ ∥f∥
Ḃ

β−1+N/q
q,ρ

∥g∥
Ḃ

β−1+N/q+η
q,ρ

),

∥φ(K ∗ ψ)∥
Ḃ

2α−3+N/q+η
q,ρ

≤ C(∥φ∥
Ḃ

α−2+N/r+η
r,ρ

∥ψ∥
Ḃ

α−2+N/r
r,ρ

+ ∥φ∥
Ḃ

α−2+N/r
r,ρ

∥ψ∥
Ḃ

α−2+N/r+η
r,ρ

)

for all 0 ≤ η <∞. Likewise, it holds that (4.1) with α and β replaced by s.

4.2. Construction of mild solutions. We define the following function spaces

(4.2) Xα,β
T :=

(n,u)

∣∣∣∣∣∣∣∣∣
n ∈ BC([0, T ); Ḃ−2+N/r

r,ρ ), u ∈ BC([0, T );P (Ḃ−1+N/q
q,ρ )N ),

tα/2n ∈ BC([0, T ); Ḃ
α−2+N/r
r,1 ), tβ/2u ∈ BC([0, T );P (Ḃ

β−1+N/q
q,1 )N ),

lim
t→+0

∥τα/2n∥
L∞
t (Ḃ

α−2+N/r
r,1 )

= 0, lim
t→+0

∥τβ/2u∥
L∞
t (Ḃ

β−1+N/q
q,1 )

= 0


with the norm

∥n,u∥
Xα,β

T
:= ∥n∥

L∞
T (Ḃ

−2+N/r
r,ρ )

+ ∥u∥
L∞
T (Ḃ

−1+N/q
q,ρ )

+ [n,u]
Xα,β

T
,

where

[n,u]
Xα,β

T
:= ∥tα/2n∥

L∞
T (Ḃ

α−2+N/r
r,1 )

+ ∥tβ/2u∥
L∞
T (Ḃ

β−1+N/q
q,1 )

.

To construct of solutions of (1.5), we begin with considering the integral forms of (1.5), i.e.,

(4.3)

{
n = edt∆a− I1(n, n)− I2(u, n) in (0,∞)× RN ,

u = eνt∆b− J1(u,u) + J2(n, n) in (0,∞)× RN ,
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where the nonlinear terms I1, I2, J1, and J2 are defined by

(4.4)



I1(n,m)(t) :=

∫ t

0
ed(t−τ)∆∇ · (n(τ)(K ∗m)(τ))dτ,

I2(u,m)(t) :=

∫ t

0
ed(t−τ)∆(u(τ) · ∇m(τ))dτ,

J1(u,v)(t) :=

∫ t

0
eν(t−τ)∆P (u(τ) · ∇)v(τ)dτ,

J2(n,m)(t) :=

∫ t

0
eν(t−τ)∆P (n(τ)(K ∗m)(τ))dτ

for all 0 < t <∞. The aim of this subsection is to construct of solutions of (4.3). Here, in case the

initial data (a, b) ∈ Ḃ
−2+N/r
r,∞ × P (Ḃ

−1+N/q
q,∞ )N , it is more complicated to show the corresponding

result. Hence, first we consider in case the interpolation exponent is finite.

Theorem 4.3. Let 1 ≤ ρ < ∞. Suppose that 1 ≤ r, q < N satisfy (2.1) and 0 < s, α, β < 1

satisfy (2.2). In addition, suppose that the initial data (a, b) ∈ Ḃ
−2+N/r
r,ρ ×P (Ḃ

−1+N/q
q,ρ )N . Then the

following statements hold:

(i) There exist 0 < T < ∞ and a unique solution (n,u) ∈ Xα,β
T ∩Xs,s

T on (0, T ) × RN of (4.3)
satisfying

(4.5) lim
t→+0

∥n(t)− a∥
Ḃ

−2+N/r
r,ρ

= 0, lim
t→+0

∥u(t)− b∥
Ḃ

−1+N/q
q,ρ

= 0.

Moreover, the following estimates

(4.6)


∥n,u∥

Xα,β
T

≤ C
(
(1 + d−α/2)∥a∥

Ḃ
−2+N/r
r,ρ

+ (1 + ν−β/2)∥b∥
Ḃ

−1+N/q
q,ρ

)
,

[n,u]
Xα,β

T
≤ C

(
d−α/2∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−β/2∥b∥
Ḃ

−1+N/q
q,ρ

)
hold, where C = C(N, r, q, ρ, s, α, β) > 0 is a constant independent of d, ν, T, a, b, n, and u. Likewise,
the estimates (4.6) hold with α and β replaced by s.

(ii) Suppose that (n,u) ∈ Xα,β
T ∩Xs,s

T is the solution on (0, T )×RN of (4.3) with the initial data

(a, b) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N obtained in (i). Likewise, suppose that (n∗,u∗) is a solution of

(4.3) with an initial data (a∗, b∗) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N . There is a constant 0 < δ < 1 such

that if (a∗, b∗) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N satisfies (2.7), then it holds that

(4.7)


∥n− n∗,u− u∗∥Xα,β

T
≤ C

(
(1 + d−α/2)∥a− a∗∥Ḃ−2+N/r

r,ρ
+ (1 + ν−β/2)∥b− b∗∥Ḃ−1+N/q

q,ρ

)
,

[n− n∗,u− u∗]Xα,β
T

≤ C
(
d−α/2∥a− a∗∥Ḃ−2+N/r

r,ρ
+ ν−β/2∥b− b∗∥Ḃ−1+N/q

q,ρ

)
,

where C = C(N, r, q, ρ, s, α, β) > 0 is a constant independent of d, ν, T, a, b, a∗, b∗, n,u, n∗, and u∗.
Likewise, it holds that (4.7) with α and β replaced by s.

(iii) In the statements of (i) and (ii), there exists a constant ε = ε(d, ν,N, r, q, ρ, s, α, β) > 0 such

that if (a, b) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N satisfies (2.14), then T = ∞ holds.

Since we obtained the nonlinear estimates (4.1), we may construct solutions of (4.3) by the Banach
fixed point theorem, i.e., we may prove Theorem 4.3.

Lemma 4.4. Let 1 ≤ ρ ≤ ∞ and 0 < T ≤ ∞. Suppose that 1 ≤ r, q < N satisfy (2.1) and
0 < s, α, β < 1 satisfy (2.2). Then, for the nonlinear terms I1, I2, J1, and J2 defined by (4.4), it
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holds that

(4.8)



∥I1(n,m)(t)∥
Ḃ

αj−2+N/r
r,1

≤ Cd,νt
−(α/2)j∥τα/2n∥

L∞
t (Ḃ

α−2+N/r
r,∞ )

∥τα/2m∥
L∞
t (Ḃ

α−2+N/r
r,∞ )

,

∥I2(u,m)(t)∥
Ḃ

αj−2+N/r
r,1

≤ Cd,νt
−(α/2)j∥τβ/2u∥

L∞
t (Ḃ

β−1+N/q
q,∞ )

∥τα/2m∥
L∞
t (Ḃ

α−2+N/r
r,∞ )

,

∥J1(u,v)(t)∥Ḃβj−1+N/q
q,1

≤ Cd,νt
−(β/2)j∥τβ/2u∥

L∞
t (Ḃ

β−1+N/q
q,∞ )

∥τβ/2v∥
L∞
t (Ḃ

β−1+N/q
q,∞ )

,

∥J2(n,m)(t)∥
Ḃ

βj−1+N/q
q,1

≤ Cd,νt
−(β/2)j∥τα/2n∥

L∞
t (Ḃ

α−2+N/r
r,∞ )

∥τα/2m∥
L∞
t (Ḃ

α−2+N/r
r,∞ )

for all 0 < t < T, 0 < d, ν <∞, j = 0, 1, and (n,u), (m,v) ∈ Xα,β
T , where Cd,ν = C(d, ν,N, r, q, ρ, s, α, β) >

0 is a constant independent of t, T, n,m,u, and v. Moreover, the following estimates

(4.9)



∥I1(n,m)∥
L
2/α,ρ
T (Ḃ

α−2+N/r
r,1 )

≤ Cd,ν∥n∥L2/α,ρ
T (Ḃ

α−2+N/r
r,∞ )

∥m∥
L
2/α,ρ
T (Ḃ

α−2+N/r
r,∞ )

,

∥I2(u,m)∥
L
2/α,ρ
T (Ḃ

α−2+N/r
r,1 )

≤ Cd,ν∥u∥L2/β,ρ
T (Ḃ

β−1+N/q
q,∞ )

∥m∥
L
2/α,ρ
T (Ḃ

α−2+N/r
r,∞ )

,

∥J1(u,v)∥L2/β,ρ
T (Ḃ

β−1+N/q
q,1 )

≤ Cd,ν∥u∥L2/β,ρ
T (Ḃ

β−1+N/q
q,∞ )

∥v∥
L
2/β,ρ
T (Ḃ

β−1+N/q
q,∞ )

,

∥J2(n,m)∥
L
2/β,ρ
T (Ḃ

β−1+N/q
q,1 )

≤ Cd,ν∥n∥L2/α,ρ
T (Ḃ

α−2+N/r
r,∞ )

∥m∥
L
2/α,ρ
T (Ḃ

α−2+N/r
r,∞ )

hold for all (n,u), (m,v) ∈ L2/α,ρ((0, T ); Ḃ
α−2+N/r
r,∞ ) × L2/β,ρ((0, T );P (Ḃ

β−1+N/q
q,∞ )N ). Likewise, it

holds that (4.8) and (4.9) with α and β replaced by s.

Proof. First, we see by (4.1) that

(4.10)



∥∇ · (n(t)(K ∗m)(t))∥
Ḃ

2α−4+N/r
r,∞

≤ C∥n(t)∥
Ḃ

α−2+N/r
r,∞

∥m(t)∥
Ḃ

α−2+N/r
r,∞

,

∥u(t) · ∇m(t)∥
Ḃ

α+β−4+N/r
r,∞

≤ C∥u(t)∥
Ḃ

β−1+N/q
q,∞

∥m(t)∥
Ḃ

α−2+N/r
r,∞

,

∥(u(t) · ∇)v(t)∥
Ḃ

2β−3+N/q
q,∞

≤ C∥u(t)∥
Ḃ

β−1+N/q
q,∞

∥v(t)∥
Ḃ

β−1+N/q
q,∞

,

∥n(t)(K ∗m)(t)∥
Ḃ

2α−3+N/q
q,∞

≤ C∥n(t)∥
Ḃ

α−2+N/r
r,∞

∥m(t)∥
Ḃ

α−2+N/r
r,∞

hold for all 0 < t < T . Hence, it holds by Proposition 3.8 and (4.10) that

∥I1(n,m)(t)∥
Ḃ

αj−2+N/r
r,1

≤ Cd,ν

∫ t

0
(t− τ)−(αj+2−2α)/2∥∇ · (n(τ)(K ∗m)(τ))∥

Ḃ
2α−4+N/r
r,∞

dτ

≤ Cd,ν

∫ t

0
(t− τ)α−(α/2)j−1∥n(τ)∥

Ḃ
α−2+N/r
r,∞

∥m(τ)∥
Ḃ

α−2+N/r
r,∞

dτ,

∥I2(u,m)(t)∥
Ḃ

αj−2+N/r
r,1

≤ Cd,ν

∫ t

0
(t− τ)−(αj+2−α−β)/2∥u(τ) · ∇m(τ)∥

Ḃ
α+β−4+N/r
r,∞

dτ

≤ Cd,ν

∫ t

0
(t− τ)(α+β)/2−(α/2)j−1∥u(τ)∥

Ḃ
β−1+N/q
q,∞

∥m(τ)∥
Ḃ

α−2+N/r
r,∞

dτ,

∥J1(u,v)(t)∥Ḃβj−1+N/q
q,1

≤ Cd,ν

∫ t

0
(t− τ)−(βj+2−2β)/2∥(u(τ) · ∇)v(τ)∥

Ḃ
2β−3+N/q
q,∞

dτ

≤ Cd,ν

∫ t

0
(t− τ)β−(β/2)j−1∥u(τ)∥

Ḃ
β−1+N/q
q,∞

∥v(τ)∥
Ḃ

β−1+N/q
q,∞

dτ,

∥J2(n,m)(t)∥
Ḃ

βj−1+N/q
q,1

≤ Cd,ν

∫ t

0
(t− τ)−(βj+2−2α)/2∥n(τ)(K ∗m)(τ)∥

Ḃ
2α−3+N/q
q,∞

dτ

≤ Cd,ν

∫ t

0
(t− τ)α−(β/2)j−1∥n(τ)∥

Ḃ
α−2+N/r
r,∞

∥m(τ)∥
Ḃ

α−2+N/r
r,∞

dτ
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for j = 0, 1. Here we note that the relation
∫ t
0 (t − τ)λ−1τµ−1dτ = B(λ, µ)tλ+µ−1 holds for 0 <

t < ∞ and 0 < λ, µ < ∞, where B(λ, µ) denotes the beta function defined by B(λ, µ) :=
∫ 1
0 (1 −

τ)λ−1τµ−1dτ <∞. Since we see by (2.2) that 0 < α, β < 1 satisfy β < 2α, we obtain (4.8). On the
other hand, we may show (4.9) with the aid of Proposition 3.6. This completes the proof. □

Proof of Theorem 4.3. (i) Let 0 < T <∞ be arbitrary. Define the mappings Φ1 and Φ2 by setting

(4.11)

{
Φ1(n,u)(t) := edt∆a− I1(n, n)(t)− I2(u, n)(t), 0 < t < T,

Φ2(n,u)(t) := eνt∆b− J1(u,u)(t) + J2(n, n)(t), 0 < t < T

for (n,u) ∈ Xα,β
T ∩Xs,s

T . Since it holds by (4.8) that

∥Φ1(n,u)(t)∥Ḃ−2+N/r
r,ρ

≤ ∥edt∆a∥
Ḃ

−2+N/r
r,ρ

+ 2Cd,ν [n,u]
2
Xα,β

t

,

∥Φ1(n,u)(t)∥Ḃα−2+N/r
r,1

≤ ∥edt∆a∥
Ḃ

α−2+N/r
r,1

+ 2Cd,νt
−α/2[n,u]2

Xα,β
t

,

∥Φ2(n,u)(t)∥Ḃ−1+N/q
q,ρ

≤ ∥eνt∆b∥
Ḃ

−1+N/q
q,ρ

+ 2Cd,ν [n,u]
2
Xα,β

t

,

∥Φ2(n,u)(t)∥Ḃβ−1+N/q
q,1

≤ ∥eνt∆b∥
Ḃ

β−1+N/q
q,1

+ 2Cd,νt
−β/2[n,u]2

Xα,β
t

for all 0 < t < T , we have

(4.12) [Φ1(n,u),Φ2(n,u)]Xα,β
t

≤ tα/2∥edt∆a∥
Ḃ

α−2+N/r
r,1

+ tβ/2∥eνt∆b∥
Ḃ

β−1+N/q
q,1

+ 4Cd,ν [n,u]
2
Xα,β

t

.

Thus we obtain limt→+0[Φ1(n,u),Φ2(n,u)]Xα,β
t

= 0 from Proposition 3.10. In addition, we also see

by Proposition 3.8 that

(4.13)

∥Φ1(n,u),Φ2(n,u)∥Xα,β
T

≤ C
(
(1 + d−α/2)∥a∥

Ḃ
−2+N/r
r,ρ

+ (1 + ν−β/2)∥b∥
Ḃ

−1+N/q
q,ρ

)
+ 8Cd,ν [n,u]

2
Xα,β

T

,

which yields (Φ1(n,u),Φ2(n,u)) ∈ Xα,β
T . In a similar manner, it holds that

(4.14)
∥Φ1(n,u)− Φ1(m,v),Φ2(n,u)− Φ2(m,v)∥Xα,β

T

≤ 16Cd,ν([n,u]Xα,β
T

+ [m,v]
Xα,β

T
)∥n−m,u− v∥

Xα,β
T
.

Notice that the same method implies that (4.12), (4.13), and (4.14) hold with α and β replaced by
s. Now we take 0 < T <∞ satisfying

(4.15) [edt∆a, eνt∆b]
Xα,β

T ∩Xs,s
T
< 1/(27Cd,ν)

and consider the condition

(4.16) [n,u]
Xα,β

T ∩Xs,s
T

≤ 1/(26Cd,ν).

Here notice that we may take such a T by virtue of Proposition 3.10. Then, for all (n,u) ∈
Xα,β

T ∩Xs,s
T satisfying (4.16), it holds by (4.12), (4.15), and (4.16) that

[Φ1(n,u),Φ2(n,u)]Xα,β
T ∩Xs,s

T
≤ 1/(26Cd,ν).

Besides, since it holds by (4.14) and (4.16) that

∥Φ1(n,u)− Φ1(m,v),Φ2(n,u)− Φ2(m,v)∥Xα,β
T ∩Xs,s

T
≤ (1/2)∥n−m,u− v∥

Xα,β
T ∩Xs,s

T
,
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we may apply the Banach fixed point theorem to the mapping (Φ1,Φ2). Therefore, there exists

a unique solution (n,u) ∈ Xα,β
T ∩ Xs,s

T of (4.3) with the estimate (4.16). Note that it holds by
Proposition 3.8 that

(4.17) [edt∆a, eνt∆b]
Xα,β

T
≤ C

(
d−α/2∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−β/2∥b∥
Ḃ

−1+N/q
q,ρ

)
.

Thus we obtain

[n,u]
Xα,β

T
≤ C

(
d−α/2∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−β/2∥b∥
Ḃ

−1+N/q
q,ρ

)
+ (1/16)[n,u]

Xα,β
T

from (4.12), which yields

[n,u]
Xα,β

T
≤ 2C

(
d−α/2∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−β/2∥b∥
Ḃ

−1+N/q
q,ρ

)
.

Likewise, it holds by (4.13) that

∥n,u∥
Xα,β

T
≤ 2C

(
(1 + d−α/2)∥a∥

Ḃ
−2+N/r
r,ρ

+ (1 + ν−β/2)∥b∥
Ḃ

−1+N/q
q,ρ

)
.

In addition, we see by the system n = edt∆a−I1(n, n)−I2(u, n) and u = eνt∆b−J1(u,u)+J2(n, n)
that ∥n(t)− a∥

Ḃ
−2+N/r
r,ρ

≤ ∥edt∆a− a∥
Ḃ

−2+N/r
r,ρ

+ 2Cd,ν [n,u]
2
Xα,β

t

,

∥u(t)− b∥
Ḃ

−1+N/q
q,ρ

≤ ∥eνt∆b− b∥
Ḃ

−1+N/q
q,ρ

+ 2Cd,ν [n,u]
2
Xα,β

t

by virtue of (4.8). Hence, the strong continuity of the heat semigroup yields (4.5).

(ii) Take an arbitrary initial data (a∗, b∗) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N . Notice that by the

condition (4.15), there exists a constant 0 < λ < 1 satisfying

[edt∆a, eνt∆b]
Xα,β

T ∩Xs,s
T
< 1/(27Cd,ν)− λ.

Hence, we see by Proposition 3.8 that

[edt∆a∗, e
νt∆b∗]Xα,β

T ∩Xs,s
T

≤ [edt∆(a∗ − a), eνt∆(b∗ − b)]
Xα,β

T ∩Xs,s
T

+ [edt∆a, eνt∆b]
Xα,β

T ∩Xs,s
T

< C
(
(d−α/2 + d−s/2)∥a∗ − a∥

Ḃ
−2+N/r
r,ρ

+ (ν−β/2 + ν−s/2)∥b∗ − b∥
Ḃ

−1+N/q
q,ρ

)
+ 1/(27Cd,ν)− λ

hold. By taking δ := λ/(C(d−α/2 + d−s/2 + ν−β/2 + ν−s/2)), we obtain

[edt∆a∗, e
νt∆b∗]Xα,β

T ∩Xs,s
T
< 1/(27Cd,ν)

provided that (a∗, b∗) satisfies (2.7). Thus we see that the existence time interval of (n∗,u∗) may
be chosen the same time interval T as the original one. Moreover, we have

(4.18) [n,u]
Xα,β

T ∩Xs,s
T

+ [n∗,u∗]Xα,β
T ∩Xs,s

T
≤ 1/(25Cd,ν)

by virtue of (4.16). Since (n,u) and (n∗,u∗) satisfy the system{
n = edt∆a− I1(n, n)− I2(u, n), u = eνt∆b− J1(u,u) + J2(n, n),

n∗ = edt∆a∗ − I1(n∗, n∗)− I2(u∗, n∗), u∗ = eνt∆b∗ − J1(u∗,u∗) + J2(n∗, n∗),
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we observe that

∥n(t)− n∗(t)∥Ḃ−2+N/r
r,ρ

≤ ∥edt∆(a− a∗)∥Ḃ−2+N/r
r,ρ

+ (1/8)[n− n∗,u− u∗]Xα,β
T
,

∥n(t)− n∗(t)∥Ḃα−2+N/r
r,1

≤ ∥edt∆(a− a∗)∥Ḃα−2+N/r
r,1

+ (1/8)t−α/2[n− n∗,u− u∗]Xα,β
T
,

∥u(t)− u∗(t)∥Ḃ−1+N/q
q,ρ

≤ ∥eνt∆(b− b∗)∥Ḃ−1+N/q
q,ρ

+ (1/8)[n− n∗,u− u∗]Xα,β
T
,

∥u(t)− u∗(t)∥Ḃβ−1+N/q
q,1

≤ ∥eνt∆(b− b∗)∥Ḃβ−1+N/q
q,1

+ (1/8)t−β/2[n− n∗,u− u∗]Xα,β
T

with the aid of (4.8) and (4.18). Therefore, it holds by Proposition 3.8 that

∥n− n∗,u− u∗∥Xα,β
T

≤ C
(
(1 + d−α/2)∥a− a∗∥Ḃ−2+N/r

r,ρ
+ (1 + ν−β/2)∥b− b∗∥Ḃ−1+N/q

q,ρ

)
+ (1/2)[n− n∗,u− u∗]Xα,β

T
,

[n− n∗,u− u∗]Xα,β
T

≤ C
(
d−α/2∥a− a∗∥Ḃ−2+N/r

r,ρ
+ ν−β/2∥b− b∗∥Ḃ−1+N/q

q,ρ

)
+ (1/4)[n− n∗,u− u∗]Xα,β

T
,

which yield (4.7).
(iii) In the proof of (i), we note that the existence time interval T is determined by (4.15).

Therefore, if (a, b) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N satisfies

∥a∥
Ḃ

−2+N/r
r,ρ

+ ∥b∥
Ḃ

−1+N/q
q,ρ

<
1

27Cd,νC(d−α/2 + d−s/2 + ν−β/2 + ν−s/2)
,

we see by (4.17) that (4.15) is valid for any 0 < T <∞. Thus we may take T = ∞. This completes
the proof of Theorem 4.3. □
Remark 4.5. It should be noticed that Theorem 4.3 yields the existence of solutions of (4.3), but we
do not know whether the density of the cell n is non-negative in (0, T ) even if the initial density a is
so. This is the most fundamental question to see that the system (4.3) describes the physical model
exactly. Unfortunately, since we consider the case where the initial density a might be chosen in the
distribution class, it is not so easy to show the non-negativity. Regarding this problem, by imposing
the additional assumption such that a belongs to the space of bounded continuous functions, we
may expect to obtain the non-negativity. We also refer to Kozono-Sugiyama [27, Theorem 1.3]
for the result on the non-negativity of solutions of the Keller-Segel system in the scaling invariant
spaces framework.

4.3. Lorentz regularity in time direction, uniqueness assertion, and smoothing effects.
In this subsection, we shall show the following lemmas, which yield the proof of Theorem 2.1:

Lemma 4.6. (i) In Theorem 4.3, by taking 0 < T < ∞ small as necessary, the solution (n,u) ∈
Xα,β

T ∩Xs,s
T of (4.3) also satisfies

(4.19)

n ∈ L2/α,ρ((0, T ); Ḃ
α−2+N/r
r,1 ) ∩ L2/s,ρ((0, T ); Ḃ

s−2+N/r
r,1 ),

u ∈ L2/β,ρ((0, T );P (Ḃ
β−1+N/q
q,1 )N ) ∩ L2/s,ρ((0, T );P (Ḃ

s−1+N/q
q,1 )N )

with the estimate

(4.20) ∥n∥
L
2/α,ρ
T (Ḃ

α−2+N/r
r,1 )

+ ∥u∥
L
2/β,ρ
T (Ḃ

β−1+N/q
q,1 )

≤ C
(
d−α/2∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−β/2∥b∥
Ḃ

−1+N/q
q,ρ

)
,

where C = C(N, r, q, ρ, s, α, β) > 0 is a constant independent of d, ν, T, a, b, n, and u. Likewise, the
estimate (4.20) holds with α and β replaced by s.
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(ii) Suppose that (n,u) is the solution on (0, T ) × RN of (4.3) with the initial data (a, b) ∈
Ḃ

−2+N/r
r,ρ ×P (Ḃ

−1+N/q
q,ρ )N obtained in (i). Likewise, suppose that (n∗,u∗) is a solution of (4.3) with

an initial data (a∗, b∗) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N . There is a constant 0 < δ < 1 such that if

(a∗, b∗) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N satisfies (2.7), then it holds that

(4.21)

∥n− n∗∥L2/α,ρ
T (Ḃ

α−2+N/r
r,1 )

+ ∥u− u∗∥L2/β,ρ
T (Ḃ

β−1+N/q
q,1 )

≤ C
(
d−α/2∥a− a∗∥Ḃ−2+N/r

r,ρ
+ ν−β/2∥b− b∗∥Ḃ−1+N/q

q,ρ

)
,

where C = C(N, r, q, ρ, s, α, β) > 0 is a constant independent of d, ν, T, a, b, a∗, b∗, n,u, n∗, and u∗.
Likewise, it holds that (4.21) with α and β replaced by s.

(iii) In the statements of (i) and (ii), there exists a constant ε = ε(d, ν,N, r, q, ρ, s, α, β) > 0 such

that if (a, b) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N satisfies (2.14), then T = ∞ holds in (4.19), (4.20), and

(4.21).

Lemma 4.7. There exists a constant 0 < κ < 1 independent of the initial data (a, b) such that a
solution (n,u) of (4.3) satisfying (2.6) is unique.

Lemma 4.8. In Theorem 4.3, the solution (n,u) ∈ Xα,β
T ∩Xs,s

T of (4.3) is a solution of (1.5) in a
classical sense. In fact, it holds that

(4.22)


n ∈

⋂
0<γ<∞

C∞((0, T ); Ḃ−2+N/r
r,ρ ∩ Ḃγ−2+N/r

r,1 ), ∂tn ∈ C∞((0, T ); Ḃ
2s−4+N/r
r,1 ),

u ∈
⋂

0<γ<∞
C∞((0, T );P (Ḃ−1+N/q

q,ρ ∩ Ḃγ−1+N/q
q,1 )N ), ∂tu ∈ C∞((0, T );P (Ḃ

2s−3+N/q
q,1 )N ).

Note that the method of the proof of Lemma 4.6 is based on Kozono-Shimizu [26]. Lemma 4.6
shows that the solution also belongs to the Lorentz spaces in time direction, where the interpo-
lation exponent ρ in the homogeneous Besov spaces affects the Lorentz regularity. Lemma 4.7 is
the uniqueness assertion of solutions of (4.3). Since the solution (n,u) obtained in Theorem 4.3
necessarily fulfills the condition (4.7) by virtue of Proposition 3.7, we may regard Lemma 4.7 as
an improved result compared with the usual uniqueness given by the Banach fixed point theorem.
Lemma 4.8 implies the smoothing effects of the solution of (4.3). Here it should be noticed that we

consider the initial data (a, b) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N . Since the inclusions on the derivative

indices fail to hold, i.e., Ḃs1
r,ρ ̸⊂ Ḃs0

r,ρ even if s0 < s1, we need to pay attention to the proof of Lemma
4.8.

Proof of Lemma 4.6. (i) We introduce the following function space

(4.23) Y α,β
T := L2/α,ρ((0, T ); Ḃ

α−2+N/r
r,1 )× L2/β,ρ((0, T );P (Ḃ

β−1+N/q
q,1 )N )

with the norm ∥n,u∥
Y α,β
T

:= ∥n∥
L
2/α,ρ
T (Ḃ

α−2+N/r
r,1 )

+ ∥u∥
L
2/β,ρ
T (Ḃ

β−1+N/q
q,1 )

. Then the mappings Φ1 and

Φ2 defined by (4.11) satisfy the following estimates
∥Φ1(n,u)∥L2/α,ρ

T (Ḃ
α−2+N/r
r,1 )

≤ ∥edt∆a∥
L
2/α,ρ
T (Ḃ

α−2+N/r
r,1 )

+ 2Cd,ν∥n,u∥2Y α,β
T

,

∥Φ2(n,u)∥L2/β,ρ
T (Ḃ

β−1+N/q
q,1 )

≤ ∥eνt∆b∥
L
2/β,ρ
T (Ḃ

β−1+N/q
q,1 )

+ 2Cd,ν∥n,u∥2Y α,β
T

by virtue of (4.9). Thus we have

(4.24) ∥Φ1(n,u),Φ2(n,u)∥Y α,β
T

≤ ∥edt∆a, eνt∆b∥
Y α,β
T

+ 4Cd,ν∥n,u∥2Y α,β
T

.
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In a similar manner, it holds that

(4.25)
∥Φ1(n,u)− Φ1(m,v),Φ2(n,u)− Φ2(m,v)∥Y α,β

T

≤ 8Cd,ν(∥n,u∥Y α,β
T

+ ∥m,v∥
Y α,β
T

)∥n−m,u− v∥
Y α,β
T

.

Now we take 0 < T <∞ satisfying

(4.26) ∥edt∆a, eνt∆b∥
Y α,β
T ∩Y s,s

T
+ [edt∆a, eνt∆b]

Xα,β
T ∩Xs,s

T
< 1/(27Cd,ν)

and consider the condition

(4.27) ∥n,u∥
Y α,β
T ∩Y s,s

T
+ [n,u]

Xα,β
T ∩Xs,s

T
≤ 1/(26Cd,ν).

Then, for all (n,u) ∈ Xα,β
T ∩Xs,s

T ∩ Y α,β
T ∩ Y s,s

T satisfying (4.27), it holds by (4.12), (4.24), (4.26),
and (4.27) that

∥Φ1(n,u),Φ2(n,u)∥Y α,β
T ∩Y s,s

T
+ [Φ1(n,u),Φ2(n,u)]Xα,β

T ∩Xs,s
T

≤ 1/(26Cd,ν).

Here we notice that (Φ1(n,u),Φ2(n,u)) ∈ Xα,β
T ∩Xs,s

T ∩ Y α,β
T ∩ Y s,s

T holds. Besides, since it holds
by (4.14), (4.25), and (4.27) that

∥Φ1(n,u)− Φ1(m,v),Φ2(n,u)− Φ2(m,v)∥Xα,β
T ∩Xs,s

T ∩Y α,β
T ∩Y s,s

T

≤ (1/2)∥n−m,u− v∥
Xα,β

T ∩Xs,s
T ∩Y α,β

T ∩Y s,s
T
,

we may apply the Banach fixed point theorem to the mapping (Φ1,Φ2). Therefore, there exists a

unique solution (n,u) ∈ Xα,β
T ∩Xs,s

T ∩ Y α,β
T ∩ Y s,s

T of (4.3) with the estimate (4.27), where we use

the fact that the solution (n,u) ∈ Xα,β
T ∩Xs,s

T of (4.3) is unique. Note that it holds by Proposition
3.9 that

(4.28) ∥edt∆a, eνt∆b∥
Y α,β
T

≤ C
(
d−α/2∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−β/2∥b∥
Ḃ

−1+N/q
q,ρ

)
.

Thus we obtain

∥n,u∥
Y α,β
T

≤ C
(
d−α/2∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−β/2∥b∥
Ḃ

−1+N/q
q,ρ

)
+ (1/16)∥n,u∥

Y α,β
T

from (4.24). Hence, we have (4.20).
(ii) We may show in the same way as in the proof of Theorem 4.3 (ii).
(iii) In the proof of (i), we note that the existence time interval T is determined by (4.26).

Therefore, if (a, b) ∈ Ḃ
−2+N/r
r,ρ × P (Ḃ

−1+N/q
q,ρ )N satisfies

∥a∥
Ḃ

−2+N/r
r,ρ

+ ∥b∥
Ḃ

−1+N/q
q,ρ

<
1

27Cd,νC(d−α/2 + d−s/2 + ν−β/2 + ν−s/2)
,

we see by (4.17) and (4.28) that (4.26) is valid for any 0 < T <∞. Thus we may take T = ∞. This
completes the proof of Lemma 4.6. □

Before showing Lemma 4.7, we give the following proposition, which ensures that the pair of
functions (n,u) satisfying (2.6) are small by taking a time interval t sufficiently small:

Proposition 4.9. Let 1 < α < ∞, 0 < T ≤ ∞, and X be a Banach space. Suppose that φ ∈
Lα,∞((0, T );X) satisfies

lim sup
λ→∞

λµ(t ∈ (0, T ) | ∥φ(t)∥X > λ)1/α ≤ κ
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with some constant 0 < κ < ∞. Then there exist a constant Rκ > 0 and functions φ0 ∈
L∞((0, T );X) and φ1 ∈ Lα,∞((0, T );X) such that

∥φ0∥L∞
T (X) ≤ Rκ, ∥φ1∥Lα,∞

T (X) ≤ 2κ, φ = φ0 + φ1.

Proof. The assumption allows us to take Rκ > 0 so that

sup
Rκ≤λ<∞

λµ(t ∈ (0, T ) | ∥φ(t)∥X > λ)1/α ≤ 2κ

holds. Now we define

φ0(t) :=

{
φ(t) if ∥φ(t)∥X ≤ Rκ,
0 if ∥φ(t)∥X > Rκ,

φ1(t) :=

{
0 if ∥φ(t)∥X ≤ Rκ,
φ(t) if ∥φ(t)∥X > Rκ.

Then we have φ = φ0 + φ1 and φ0 ∈ L∞((0, T );X) with ∥φ0∥L∞
T (X) ≤ Rκ. In addition, we obtain

∥φ1∥Lα,∞
T (X)

= max

{
sup

0<λ≤Rκ

λµ(t ∈ (0, T ) | ∥φ1(t)∥X > λ)1/α, sup
Rκ<λ<∞

λµ(t ∈ (0, T ) | ∥φ1(t)∥X > λ)1/α

}

≤ max

{
Rκµ(t ∈ (0, T ) | ∥φ(t)∥X > Rκ)

1/α, sup
Rκ<λ<∞

λµ(t ∈ (0, T ) | ∥φ(t)∥X > λ)1/α
}

≤ 2κ,

which completes the proof of Proposition 4.9. □

Proof of Lemma 4.7. First we shall show that if (n,u) satisfies (2.6), then it holds that

(4.29) ∥n∥
L
2/α,∞
h (Ḃ

α−2+N/r
r,∞ )

+ ∥u∥
L
2/β,∞
h (Ḃ

β−1+N/q
q,∞ )

≤ Cκ

for sufficiently small 0 < h < T , where C > 0 is a constant independent of h and κ. In fact, by
Proposition 4.9, there exist a constant Rκ > 0 such that the following decompositions{∥n0∥L∞

T (Ḃ
α−2+N/r
r,∞ )

≤ Rκ, ∥n1∥L2/α,∞
T (Ḃ

α−2+N/r
r,∞ )

≤ 2κ, n = n0 + n1,

∥u0∥L∞
T (Ḃ

β−1+N/q
q,∞ )

≤ Rκ, ∥u1∥L2/β,∞
T (Ḃ

β−1+N/q
q,∞ )

≤ 2κ, u = u0 + u1

hold. Thus we obtain

∥n∥
L
2/α,∞
t (Ḃ

α−2+N/r
r,∞ )

≤ C(∥n0∥L2/α,∞
t (Ḃ

α−2+N/r
r,∞ )

+ ∥n1∥L2/α,∞
t (Ḃ

α−2+N/r
r,∞ )

)

≤ C(∥n0∥L2/α
t (Ḃ

α−2+N/r
r,∞ )

+ 2κ) ≤ C(Rκt
α/2 + 2κ),

∥u∥
L
2/β,∞
t (Ḃ

β−1+N/q
q,∞ )

≤ C(∥u0∥L2/β,∞
t (Ḃ

β−1+N/q
q,∞ )

+ ∥u1∥L2/β,∞
t (Ḃ

β−1+N/q
q,∞ )

)

≤ C(∥u0∥L2/β
t (Ḃ

β−1+N/q
q,∞ )

+ 2κ) ≤ C(Rκt
β/2 + 2κ),

which yield ∥n∥
L
2/α,∞
t (Ḃ

α−2+N/r
r,∞ )

+ ∥u∥
L
2/β,∞
t (Ḃ

β−1+N/q
q,∞ )

≤ CRκ(t
α/2 + tβ/2) + 4Cκ. Hence, by taking

0 < h < T sufficiently small, we have (4.29). Now we assume that (n,u) and (m,v) are solutions
of (4.3) satisfying (2.6). Since (n,u) and (m,v) satisfy{

n = edt∆a− I1(n, n)− I2(u, n), u = eνt∆b− J1(u,u) + J2(n, n),

m = edt∆a− I1(m,m)− I2(v,m), v = eνt∆b− J1(v,v) + J2(m,m),
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we observe that
∥n−m∥

L
2/α,∞
h (Ḃ

α−2+N/r
r,∞ )

≤ 4Cd,νCκ
(
∥n−m∥

L
2/α,∞
h (Ḃ

α−2+N/r
r,∞ )

+ ∥u− v∥
L
2/β,∞
h (Ḃ

β−1+N/q
q,∞ )

)
,

∥u− v∥
L
2/β,∞
h (Ḃ

β−1+N/q
q,∞ )

≤ 4Cd,νCκ
(
∥n−m∥

L
2/α,∞
h (Ḃ

α−2+N/r
r,∞ )

+ ∥u− v∥
L
2/β,∞
h (Ḃ

β−1+N/q
q,∞ )

)
from (4.9) and (4.29). Hence, by taking κ ≤ 1/(24Cd,νC), we have

∥n−m∥
L
2/α,∞
h (Ḃ

α−2+N/r
r,∞ )

+ ∥u− v∥
L
2/β,∞
h (Ḃ

β−1+N/q
q,∞ )

= 0,

which yields n = m and u = v in (0, h). Since we have

∥n∥
L2/α,∞((h,2h);Ḃ

α−2+N/r
r,∞ )

+ ∥u∥
L2/β,∞((h,2h);Ḃ

β−1+N/q
q,∞ )

≤ Cκ

like (4.29), we may show that n = m and u = v in (0, 2h) in the same way. Thus we obtain n = m
and u = v in (0, T ), which complete the proof of Lemma 4.7. □

Finally, we show Lemma 4.8. To this end, we give the following propositions:

Proposition 4.10. Let 1 ≤ r < ∞, s ∈ R, 1 ≤ ρ < ∞, and 0 < ν < ∞. Then, for every φ ∈ Ḃs
r,ρ,

it holds that
eνt∆φ ∈ BC([0,∞); Ḃs

r,ρ) ∩
⋂

0<γ<∞
C∞((0,∞); Ḃs

r,ρ ∩ Ḃ
γ+s
r,1 ).

In addition, for every φ ∈ Ḃs
r,∞, it holds that

eνt∆φ ∈
⋂

0<γ<∞

(
BCw([0,∞); Ḃs

r,∞) ∩ C∞((0,∞); Ḃγ+s
r,1 )

)
provided 1 < r <∞.

Proposition 4.11. Let 1 ≤ r < ∞, s ∈ R, 0 < ν < ∞, and 0 < T < ∞. Then the following
statements hold:

(i) Let 0 ≤ α < 2 and assume that φ ∈ L∞
loc((0, T ); Ḃ

s−α
r,∞ ) satisfies ∥Φ∥L∞

T (Ḃs
r,∞) < ∞, where the

function Φ is defined by

(4.30) Φ(t) :=

∫ t

0
eν(t−τ)∆φ(τ)dτ, 0 < t < T.

Then it holds that
Φ ∈

⋂
0<β<2−α

C
1−(α+β)/2
loc ((0, T ); Ḃs+β

r,1 )

with the estimate

∥Φ∥
C1−(α+β)/2((ε,T );Ḃs+β

r,1 )

≤ Cν−β/2(ε−β/2 + Tα/2ε−1)∥Φ∥L∞
T (Ḃs

r,∞) + Cν−(α+β)/2(1 + T 1−(α+β)/2)∥φ∥L∞((ε/2,T );Ḃs−α
r,∞ )

for all 0 < ε < T and 0 < β < 2 − α, where C = C(N, r, s, α, β) > 0 is a constant independent of
ν, T, ε, and φ. Here Cγ

loc denotes the space of all locally bounded γ-Hölder continuous functions.

(ii) Let 1 ≤ ρ < ∞, 0 < γ < 1, and 0 ≤ η < ∞ and assume that φ ∈ Cγ
loc((0, T ); Ḃ

s+η
r,ρ )

satisfies ∥Φ∥L∞
T (Ḃs

r,∞) <∞, where the function Φ is defined by (4.30). Then it holds that ∂tΦ,∆Φ ∈
Cγ
loc((0, T ); Ḃ

s+η
r,ρ ) with the identity ∂tΦ− ν∆Φ = φ having the estimate

∥∂tΦ, ν∆Φ∥Cγ((ε,T );Ḃs+η
r,ρ )

≤ Cε−1(νε)−η/2(1 + ε−γ)∥Φ∥L∞
T (Ḃs

r,∞) + C(1 + T γ + ε−γ)∥φ∥Cγ((ε/2,T );Ḃs+η
r,ρ )
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for all 0 < ε < T , where C = C(N, r, s, ρ, γ, η) > 0 is a constant independent of ν, T, ε, and φ.

The proof of Proposition 4.10 is given by the author [35, Corollary 3.10]. In fact, it is shown that
the heat semigroup in the homogeneous Besov spaces has space-time analytic smoothing effects in
[35]. For Proposition 4.11, we will give the proof in Appendix. Here, Proposition 4.11 is variant
properties of Lunardi [28, Proposition 4.2.1 and Theorem 4.3.4] by considering the space with the
homogeneous norm. In addition, note that the assumption on the behavior of φ near t = 0 is slightly
weaker than that of [28, Proposition 4.2.1 and Theorem 4.3.4].

Proof of Lemma 4.8. By the estimates (4.1), we obtain

(4.31)

∥∇ · (n(t)(K ∗ n)(t)),u(t) · ∇n(t)∥
Ḃ

2s−4+N/r
r,1

+ ∥(u(t) · ∇)u(t), n(t)(K ∗ n)(t)∥
Ḃ

2s−3+N/q
q,1

≤ Ct−s[n,u]2Xs,s
T
.

Thus we see that the solution (n,u) ∈ Xs,s
T of (4.3) satisfies

(4.32)

∇ · (n(K ∗ n)),u · ∇n ∈ L∞
loc((0, T ); Ḃ

−2+N/r−2(1−s)
r,1 ),

(u · ∇)u, n(K ∗ n) ∈ L∞
loc((0, T ); (Ḃ

−1+N/q−2(1−s)
q,1 )N ).

Moreover, it holds that

(4.33) ∥I1(n, n), I2(u, n)∥L∞
T (Ḃ

−2+N/r
r,1 )

+ ∥J1(u,u), J2(n, n)∥L∞
T (Ḃ

−1+N/q
q,1 )

≤ 4Cd,ν [n,u]
2
Xs,s

T

from (4.8). Hence we may apply Proposition 4.11 (i) by virtue of (4.32) and (4.33). This implies
that 

I1(n, n), I2(u, n) ∈
⋂

0<s0<2s

C
s−s0/2
loc ((0, T ); Ḃ

s0−2+N/r
r,1 ),

J1(u,u), J2(n, n) ∈
⋂

0<s0<2s

C
s−s0/2
loc ((0, T );P (Ḃ

s0−1+N/q
q,1 )N ),

which yield n ∈ C
s/2
loc ((0, T ); Ḃ

s−2+N/r
r,1 ) and u ∈ C

s/2
loc ((0, T );P (Ḃ

s−1+N/q
q,1 )N ) from the system n =

edt∆a− I1(n, n)− I2(u, n) and u = eνt∆b− J1(u,u) + J2(n, n) combined with Proposition 4.10. In
addition, since it holds that (4.1) for all 0 ≤ η <∞, letting η = 0 in (4.1) yields

(4.34)

∇ · (n(K ∗ n)),u · ∇n ∈ C
s/2
loc ((0, T ); Ḃ

2s−4+N/r
r,1 ),

(u · ∇)u, n(K ∗ n) ∈ C
s/2
loc ((0, T ); (Ḃ

2s−3+N/q
q,1 )N ).

Here we see that

(4.35) ∥I1(n, n), I2(u, n)∥L∞
T (Ḃ

2s−4+N/r
r,1 )

+ ∥J1(u,u), J2(n, n)∥L∞
T (Ḃ

2s−3+N/q
q,1 )

≤ CT 1−s[n,u]2Xs,s
T

by the direct computation with the aid of (4.31). Hence we may apply Proposition 4.11 (ii) by
virtue of (4.34) and (4.35). This implies that ∂tI1(n, n),∆I1(n, n), ∂tI2(u, n),∆I2(u, n) ∈ C

s/2
loc ((0, T ); Ḃ

2s−4+N/r
r,1 ),

∂tJ1(u,u),∆J1(u,u), ∂tJ2(n, n),∆J2(n, n) ∈ C
s/2
loc ((0, T );P (Ḃ

2s−3+N/q
q,1 )N )

with the identities{
∂tI1(n, n)− d∆I1(n, n) = ∇ · (n(K ∗ n)), ∂tI2(u, n)− d∆I2(u, n) = u · ∇n,
∂tJ1(u,u)− ν∆J1(u,u) = P (u · ∇)u, ∂tJ2(n, n)− ν∆J2(n, n) = P (n(K ∗ n)).
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Therefore, we see by Proposition 4.10 and the system n = edt∆a − I1(n, n) − I2(u, n) and u =
eνt∆b− J1(u,u) + J2(n, n) that (n,u) satisfies

n ∈ BC([0, T ); Ḃ−2+N/r
r,ρ ) ∩ Cs/2

loc ((0, T ); Ḃ
−2+N/r
r,ρ ∩ Ḃ2s−2+N/r

r,1 ),

∂tn ∈ C
s/2
loc ((0, T ); Ḃ

2s−4+N/r
r,1 ),

u ∈ BC([0, T );P (Ḃ−1+N/q
q,ρ )N ) ∩ Cs/2

loc ((0, T );P (Ḃ
−1+N/q
q,ρ ∩ Ḃ2s−1+N/q

q,1 )N ),

∂tu ∈ C
s/2
loc ((0, T );P (Ḃ

2s−3+N/q
q,1 )N ).

Note that letting η = 2s in (4.1) implies that

(4.36)

∇ · (n(K ∗ n)),u · ∇n ∈ C
s/2
loc ((0, T ); Ḃ

4s−4+N/r
r,1 ),

(u · ∇)u, n(K ∗ n) ∈ C
s/2
loc ((0, T ); (Ḃ

4s−3+N/q
q,1 )N ).

Hence we may apply Proposition 4.11 (ii) again by virtue of (4.35) and (4.36). This yields the gain
of regularity of (n,u) in space. Repeating this argument implies that

n ∈
⋂

0<γ<∞
C

s/2
loc ((0, T ); Ḃ

−2+N/r
r,ρ ∩ Ḃγ−2+N/r

r,1 ),

∂tn ∈
⋂

0<γ<∞
C

s/2
loc ((0, T ); Ḃ

2s−4+N/r
r,1 ∩ Ḃγ−2+N/r

r,1 ),

u ∈
⋂

0<γ<∞
C

s/2
loc ((0, T );P (Ḃ

−1+N/q
q,ρ ∩ Ḃγ−1+N/q

q,1 )N ),

∂tu ∈
⋂

0<γ<∞
C

s/2
loc ((0, T );P (Ḃ

2s−3+N/q
q,1 ∩ Ḃγ−1+N/q

q,1 )N )

hold. Thus we see that (n,u) is a solution of (1.5) in a classical sense. In addition, taking η
arbitrarily large in (4.1) gives

∇ · (n(K ∗ n)),u · ∇n ∈
⋂

0<γ<∞
C

1+s/2
loc ((0, T ); Ḃ−2+N/r

r,ρ ∩ Ḃγ−2+N/r
r,1 ),

(u · ∇)u, n(K ∗ n) ∈
⋂

0<γ<∞
C

1+s/2
loc ((0, T ); (Ḃ−1+N/q

q,ρ ∩ Ḃγ−1+N/q
q,1 )N ).

This yields the gain of regularity of (n,u) in time from the system ∂tn = d∆n−∇·(n(K∗n))−u·∇n
and ∂tu = ν∆u− P (u · ∇)u+ P (n(K ∗ n)). Therefore, repeating this argument gives that (4.22)
holds. This completes the proof of Lemma 4.8. □
Proof of Theorem 2.1. (i) By Theorem 4.3 (i), we obtain the solution (n,u) ∈ Xα,β

T ∩Xs,s
T of (4.3)

with (2.4) having the estimates (4.6). Moreover, Lemmas 4.6 (i) and 4.8 imply that the solution
(n,u) of (4.3) is a solution of (1.5) in a classical sense satisfying (4.19) and (4.22) with the estimates
(4.20). Thus we see that (n,u) satisfies (2.5).

(ii) It is shown from Lemma 4.7.
(iii) By combining Theorem 4.3 (ii) and Lemma 4.6 (ii), we obtain (2.8). This completes the

proof of Theorem 2.1. □
4.4. In case the interpolation exponent is infinity. This subsection is devoted to consideration

in case the initial data (a, b) ∈ Ḃ
−2+N/r
r,∞ ×P (Ḃ

−1+N/q
q,∞ )N . In this case, since S ∩ Ḃs

r,∞ is not dense

in Ḃs
r,∞, the heat semigroup {et∆}0<t<∞ does not have the strong continuity. To get over this

problem, we shall decompose the initial data into the smooth part and the remeinder part. Besides,
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although it is unknown whether (2.4) hold, we may expect the weak-star continuity by the duality
argument.

Proposition 4.12. Let 1 ≤ r ≤ ∞ and s ∈ R. Suppose that φ ∈ Ḃs
r,∞. Then, for the functions φ0

and φ1 defined by φ0 :=
∑j∗

j=−∞ ∆̇jφ and φ1 :=
∑∞

j=j∗+1 ∆̇jφ with j∗ ∈ Z, it holds that

φ0 ∈
⋂

0<γ<∞
(Ḃs

r,∞ ∩ Ḃs+γ
r,1 ), φ1 ∈

⋂
0<γ<∞

(Ḃs
r,∞ ∩ Ḃs−γ

r,1 ), φ = φ0 + φ1

with the estimates
∥φ0∥Ḃs+γ

r,1
≤ 2γ(j∗+1)C

1− 2−γ
∥φ∥Ḃs

r,∞
, ∥φ0∥Ḃs

r,∞
≤ C sup

−∞<k≤j∗+1
2sk∥∆̇kφ∥Lr ,

∥φ1∥Ḃs−γ
r,1

≤ 2−γj∗C

1− 2−γ
∥φ∥Ḃs

r,∞
, ∥φ1∥Ḃs

r,∞
≤ C sup

j∗≤k<∞
2sk∥∆̇kφ∥Lr

for all 0 < γ < ∞, where C = C(N, r, s) > 0 is a constant independent of γ, j∗, and φ. Here

{∆̇j}j∈Z denotes the dyadic decomposition.

Proof. Since ∆̇j∆̇k = 0 holds for |j − k| ≥ 2 by Bahouri-Chemin-Danchin [1, Proposition 2.10], we
have 

∥φ0∥Ḃs+γ
r,1

=
∑
k∈Z

2(s+γ)k∥∆̇kφ0∥Lr ≤ C∥φ∥Ḃs
r,∞

j∗+1∑
k=−∞

2γk =
2γ(j∗+1)C

1− 2−γ
∥φ∥Ḃs

r,∞
,

∥φ0∥Ḃs
r,∞

= sup
k∈Z

2sk∥∆̇kφ0∥Lr ≤ C sup
−∞<k≤j∗+1

2sk∥∆̇kφ∥Lr .

The remaining estimates are shown in the same way. This completes the proof. □

To show that solutions are weakly-star continuous at t = 0, we verify the following lemma:

Lemma 4.13. Let 1 < r ≤ ∞, s, s0 ∈ R, 0 < α < 2, 0 ≤ β < ∞, 0 < ν < ∞, and 0 < T ≤ ∞.
Suppose that F ∈ L∞

loc((0, T ); Ḃ
s0
r,∞) satisfies

M := sup
0<t<T

tα/2∥F (t)∥Ḃs0
r,∞

+ sup
0<t<T

tβ/2
∥∥∥∥∫ t

0
eν(t−τ)∆F (τ)dτ

∥∥∥∥
Ḃs+β

r,∞

<∞.

Then it holds that

lim
t→+0

tβ/2
〈∫ t

0
eν(t−τ)∆F (τ)dτ, φ

〉
= 0

for all φ ∈ Ḃ−s−β
r/(r−1),1.

Proof. Let φ ∈ Ḃ−s−β
r/(r−1),1 be arbitrary. By Proposition 3.2, we may take a sequence {φj}∞j=1 ⊂ S0

of functions satisfying limj→∞ ∥φ − φj∥Ḃ−s−β
r/(r−1),1

= 0. Here, noting that (Ḃ−s0
r/(r−1),1)

∗ = Ḃs0
r,∞ from
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Proposition 3.2, we see by Proposition 3.8 that∣∣∣∣〈∫ t

0
eν(t−τ)∆F (τ)dτ, φj

〉∣∣∣∣ ≤ ∫ t

0

∣∣∣〈F (τ), eν(t−τ)∆φj

〉∣∣∣ dτ
≤

∫ t

0
∥F (τ)∥Ḃs0

r,∞
∥eν(t−τ)∆φj∥Ḃ−s0

r/(r−1),1

dτ

≤
∫ t

0
Mτ−α/2C(ν(t− τ))−(1/2−α/4)∥φj∥Ḃ−s0−(1−α/2)

r/(r−1),1

dτ

≤MCB(1/2 + α/4, 1− α/2)ν−1/2+α/4t1/2−α/4∥φj∥Ḃ−s0−1+α/2

r/(r−1),1

,

where B denotes the beta function. Thus we have

lim
t→+0

〈∫ t

0
eν(t−τ)∆F (τ)dτ, φj

〉
= 0

since 0 < α < 2. Noting that (Ḃ−s−β
r/(r−1),1)

∗ = Ḃs+β
r,∞ , we observe that∣∣∣∣tβ/2〈∫ t

0
eν(t−τ)∆F (τ)dτ, φ

〉∣∣∣∣
≤ tβ/2

∣∣∣∣〈∫ t

0
eν(t−τ)∆F (τ)dτ, φ− φj

〉∣∣∣∣+ tβ/2
∣∣∣∣〈∫ t

0
eν(t−τ)∆F (τ)dτ, φj

〉∣∣∣∣
≤M∥φ− φj∥Ḃ−s−β

r/(r−1),1

+ tβ/2
∣∣∣∣〈∫ t

0
eν(t−τ)∆F (τ)dτ, φj

〉∣∣∣∣ ,
which implies

lim sup
t→+0

∣∣∣∣tβ/2〈∫ t

0
eν(t−τ)∆F (τ)dτ, φ

〉∣∣∣∣ ≤M∥φ− φj∥Ḃ−s−β
r/(r−1),1

.

Therefore, letting j → ∞ yields the desired result. This completes the proof of Lemma 4.13. □

Proof of Theorem 2.3. In case ρ = ∞, we introduce the space

X̃α,β
T :=

{
(n,u)

∣∣∣∣∣ n ∈ BCw([0, T ); Ḃ
−2+N/r
r,∞ ), u ∈ BCw([0, T );P (Ḃ

−1+N/q
q,∞ )N ),

tα/2n ∈ BC((0, T ); Ḃ
α−2+N/r
r,1 ), tβ/2u ∈ BC((0, T );P (Ḃ

β−1+N/q
q,1 )N )

}

instead of the space Xα,β
T defined by (4.2). Then, in the same way as in the proof of Theorem 4.3

(i), we may show that
[Φ1(n,u),Φ2(n,u)]Xα,β

t
≤ tα/2∥edt∆a∥

Ḃ
α−2+N/r
r,1

+ tβ/2∥eνt∆b∥
Ḃ

β−1+N/q
q,1

+ 4Cd,ν [n,u]
2
Xα,β

t

,

∥Φ1(n,u)− Φ1(m,v),Φ2(n,u)− Φ2(m,v)∥Xα,β
T

≤ 16Cd,ν([n,u]Xα,β
T

+ [m,v]
Xα,β

T
)∥n−m,u− v∥

Xα,β
T

like the estimates (4.12) and (4.14), where Φ1 and Φ2 are defined by (4.11). Here, Proposition 4.12
implies that the initial data (a, b) can be decomposed into a = a0 + a1 and b = b0 + b1 with the
properties

a0 ∈
⋂

0<γ<∞
(Ḃ−2+N/r

r,∞ ∩ Ḃγ−2+N/r
r,1 ), ∥a1∥Ḃ−2+N/r

r,∞
≤ C sup

j∗≤k<∞
2(−2+N/r)k∥∆̇ka∥Lr ,

b0 ∈
⋂

0<γ<∞
P (Ḃ−1+N/q

q,∞ ∩ Ḃγ−1+N/q
q,1 )N , ∥b1∥Ḃ−1+N/q

q,∞
≤ C sup

j∗≤k<∞
2(−1+N/q)k∥∆̇kb∥Lq .
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Hence we see by Proposition 3.8 that

[edt∆a, eνt∆b]
Xα,β

T
≤ [edt∆a0, e

νt∆b0]Xα,β
T

+ [edt∆a1, e
νt∆b1]Xα,β

T

≤ [edt∆a0, e
νt∆b0]Xα,β

T

+ Cd−α/2 sup
j∗≤k<∞

2(−2+N/r)k∥∆̇ka∥Lr + Cν−β/2 sup
j∗≤k<∞

2(−1+N/q)k∥∆̇kb∥Lq .

On the one hand, it holds by Proposition 3.8 that

[edt∆a0, e
νt∆b0]Xα,β

T ∩Xs,s
T

≤ C
(
d−α/4Tα/4∥a0∥Ḃα/2−2+N/r

r,∞
+ d−s/4T s/4∥a0∥Ḃs/2−2+N/r

r,∞

+ν−β/4T β/4∥b0∥Ḃβ/2−1+N/q
q,∞

+ ν−s/4T s/4∥b0∥Ḃs/2−1+N/q
q,∞

)
since a0 ∈ Ḃ

α/2−2+N/r
r,1 ∩ Ḃs/2−2+N/r

r,1 and b0 ∈ P (Ḃ
β/2−1+N/q
q,1 ∩ Ḃs/2−1+N/q

q,1 )N , on the other hand

the assumption (2.9) allows us to suppose that

sup
j∗≤k<∞

(
2(−2+N/r)k∥∆̇ka∥Lr + 2(−1+N/q)k∥∆̇kb∥Lq

)
<

1

28Cd,νC(d−α/2 + d−s/2 + ν−β/2 + ν−s/2)
.

Thus we observe that (4.15) holds by taking 0 < T <∞ sufficiently small. This gives that we may
apply the Banach fixed point theorem in the same way as in the proof of Theorem 4.3 (i). As a by-
product, we obtain (2.12). In addition, we may show (2.10) in the same way as in the proof of Lemma
4.8. Next, let us verify the weak-star continuity (2.11). By the system n = edt∆a−I1(n, n)−I2(u, n)
and u = eνt∆b− J1(u,u) + J2(n, n), we have⟨n(t)− a, φ⟩ =

〈
edt∆a− a, φ

〉
− ⟨I1(n, n), φ⟩ − ⟨I1(u, n), φ⟩ ,

⟨u(t)− b,f⟩ =
〈
eνt∆b− b,f

〉
− ⟨J1(u,u),f⟩+ ⟨J2(n, n),f⟩

for all φ ∈ Ḃ
2−N/r
r/(r−1),1 and f ∈ (Ḃ

1−N/q
q/(q−1),1)

N . Hence we observe that limt→+0 ⟨n(t)− a, φ⟩ = 0 and

limt→+0 ⟨u(t)− b,f⟩ = 0 with the aid of Proposition 3.10 and Lemma 4.13. In a similar manner,
we have (2.11). For the statement (ii), we may show in a similar manner to the proof of Theorem
4.3 (ii). This completes the proof of Theorem 2.3. □

5. Additional properties of solutions under the certain conditions

In this section, we shall show the additional properties of solutions of (1.5) obtained in Theorem
2.1 under the certain conditions. We also show that global solutions of (1.5) decay as the limit
t→ ∞ in the same norm of the space of the initial data. Continuing from the previous section, we
will use the function space Xs,s

T defined by (4.2).

5.1. Maximal regularity estimates. Let us show the maximal regularity estimates of solutions,
i.e., Theorem 2.7, where the idea of the proof relies on Kozono-Shimizu [26, Theorem 2]. To obtain
the maximal regularity estimates, we introduce another scaling invariant space obtained from the
structure of the bilinear estimates. Once we establish the nonlinear estimates for such a space, we
may show the desired estimates immediately.
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Lemma 5.1. Let 1 ≤ ρ ≤ ∞ and 0 < T ≤ ∞. Suppose that 1 ≤ r, q < N satisfy (2.1) and
0 < s < 1 satisfies (2.2). Then it holds that

(5.1)



∥ts∇ · (n(K ∗m))∥
L∞
T (Ḃ

2s−4+N/r
r,1 )

≤ C∥ts/2n∥
L∞
T (Ḃ

s−2+N/r
r,1 )

∥ts/2m∥
L∞
T (Ḃ

s−2+N/r
r,1 )

,

∥ts(u · ∇m)∥
L∞
T (Ḃ

2s−4+N/r
r,1 )

≤ C∥ts/2u∥
L∞
T (Ḃ

s−1+N/q
q,1 )

∥ts/2m∥
L∞
T (Ḃ

s−2+N/r
r,1 )

,

∥ts(u · ∇)v∥
L∞
T (Ḃ

2s−3+N/q
q,1 )

≤ C∥ts/2u∥
L∞
T (Ḃ

s−1+N/q
q,1 )

∥ts/2v∥
L∞
T (Ḃ

s−1+N/q
q,1 )

,

∥tsn(K ∗m)∥
L∞
T (Ḃ

2s−3+N/q
q,1 )

≤ C∥ts/2n∥
L∞
T (Ḃ

s−2+N/r
r,1 )

∥ts/2m∥
L∞
T (Ḃ

s−2+N/r
r,1 )

for all (n,u), (m,v) ∈ Xs,s
T , where C = C(N, r, q, ρ, s) > 0 is a constant independent of t, T, n,m,u,

and v. Moreover, the following estimates

(5.2)



∥∇ · (n(K ∗m))∥
L
1/s,ρ
T (Ḃ

2s−4+N/r
r,1 )

≤ C∥n∥
L
2/s,ρ
T (Ḃ

s−2+N/r
r,1 )

∥m∥
L
2/s,ρ
T (Ḃ

s−2+N/r
r,1 )

,

∥u · ∇m∥
L
1/s,ρ
T (Ḃ

2s−4+N/r
r,1 )

≤ C∥u∥
L
2/s,ρ
T (Ḃ

s−1+N/q
q,1 )

∥m∥
L
2/s,ρ
T (Ḃ

s−2+N/r
r,1 )

,

∥(u · ∇)v∥
L
1/s,ρ
T (Ḃ

2s−3+N/q
q,1 )

≤ C∥u∥
L
2/s,ρ
T (Ḃ

s−1+N/q
q,1 )

∥v∥
L
2/s,ρ
T (Ḃ

s−1+N/q
q,1 )

,

∥n(K ∗m)∥
L
1/s,ρ
T (Ḃ

2s−3+N/q
q,1 )

≤ C∥n∥
L
2/s,ρ
T (Ḃ

s−2+N/r
r,1 )

∥m∥
L
2/s,ρ
T (Ḃ

s−2+N/r
r,1 )

hold for all (n,u), (m,v) ∈ L2/s,ρ((0, T ); Ḃ
s−2+N/r
r,1 )× L2/s,ρ((0, T );P (Ḃ

s−1+N/q
q,1 )N ).

Proof. Since we see by (4.1) that

∥∇ · (n(t)(K ∗m)(t))∥
Ḃ

2s−4+N/r
r,1

≤ C∥n(t)∥
Ḃ

s−2+N/r
r,1

∥m(t)∥
Ḃ

s−2+N/r
r,1

,

∥u(t) · ∇m(t)∥
Ḃ

2s−4+N/r
r,1

≤ C∥u(t)∥
Ḃ

s−1+N/q
q,1

∥m(t)∥
Ḃ

s−2+N/r
r,1

,

∥(u(t) · ∇)v(t)∥
Ḃ

2s−3+N/q
q,1

≤ C∥u(t)∥
Ḃ

s−1+N/q
q,1

∥v(t)∥
Ḃ

s−1+N/q
q,1

,

∥n(t)(K ∗m)(t)∥
Ḃ

2s−3+N/q
q,1

≤ C∥n(t)∥
Ḃ

s−2+N/r
r,1

∥m(t)∥
Ḃ

s−2+N/r
r,1

hold for all 0 < t < T , we obtain (5.1) and (5.2) with the aid of Proposition 3.5. This completes
the proof. □

Proof of Theorem 2.7. We introduce the function spaces X2s,2s
T and Y 2s,2s

T defined by (4.2) and
(4.23), respectively. Then, by setting η = s in (4.1), we may show the following nonlinear estimates

∥I1(n,m), I2(u,m)∥
L∞
T (Ḃ

2s−2+N/r
r,1 )

+ ∥J1(u,v), J2(n,m)∥
L∞
T (Ḃ

2s−1+N/q
q,1 )

≤ Cd,ν∥n,u∥Xs,s
T ∩X2s,2s

T
∥m,v∥

Xs,s
T ∩X2s,2s

T
,

∥I1(n,m), I2(u,m)∥
L
1/s,ρ
T (Ḃ

2s−2+N/r
r,1 )

+ ∥J1(u,v), J2(n,m)∥
L
1/s,ρ
T (Ḃ

2s−1+N/q
q,1 )

≤ Cd,ν∥n,u∥Y s,s
T ∩Y 2s,2s

T
∥m,v∥

Y s,s
T ∩Y 2s,2s

T

in a similar manner to the proof of (4.8) and (4.9). Here we note that these estimates are valid
provided that s satisfies 0 < s < 2/3 along with (2.2). Therefore, in the same way as in the proof
of Theorem 4.3 (i) and Lemma 4.6, we see that the solution (n,u) also satisfiestsn ∈ BC([0, T ); Ḃ

2s−2+N/r
r,1 ), n ∈ L1/s,ρ((0, T ); Ḃ

2s−2+N/r
r,1 ),

tsu ∈ BC([0, T );P (Ḃ
2s−1+N/q
q,1 )N ), u ∈ L1/s,ρ((0, T );P (Ḃ

2s−1+N/q
q,1 )N )
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with (2.19) having the estimates (2.20). On the other hand, we see by the system ∂tn = d∆n−∇ ·
(n(K ∗ n))− u · ∇n and ∂tu = ν∆u− P (u · ∇)u+ P (n(K ∗ n)) that

(5.3)


∥∂tn(t)∥Ḃ2s−4+N/r

r,1

≤ Cd∥n(t)∥
Ḃ

2s−2+N/r
r,1

+ ∥∇ · (n(t)(K ∗ n)(t)),u(t) · ∇n(t)∥
Ḃ

2s−4+N/r
r,1

,

∥∂tu(t)∥Ḃ2s−3+N/q
q,1

≤ Cν∥u(t)∥
Ḃ

2s−1+N/q
q,1

+ ∥P (u(t) · ∇)u(t), P (n(t)(K ∗ n)(t))∥
Ḃ

2s−3+N/q
q,1

hold. Since

∥ts/2n∥
L∞
T (Ḃ

s−2+N/r
r,1 )

+ ∥n∥
L
2/s,ρ
T (Ḃ

s−2+N/r
r,1 )

+ ∥ts/2u∥
L∞
T (Ḃ

s−1+N/q
q,1 )

+ ∥u∥
L
2/s,ρ
T (Ḃ

s−1+N/q
q,1 )

≤ C
(
d−s/2∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−s/2∥b∥
Ḃ

−1+N/q
q,ρ

)
hold from (2.5), we see by (5.1) and (5.2) that

∥ts∇ · (n(K ∗ n)), ts(u · ∇n)∥
L∞
T (Ḃ

2s−4+N/r
r,1 )

+ ∥ts(u · ∇)u, tsn(K ∗ n)∥
L∞
T (Ḃ

2s−3+N/q
q,1 )

+ ∥∇ · (n(K ∗ n)),u · ∇n∥
L
1/s,ρ
T (Ḃ

2s−4+N/r
r,1 )

+ ∥(u · ∇)u, n(K ∗ n)∥
L
1/s,ρ
T (Ḃ

2s−3+N/q
q,1 )

≤ C
(
d−s/2∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−s/2∥b∥
Ḃ

−1+N/q
q,ρ

)2
.

Hence, it holds by (5.3) that (2.21), which complete the proof of Theorem 2.7. □

5.2. Additional regularities. We shall show that if the initial data has higher regularities, then
the solution also has the additional regularities. To this end, we consider the linearized problem by
using the solution obtained in Theorem 2.1.

Lemma 5.2. Let 1 ≤ ρ ≤ ∞ and 0 < T ≤ ∞. Suppose that 1 ≤ r, q < N satisfy (2.1) and
0 < s < 1 satisfies (2.2). In addition, suppose that N/(N − 1 + s) ≤ θ < N and 0 < σ < s. Then,
for the nonlinear terms I1, I2, J1, and J2 defined by (4.4), it holds that

(5.4)



∥I1(n,m)(t)∥
Ḃσj

θ,1
≤ Cd,νt

−(σ/2)j∥n∥L∞
t (Lθ)∥τ s/2m∥

L∞
t (Ḃ

s−2+N/r
r,1 )

,

∥I2(u,m)(t)∥
Ḃσj

θ,1
≤ Cd,νt

−(σ/2)j∥m∥L∞
t (Lθ)∥τ s/2u∥L∞

t (Ḃ
s−1+N/q
q,1 )

,

∥J1(u,v)(t)∥Ḃσj
Nθ/(N−θ),1

≤ Cd,νt
−(σ/2)j∥u∥L∞

t (LNθ/(N−θ))∥τ
s/2v∥

L∞
t (Ḃ

s−1+N/q
q,1 )

,

∥J2(n,m)(t)∥
Ḃσj

Nθ/(N−θ),1
≤ Cd,νt

−(σ/2)j∥n∥L∞
t (Lθ)∥τ s/2m∥

L∞
t (Ḃ

s−2+N/r
r,1 )

for all 0 < t < T, 0 < d, ν <∞, j = 0, 1, and (n,u), (m,v) ∈ Xs,s
T ∩BC([0, T );Lθ×P (LNθ/(N−θ))N ),

where Cd,ν = C(d, ν,N, r, q, ρ, s, θ, σ) > 0 is a constant independent of t, T, n,m,u, and v.

Proof. First we note that (2 − s)/N < 1/θ + (1− s)/N ≤ 1. Hence, by taking θs such that 1/θs =

1/θ + (1− s)/N , we have 1 ≤ θs < N . Since it holds by Proposition 3.1 that Ḃ
s−2+N/r
r,1 ⊂ LN/(2−s)

and Ḃ
s−1+N/q
q,1 ⊂ LN/(1−s), we obtain

∥φ(K ∗ ψ)∥Lθs ≤ C∥φ∥Lθ∥ψ∥LN/(2−s) ≤ C∥φ∥Lθ∥φ∥
Ḃ

s−2+N/r
r,1

,

∥φψ∥Lθs ≤ C∥φ∥Lθ∥ψ∥LN/(1−s) ≤ C∥φ∥Lθ∥ψ∥
Ḃ

s−1+N/q
q,1

,

∥φψ∥
L(1/θs−1/N)−1 ≤ C∥φ∥LNθ/(N−θ)∥ψ∥LN/(1−s) ≤ C∥φ∥LNθ/(N−θ)∥ψ∥

Ḃ
s−1+N/q
q,1
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for all φ,ψ ∈ S by virtue of Proposition 3.4. In addition, we see by Proposition 3.8 that
∥edt∆∇ · f∥

Ḃσj
θ,1

≤ Cd,νt
−(1−s)/2−1/2−(σ/2)j∥f∥Lθs ,

∥eνt∆∇ · f∥
Ḃσj

Nθ/(N−θ),1
≤ Cd,νt

−(1−s)/2−1/2−(σ/2)j∥f∥
L(1/θs−1/N)−1 ,

∥eνt∆f∥
Ḃσj

Nθ/(N−θ),1
≤ Cd,νt

−(2−s)/2−(σ/2)j∥f∥Lθs

for all f ∈ S N . Since the condition ∇ · u = ∇ · v = 0 implies that u · ∇m = ∇ · (um) and
(u · ∇)v = ∇ · (u⊗ v), we observe that

∥I1(n,m)(t)∥
Ḃσj

θ,1
≤ Cd,ν

∫ t

0
(t− τ)s/2−(σ/2)j−1∥n(τ)(K ∗m)(τ)∥Lθsdτ,

∥I2(u,m)(t)∥
Ḃσj

θ,1
≤ Cd,ν

∫ t

0
(t− τ)s/2−(σ/2)j−1∥u(τ)m(τ)∥Lθsdτ,

∥J1(u,v)(t)∥Ḃσj
Nθ/(N−θ),1

≤ Cd,ν

∫ t

0
(t− τ)s/2−(σ/2)j−1∥u(τ)⊗ v(τ)∥

L(1/θs−1/N)−1dτ,

∥J2(n,m)(t)∥
Ḃσj

Nθ/(N−θ),1
≤ Cd,ν

∫ t

0
(t− τ)s/2−(σ/2)j−1∥n(τ)(K ∗m)(τ)∥Lθsdτ,

which yield (5.4) combined with the above estimates. This completes the proof. □
Proof of Theorem 2.9. We begin with considering the following linearized problem;

(5.5)

{
n = edt∆a− I1(n, n)− I2(u, n) in (0, T )× RN ,

u = eνt∆b− J1(u,u) + J2(n, n) in (0, T )× RN ,

where (n,u) ∈ Xs,s
T is the solution on (0, T )×RN of (1.5) and (n,u) is the unknown function. Let

0 < T∗ < T be arbitrary. Define the mappings Ψ1 and Ψ2 by setting{
Ψ1(n,u)(t) = edt∆a− I1(n, n)(t)− I2(u, n)(t), 0 < t < T∗,

Ψ2(n,u)(t) = eνt∆b− J1(u,u)(t) + J2(n, n)(t), 0 < t < T∗

for (n,u) ∈ Xs,s
T∗

∩BC([0, T∗);Lθ × P (LNθ/(N−θ))N ). Then, we see by (4.8) and (5.4) that

(5.6)



∥Ψ1(n,u),Ψ2(n,u)∥Xs,s
T∗

≤ C
(
d−s/2∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−s/2∥b∥
Ḃ

−1+N/q
q,ρ

)
+ Cd,ν [n,u]Xs,s

T∗
[n,u]Xs,s

T∗
,

∥Ψ1(n,u)∥L∞
T∗ (L

θ) + ∥Ψ2(n,u)∥L∞
T∗ (L

Nθ/(N−θ))

≤ ∥a∥Lθ + ∥b∥LNθ/(N−θ) + Cd,ν [n,u]Xs,s
T∗

(
∥n∥L∞

T∗ (L
θ) + ∥u∥L∞

T∗ (L
Nθ/(N−θ))

)
with the aid of Proposition 3.8. Thus we have (Ψ1(n,u),Ψ2(n,u)) ∈ Xs,s

T∗
∩ BC([0, T∗);L

θ ×
P (LNθ/(N−θ))N ). In a similar manner, we also have

∥Ψ1(n,u)−Ψ1(m,v),Ψ2(n,u)−Ψ2(m,v)∥Xs,s
T∗

≤ Cd,ν [n,u]Xs,s
T∗
∥n−m,u− v∥Xs,s

T∗
,

∥Ψ1(n,u)−Ψ1(m,v)∥L∞
T∗ (L

θ) + ∥Ψ2(n,u)−Ψ2(m,v)∥L∞
T∗ (L

Nθ/(N−θ))

≤ Cd,ν [n,u]Xs,s
T∗

(
∥n−m∥L∞

T∗ (L
θ) + ∥u− v∥L∞

T∗ (L
Nθ/(N−θ))

)
.

Hence, by taking 0 < T∗ < T such that

(5.7) [n,u]Xs,s
T∗
< 1/(2Cd,ν),
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we may apply the Banach fixed point theorem to the mapping (Ψ1,Ψ2). Therefore, there exists a
unique pair

(5.8) (n,u) ∈ Xs,s
T∗

∩BC([0, T∗);Lθ × P (LNθ/(N−θ))N )

of functions satisfying (5.5). In fact, we see that (n,u) coincides with (n,u) since (n,u) ∈ Xs,s
T

satisfies (4.3) and since the solution (n,u) of (5.5) satisfying (5.8) is unique. Thus we obtain

∥n∥L∞
T∗ (L

θ) + ∥u∥L∞
T∗ (L

Nθ/(N−θ)) ≤ 2(∥a∥Lθ + ∥b∥LNθ/(N−θ))

by combining the estimates (5.6) and (5.7). Likewise, we obtain

∥tσ/2n∥L∞
T∗ (Ḃ

σ
θ,1)

+ ∥tσ/2u∥L∞
T∗ (Ḃ

σ
Nθ/(N−θ),1

) ≤ C
(
d−σ/2∥a∥

Ḃ
−2+N/r
r,ρ

+ ν−σ/2∥b∥
Ḃ

−1+N/q
q,ρ

)
from (5.4) and (5.7). For the properties (2.24), we may show by the estimates

∥n(t)− a∥Lθ ≤ ∥edt∆a− a∥Lθ +MCd,ν [n,u]Xs,s
t
,

∥u(t)− b∥LNθ/(N−θ) ≤ ∥eνt∆b− b∥LNθ/(N−θ) +MCd,ν [n,u]Xs,s
t
,

∥n(t)∥Ḃσ
θ,1

≤ ∥edt∆a∥Ḃσ
θ,1

+MCd,νt
−σ/2[n,u]Xs,s

t
,

∥u(t)∥Ḃσ
Nθ/(N−θ),1

≤ ∥eνt∆b∥Ḃσ
Nθ/(N−θ),1

+MCd,νt
−σ/2[n,u]Xs,s

t

with the aid of Proposition 3.10, where M := ∥n∥L∞
T (Lθ) + ∥u∥L∞

T (LNθ/(N−θ)). Moreover, since the

condition (5.7) of T∗ is independent of the initial data (a, b), we can extend the existence time
interval T∗ to T by repeating this argument with replacing initial data within many steps. Thus we
obtain (2.23), which complete the proof of Theorem 2.9. □

5.3. Time-decay properties of global solutions. Finally, we consider the time-decay properties
of global solutions. Since it is shown that the solution exists globally in time from Theorem 4.3
(iii), it is sufficient to show that global solutions decay as the limit t→ ∞. To show the time-decay
in the same norm of the space of the initial data, we use the density argument.

Lemma 5.3. Let 1 ≤ ρ ≤ ∞ and 0 < T ≤ ∞. Suppose that 1 ≤ r, q < N satisfy (2.1) and
0 < s < 1 satisfies (2.2). In addition, suppose that θ satisfies

(5.9) max{1/N, 1/N − (1/r − 1/q), s/N + 1/r − 1/q} < 1/θ < (s+ 2)/N.

Then, for the nonlinear terms I1, I2, J1, and J2 defined by (4.4), it holds that

(5.10)



∥I1(n,m)(t)∥
Ḃ

−2+N/r
r,1

≤ Cd,νt
1−N/(2θ)∥n,m∥L∞

t (Lθ)∥τ s/2n, τ s/2m∥
L∞
t (Ḃ

s−2+N/r
r,1 )

,

∥I2(u,m)(t)∥
Ḃ

−2+N/r
r,1

≤ Cd,νt
1−N/(2θ)

(
∥m∥L∞

t (Lθ) + ∥u∥L∞
t (LNθ/(N−θ))

)
×
(
∥τ s/2m∥

L∞
t (Ḃ

s−2+N/r
r,1 )

+ ∥τ s/2u∥
L∞
t (Ḃ

s−1+N/q
q,1 )

)
,

∥J1(u,v)(t)∥Ḃ−1+N/q
q,1

≤ Cd,νt
1−N/(2θ)∥u,v∥L∞

t (LNθ/(N−θ))∥τ
s/2u, τ s/2v∥

L∞
t (Ḃ

s−1+N/q
q,1 )

,

∥J2(n,m)(t)∥
Ḃ

−1+N/q
q,1

≤ Cd,νt
1−N/(2θ)∥n,m∥L∞

t (Lθ)∥τ s/2n, τ s/2m∥
L∞
t (Ḃ

s−2+N/r
r,1 )

for all 0 < t < T, 0 < d, ν <∞, and (n,u), (m,v) ∈ Xs,s
T ∩BC([0, T );Lθ ×P (LNθ/(N−θ))N ), where

Cd,ν = C(d, ν,N, r, q, ρ, s, θ, σ) > 0 is a constant independent of t, T, n,m,u, and v.
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Proof. First notice that we may take θ satisfying (5.9) by (2.1). Since 2−N/r < (1/2)(3−N/r) < s
holds from 1 ≤ r < N and (2.2), there exist r < r∗ < N/(2− s) and q < q∗ < N/(1− s) such that{

max{1/r + 1/N − 1/θ, 1/q + 1/N − 1/θ} ≤ 1/r∗ ≤ min{1 + 1/N − 1/θ, (1− s)/N + 1/q},
1/q + 1/N − 1/θ ≤ 1/q∗ ≤ 1 + 1/N − 1/θ.

Then it holds by Proposition 3.1 that

Ḃ
s−2+N/r
r,1 ⊂ Ḃ

s−2+N/r∗
r∗,1

, Ḃ
s−1+N/q
q,1 ⊂ Ḃ

s−1+N/q∗
q∗,1

, Ḃ
s−1+N/q
q,1 ⊂ Ḃ

s−2+N/r∗
(1/r∗−1/N)−1,1

.

Hence, for 1 ≤ rθ ≤ r and 1 ≤ qθ ≤ q satisfying

1/rθ = 1/r∗ + 1/θ − 1/N, 1/qθ = 1/q∗ + 1/θ − 1/N,

we obtain

∥φ(K ∗ ψ)∥
Ḃ

s−2+N/r∗
rθ,1

≤ C(∥φ∥
Ḃ

s−2+N/r∗
r∗,1

∥K ∗ ψ∥
L(1/θ−1/N)−1 + ∥φ∥Lθ∥K ∗ ψ∥

Ḃ
s−2+N/r∗
(1/r∗−1/N)−1,1

)

≤ C(∥φ∥
Ḃ

s−2+N/r
r,1

∥ψ∥Lθ + ∥φ∥Lθ∥ψ∥
Ḃ

s−2+N/r
r,1

),

∥fφ∥
Ḃ

s−2+N/r∗
rθ,1

≤ C(∥f∥
Ḃ

s−2+N/r∗
(1/r∗−1/N)−1,1

∥φ∥Lθ + ∥f∥LNθ/(N−θ)∥φ∥
Ḃ

s−2+N/r∗
r∗,1

)

≤ C(∥f∥
Ḃ

s−1+N/q
q,1

∥φ∥Lθ + ∥f∥LNθ/(N−θ)∥φ∥
Ḃ

s−2+N/r
r,1

),

∥f ⊗ g∥
Ḃ

s−1+N/q∗
qθ,1

≤ C(∥f∥
Ḃ

s−1+N/q∗
q∗,1

∥g∥LNθ/(N−θ) + ∥f∥LNθ/(N−θ)∥g∥
Ḃ

s−1+N/q∗
q∗,1

)

≤ C(∥f∥
Ḃ

s−1+N/q
q,1

∥g∥LNθ/(N−θ) + ∥f∥LNθ/(N−θ)∥g∥
Ḃ

s−1+N/q
q,1

)

for all φ,ψ ∈ S and f , g ∈ S N by virtue of Propositions 3.3 and 3.4. In addition, we see by
Proposition 3.8 that

∥edt∆∇ · f∥
Ḃ

−2+N/r
r,1

≤ Cd,νt
−(N/2)(1/rθ−1/r)−(1/2)(1−s+N/r−N/r∗)∥f∥

Ḃ
s−2+N/r∗
rθ,1

,

∥eνt∆∇ · f∥
Ḃ

−1+N/q
q,1

≤ Cd,νt
−(N/2)(1/qθ−1/q)−(1/2)(1−s+N/q−N/q∗)∥f∥

Ḃ
s−1+N/q∗
qθ,1

,

∥eνt∆f∥
Ḃ

−1+N/q
q,1

≤ Cd,νt
−(N/2)(1/rθ−1/q)−(1/2)(1−s+N/q−N/r∗)∥f∥

Ḃ
s−2+N/r∗
rθ,1

for all f ∈ S N . Since the condition ∇ · u = ∇ · v = 0 implies that u · ∇m = ∇ · (um) and
(u · ∇)v = ∇ · (u⊗ v), we observe that

∥I1(n,m)(t)∥
Ḃ

−2+N/r
r,1

≤ Cd,ν

∫ t

0
(t− τ)s/2−N/(2θ)∥n(τ)(K ∗m)(τ)∥

Ḃ
s−2+N/r∗
rθ,1

dτ,

∥I2(u,m)(t)∥
Ḃ

−2+N/r
r,1

≤ Cd,ν

∫ t

0
(t− τ)s/2−N/(2θ)∥u(τ)m(τ)∥

Ḃ
s−2+N/r∗
rθ,1

dτ,

∥J1(u,v)(t)∥Ḃ−1+N/q
q,1

≤ Cd,ν

∫ t

0
(t− τ)s/2−N/(2θ)∥u(τ)⊗ v(τ)∥

Ḃ
s−1+N/q∗
qθ,1

dτ,

∥J2(n,m)(t)∥
Ḃ

−1+N/q
q,1

≤ Cd,ν

∫ t

0
(t− τ)s/2−N/(2θ)∥n(τ)(K ∗m)(τ)∥

Ḃ
s−2+N/r∗
rθ,1

dτ,

which yield (5.10) combined with the above estimates. This completes the proof. □

In case the interpolation exponent ρ = ∞, it is unknown whether global solutions decay in the
same norm of the space of the initial data. However, we may obtain the time-decay properties in
the sense of the weak-star topology.
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Lemma 5.4. Let 1 < r ≤ ∞, s, s0 ∈ R, 0 < α < 2, and 0 < ν < ∞. Suppose that F ∈
L∞
loc((0,∞); Ḃs0

r,∞) satisfies

M := sup
0<t<∞

tα/2∥F (t)∥Ḃs0
r,∞

+ sup
0<t<∞

∥∥∥∥∫ t

0
eν(t−τ)∆F (τ)dτ

∥∥∥∥
Ḃs

r,∞

<∞.

Then it holds that

lim
t→∞

〈∫ t

0
eν(t−τ)∆F (τ)dτ, φ

〉
= 0

for all φ ∈ Ḃ−s
r/(r−1),1.

Proof. Let φ ∈ Ḃ−s
r/(r−1),1 be arbitrary. By Proposition 3.2, we may take a sequence {φj}∞j=1 ⊂ S0

of functions satisfying limj→∞ ∥φ − φj∥Ḃ−s
r/(r−1),1

= 0. Hence, in a similar manner to the proof of

Lemma 4.13, we have∣∣∣∣〈∫ t

0
eν(t−τ)∆F (τ)dτ, φj

〉∣∣∣∣ ≤ ∫ t

0
Mτ−α/2C(ν(t− τ))−(1−α/4)∥φj∥Ḃ−s0−(2−α/2)

r/(r−1),1

dτ

≤MCB(α/4, 1− α/2)ν−1+α/4t−α/4∥φj∥Ḃ−s0−2+α/2

r/(r−1),1

,

which yields

lim
t→∞

〈∫ t

0
eν(t−τ)∆F (τ)dτ, φj

〉
= 0.

Thus we may show the desired property in the same way as in the proof of Lemma 4.13. □

Proof of Theorem 2.5. First, notice that we may take T = ∞, i.e., obtain global solutions (n,u) by
virtue of Theorem 4.3 (iii). Hence, it remains to prove (2.16) and (2.17). Suppose that 1 ≤ ρ <∞.
Since 1 ≤ r, q < N satisfy (2.1), we may take θ so that

max{2/N, s/N + 1/r − 1/q} < 1/θ < (s+ 2)/N

holds. Since θ also satisfies N/(N−1+s) ≤ θ < N , Theorem 2.9 implies that if we choose an initial
data

(a∗, b∗) ∈ (Ḃ−2+N/r
r,ρ ∩ Lθ)× P (Ḃ−1+N/q

q,ρ ∩ LNθ/(N−θ))N

satisfying

(5.11) ∥a∗∥Ḃ−2+N/r
r,ρ

+ ∥b∗∥Ḃ−1+N/q
q,ρ

< ε∗

with sufficiently small 0 < ε∗ < 1, then the corresponding solution has the additional regularity
(n∗,u∗) ∈ BC([0,∞);Lθ × P (LNθ/(N−θ))N ). Here, by the assumption (2.14), we may assume that
the initial data (a, b) satisfies ∥a∥

Ḃ
−2+N/r
r,ρ

+∥b∥
Ḃ

−1+N/q
q,ρ

< ε∗/2. In addition, we may take a sequence

{(aj , bj)}∞j=1 ⊂ S0 × (S0)
N of functions satisfying

lim
j→∞

(
∥a− aj∥Ḃ−2+N/r

r,ρ
+ ∥b− bj∥Ḃ−1+N/q

q,ρ

)
= 0

by virtue of Proposition 3.2. Thus we see that {(aj , bj)}∞j=j∗ fulfills the corresponding condition

(5.11) by taking j∗ sufficiently large. On the one hand, Theorem 2.1 (iii) yields

lim
j→∞

(
∥n− nj∥L∞

∞(Ḃ
−2+N/r
r,ρ )

+ ∥u− uj∥L∞
∞(Ḃ

−1+N/q
q,ρ )

)
= 0,
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where {(nj ,uj)}∞j=j∗ denotes the corresponding solution with the initial data {(aj , bj)}∞j=j∗ . On the

other hand, since {(nj ,uj)}∞j=j∗ satisfies (4.3) and since θ satisfies (5.9), we see by (5.10) that

∥nj(t)∥Ḃ−2+N/r
r,ρ

≤ ∥edt∆aj∥Ḃ−2+N/r
r,ρ

+ Cd,νt
1−N/(2θ)

(
∥nj∥L∞

t (Lθ) + ∥uj∥L∞
t (LNθ/(N−θ))

)
[nj ,uj ]Xs,s

t
,

∥uj(t)∥Ḃ−1+N/q
q,ρ

≤ ∥eνt∆bj∥Ḃ−1+N/q
q,ρ

+ Cd,νt
1−N/(2θ)

(
∥nj∥L∞

t (Lθ) + ∥uj∥L∞
t (LNθ/(N−θ))

)
[nj ,uj ]Xs,s

t
.

Thus we have

lim
t→∞

∥nj(t)∥Ḃ−2+N/r
r,ρ

= 0, lim
t→∞

∥uj(t)∥Ḃ−1+N/q
q,ρ

= 0

for each j∗ ≤ j from 1−N/(2θ) < 0 and Proposition 3.10. Therefore, we observe that

lim sup
t→∞

(
∥n(t)∥

Ḃ
−2+N/r
r,ρ

+ ∥u(t)∥
Ḃ

−1+N/q
q,ρ

)
≤ lim sup

t→∞

(
∥nj(t)∥Ḃ−2+N/r

r,ρ
+ ∥uj(t)∥Ḃ−1+N/q

q,ρ

)
+ ∥n− nj∥L∞

∞(Ḃ
−2+N/r
r,ρ )

+ ∥u− uj∥L∞
∞(Ḃ

−1+N/q
q,ρ )

= ∥n− nj∥L∞
∞(Ḃ

−2+N/r
r,ρ )

+ ∥u− uj∥L∞
∞(Ḃ

−1+N/q
q,ρ )

,

which yields (2.16) by letting j → ∞. Finally, we shall verify (2.17). In case ρ = ∞, since (n,u)
satisfies (4.3), we have⟨n(t), φ⟩ =

〈
edt∆a, φ

〉
− ⟨I1(n, n), φ⟩ − ⟨I1(u, n), φ⟩ ,

⟨u(t),f⟩ =
〈
eνt∆b,f

〉
− ⟨J1(u,u),f⟩+ ⟨J2(n, n),f⟩

for all φ ∈ Ḃ
2−N/r
r/(r−1),1 and f ∈ (Ḃ

1−N/q
q/(q−1),1)

N . Therefore, by combining Proposition 3.10 and Lemma

5.4, we conclude that (2.17) hold. This completes the proof of Theorem 2.5. □
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Appendix A. Regularity properties of the heat semigroup

In this appendix, we give the proof of Proposition 4.11, i.e., the regularity properties of mild
solutions of the linear heat equation. We note that the proof of Proposition 4.11 is mainly based on
Lunardi [28, Proposition 4.2.1 and Theorem 4.3.4]. Here, let us recall the definition of the γ-Hölder
spaces, namely, we define

∥φ∥Cγ((ε,T );X) := ∥φ∥L∞((ε,T );X) + sup
ε<t,τ<T, t ̸=τ

∥φ(t)− φ(τ)∥X
|t− τ |γ

for 0 < ε < T <∞, 0 < γ < 1, and a Banach space X.

Proof of Proposition 4.11. (i) Take an arbitrary 0 < ε < T and fix it. Then the following decom-
position

(A.1) Φ(t) = eν(t−ε/2)∆Φ(ε/2) +

∫ t

ε/2
eν(t−τ)∆φ(τ)dτ



39

holds for all ε < t < T . Thus we see by Proposition 3.8 that

∥Φ(t)∥
Ḃs+β

r,1
≤ C(ν(t− ε/2))−β/2∥Φ(ε/2)∥Ḃs

r,∞
+ C

∫ t

ε/2
(ν(t− τ))−(α+β)/2∥φ(τ)∥Ḃs−α

r,∞
dτ

≤ C(νε)−β/2∥Φ∥L∞
T (Ḃs

r,∞) + CSε(νT )
−(α+β)/2T

holds for all 0 < β < 2− α and ε < t < T , where Sε := ∥φ∥L∞((ε/2,T );Ḃs−α
r,∞ ). Noting that

(A.2) (eνh∆ − I)eν(t−τ)∆ =

∫ t+h−τ

t−τ
∂λe

νλ∆dλ = ν

∫ t+h−τ

t−τ
∆eνλ∆dλ

holds for all ε < t < T, 0 ≤ τ ≤ t, and 0 < h < T − t, we see by (A.1) that

Φ(t+ h)− Φ(t)

= (eνh∆ − I)eν(t−ε/2)∆Φ(ε/2) +

∫ t

ε/2
(eνh∆ − I)eν(t−τ)∆φ(τ)dτ +

∫ t+h

t
eν(t+h−τ)∆φ(τ)dτ

= ν

∫ h

0
∆eνλ∆eν(t−ε/2)∆Φ(ε/2)dλ+ ν

∫ t

ε/2

∫ t+h−τ

t−τ
∆eνλ∆φ(τ)dλdτ +

∫ t+h

t
eν(t+h−τ)∆φ(τ)dτ

holds. Hence, it holds by Proposition 3.8 that

∥Φ(t+ h)− Φ(t)∥
Ḃs+β

r,1

≤ Cν

∫ h

0
(νλ)−β/2dλ∥∆eν(t−ε/2)∆Φ(ε/2)∥Ḃs

r,∞

+ CSεν

∫ t

ε/2

∫ t+h−τ

t−τ
(νλ)−1−(α+β)/2dλdτ + CSε

∫ t+h

t
(ν(t+ h− τ))−(α+β)/2dτ

≤ C(νh)1−β/2(ν(t− ε/2))−1∥Φ(ε/2)∥Ḃs
r,∞

+ CSεν
−(α+β)/2

∫ t

ε/2
((t− τ)−(α+β)/2 − (t+ h− τ)−(α+β)/2)dτ + CSεν

−(α+β)/2h1−(α+β)/2

≤ Cν−β/2ε−1h1−β/2∥Φ∥L∞
T (Ḃs

r,∞) + CSεν
−(α+β)/2h1−(α+β)/2,

which yields

1

h1−(α+β)/2
∥Φ(t+ h)− Φ(t)∥

Ḃs+β
r,1

≤ Cν−β/2Tα/2ε−1∥Φ∥L∞
T (Ḃs

r,∞) + CSεν
−(α+β)/2.

(ii) Take an arbitrary 0 < ε < T and fix it. Then it holds that

(A.3)

∫ t

ε/2
∆eν(t−τ)∆dτ = −ν−1

∫ t

ε/2
∂τe

ν(t−τ)∆dτ = −ν−1(I − eν(t−ε/2)∆)

for all ε < t < T . Hence, it holds by (A.1) that

(A.4) ∆Φ(t) = ∆eν(t−ε/2)∆Φ(ε/2) +

∫ t

ε/2
∆eν(t−τ)∆(φ(τ)− φ(t))dτ − ν−1(I − eν(t−ε/2)∆)φ(t).

By the definition of the Hölder spaces, we have

∥φ(τ)− φ(t)∥Ḃs+η
r,ρ

≤ Kε(t− τ)γ
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for all ε/2 < τ < t, where Kε := ∥φ∥Cγ((ε/2,T );Ḃs+η
r,ρ ). Thus we see by Proposition 3.8 that

∥∆Φ(t)∥Ḃs+η
r,ρ

≤ C(ν(t− ε/2))−1−η/2∥Φ(ε/2)∥Ḃs
r,∞

+ C

∫ t

ε/2
(ν(t− τ))−1∥φ(τ)− φ(t)∥Ḃs+η

r,ρ
dτ + 2Kεν

−1

≤ C(νε)−1−η/2∥Φ∥L∞
T (Ḃs

r,∞) + CKεν
−1(1 + T γ),

Besides, we see by (A.2), (A.3), and (A.4) that the following decomposition

∆Φ(t+ h)−∆Φ(t)

= ∆(eνh∆ − I)eν(t−ε/2)∆Φ(ε/2) +

∫ t

ε/2
∆(eν(t+h−τ)∆ − eν(t−τ)∆)(φ(τ)− φ(t))dτ

+

∫ t

ε/2
∆eν(t+h−τ)∆(φ(t)− φ(t+ h))dτ +

∫ t+h

t
∆eν(t+h−τ)∆(φ(τ)− φ(t+ h))dτ

− ν−1(I − eν(t+h−ε/2)∆)φ(t+ h) + ν−1(I − eν(t−ε/2)∆)φ(t)

= ν

∫ h

0
(−∆)2eνλ∆eν(t−ε/2)∆Φ(ε/2)dλ+ ν

∫ t

ε/2

∫ t+h−τ

t−τ
(−∆)2eνλ∆(φ(τ)− φ(t))dλdτ

− ν−1(eνh∆ − eν(t+h−ε/2)∆)(φ(t)− φ(t+ h)) +

∫ t+h

t
∆eν(t+h−τ)∆(φ(τ)− φ(t+ h))dτ

− ν−1(I − eν(t+h−ε/2)∆)(φ(t+ h)− φ(t)) +

∫ h

0
∆eνλ∆eν(t−ε/2)∆φ(t)dλ

holds for all ε < t < T and 0 < h < T − t. Therefore, noting that the following calcuration∫ t

ε/2
(t− τ)γ

∫ t+h−τ

t−τ
λ−2dλdτ =

∫ t

ε/2
h(t− τ)γ−1(t+ h− τ)−1dτ ≤ hγ

∫ ∞

0
ηγ−1(η+1)−1dη ≤ Chγ

from a substitution η = (t− τ)/h, we see by Proposition 3.8 that

∥∆Φ(t+ h)−∆Φ(t)∥Ḃs+η
r,ρ

≤ Cν

∫ h

0
(νλ)γ−1dλ∥(−∆)1+γeν(t−ε/2)∆Φ(ε/2)∥Ḃs+η

r,∞
+ Cν

∫ t

ε/2

∫ t+h−τ

t−τ
(νλ)−2∥φ(τ)− φ(t)∥Ḃs+η

r,ρ
dλdτ

+ 2ν−1∥φ(t)− φ(t+ h)∥Ḃs+η
r,ρ

+ C

∫ t+h

t
(ν(t+ h− τ))−1∥φ(τ)− φ(t+ h)∥Ḃs+η

r,ρ
dτ

+ 2ν−1∥φ(t+ h)− φ(t)∥Ḃs+η
r,ρ

+ C

∫ h

0
(νλ)γ−1dλ∥(−∆)γeν(t−ε/2)∆φ(t)∥Ḃs+η

r,ρ

≤ C(νh)γ(ν(t− ε/2))−1−γ−η/2∥Φ(ε/2)∥Ḃs
r,∞

+ CKεν
−1

∫ t

ε/2
(t− τ)γ

∫ t+h−τ

t−τ
λ−2dλdτ

+ 2Kεν
−1hγ + CKεν

−1

∫ t+h

t
(t+ h− τ)γ−1dτ + 2Kεν

−1hγ + Cνγ−1hγKε(ν(t− ε/2))−γ

≤ C(νε)−1−η/2ε−γhγ∥Φ∥L∞
T (Ḃs

r,∞) + CKεν
−1(1 + ε−γ)hγ ,

which yields

1

hγ
∥∆Φ(t+ h)−∆Φ(t)∥Ḃs+η

r,ρ
≤ C(νε)−1−η/2ε−γ∥Φ∥L∞

T (Ḃs
r,∞) + CKεν

−1(1 + ε−γ).
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Thus we see that ∆Φ ∈ Cγ
loc((0, T ); Ḃ

s+η
r,ρ ) holds with the estimate

∥ν∆Φ∥Cγ((ε,T );Ḃs+η
r,ρ ) ≤ Cε−1(νε)−η/2(1 + ε−γ)∥Φ∥L∞

T (Ḃs
r,∞) + CKε(1 + T γ + ε−γ).

Hence, we also have ∂tΦ = ν∆Φ+ φ ∈ Cγ
loc((0, T ); Ḃ

s+η
r,ρ ). This completes the proof of Proposition

4.11. □
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