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Abstract: Real-time application of object detections are common, and the area of computer 
vision dramatically benefits from them. Recognizing grocery items poses a more significant 
challenge for blind individuals compared to those with normal vision. For that purpose,  an 
effective model HYOLO-NAS, is used to detect groceries to aid the visually impaired by 
seamlessly converting text to audio messages. In the proposed work, Neural Architecture Search 
technology is used to dynamically update the weights that design child neural networks with the 
highest accuracy. The hyperparameter tuning on the child network involves adjusting the learning 
rate, number of epochs, and L2 regularization of weight decay with an Adaptive Moment 
Estimation optimizer. Google’s Text-to-Speech (gTTS) transforms text into speech signals. After 
doing many inference experiments, the Hypertuned YOLO-NAS grocery detection model is 
introduced. The experimental results show that optimized HYOLO-NAS outperforms various 
detection algorithms with mAP0.5 reaching 96.80% on Grozi-120 and 97.61% on the Retail 
Product dataset. 

 
Keywords: Deep Learning; Grocery Detection; YOLO-NAS; HyperParameter Tuning; Visually 

Impaired People. 

1.  Introduction 
Object detection has achieved enormous 

advancements over time, driven primarily by deep 
learning techniques for blind people36) due to their 
dependability on others for basic needs. The primary 
issue for them is buying their grocery products 
independently. Although various automatic product 
recognition has been widely used in supermarkets, 
grocery stores and the retail industry1,31,15). Still, one 
persistent and challenging issue for them is detecting and 
recognizing small-category grocery products such as 
soap, shampoo sachets etc. rather than large-category 
products such as bottles, boxes etc.2,32).  

Since 2015, the YOLO model detects objects which 
stands for You Only Look Once, and over the years there 
have been various improved versions up until YOLOv8 
which was presented in 2023 by Ultralytics as shown in 
Fig.1. Now, in 2023 a newly released model called 
YOLO-NAS has launched4). Traditional model 
architectures are designed by human experts since there 
are many potential model architectures available24,39), it 
is likely that even if it reaches great results, it takes times 
to create the best possible architecture manually. 

Object detection techniques, like sliding window 
approaches, often struggle to cope with these challenges 

and might result in missed detections or false 
positive29,30). Modern methods, such as the YOLO family 
and SSD, have shown remarkable success, they still face 
considerable hurdles when dealing with small objects. 
YOLO-Neural Architecture Searches have been 
developed to identify small items that surpass the YOLO 
family. Compared with existing models, the Neural 
Architecture Search engine, AUTONAC creates a new 
YOLO-NAS model which acts as a baseline model in the 
proposed research. This model surpasses all other SOTA 
YOLOs in terms of speed and accuracy, including 
YOLOv5, YOLOv6, YOLOv7, and  YOLOv85).  

 

 

Fig 1: Timeline of YOLO Models from v1 to YOLO-NAS 
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1.1 Baseline Model 

YOLO-NAS incorporates selective quantization and 
quantization-aware training, which use quantization to 
achieve maximum efficiency without compromising 
accuracy6,40). The model size is reduced after applying 
Quantization. There is very little precision loss when this 
model is converted to the INT8 version, a significantly 
improveming over other models. It uses neural search 
and is pretrained on the COCO dataset, making it 
suitable for small detection tasks. It has small, medium, 
and large versions. We implemented a small version of 
the YOLO-NAS model using different 
hyperparameters6). 
 

 
Fig 2: Depiction of Architecture search in YOLO-NAS. 

 
YOLO-NAS introduced automated neural architecture 

search21) to find an optimal and possible architecture, 
which creates an initial search space of huge size. 
Another attribute that helps this algorithm to have great 
results in super low latency is quantization, which 
reduces model weights to consume less memory and run 
faster. In Fig. 2, neural architecture search with its 
component is introduced7,8). 

1) The set of valid possible architectures 
to choose from Search space. 

2) A search strategy used to dictate an 
algorithm to find possible optimal architectures 
from the search space. 

3) An evaluation strategy is used to 
compare performance before training. 

 
 
 

1.2 Problem Statement 

This study aims to focus on the primary challenges 
faced by blind people in detecting grocery objects.  

1) Many small items can be found in the images, 
which typically don’t have enough appearance 
information. This commonly result in false positives and 
missed detections in detection tasks.  

2) Small sizes of objects suffer from low resolution 
and reduced visual information, making them less 
distinct and more challenging to discriminate from the 
background.  

Their limited spatial extent often leads to them 
being overshadowed by larger neighbouring objects, 
causing further confusion for the detection model. The 
inherent imbalance in the distribution of small objects 
versus larger ones in most datasets exacerbates the 
problem3), leading to biased training and reduced 
generalization performance.  

 
1.3 Primary Objectives: This study aims to accomplish 
the following goals. 

(i) To gather grocery images of standard and small 
sizes under different conditions.  

(ii) To determine which of the current CNN 
architectures is the optimal architecture model. 

(iii) Use ADAM optimizer strategies along with CNN 
architects' hyperparameter adjustment to design a novel 
architecture for grocery detection.  

 In this proposed work, an audio-based HYOLO-
NAS model with an ADAM optimizer9) is implemented 
to detect groceries for blind individuals that will enable 
them to handle the daily grocery needs on their own. The 
model was trained and evaluated on Grozi-12037) and 
Retail Product dataset38) to identify grocery products. 
 
2.   Literature survey 

Various deep learning techniques demonstrated 
remarkable performance in computer vision tasks. 
However, Detecting small objects remains a challenging 
problem due to their limited spatial extent, reduced 
visual information, and potential overshadowing by 
larger neighbouring objects. This literature survey covers 
three main areas: detection by YOLO-NAS, grocery 
detection, and advancements made in small object 
detection using various approaches, and methodologies 
proposed by researchers, as shown in Table 1. 

Mengzi Hu et al.10) apply spatial pyramid pooling to 
aerial pictures to improve small item visualisation. 
Additionally, a lightweight, efficient You Only Look 
Once technique is suggested to enhance small item 
recognition by using the α-complete IoU loss function, 
reducing differences between actual and predicted 
sample images of aerial datasets. In experiments, EL-
YOLOv5 APs with 640 × 640 input size reached 10.8% 
and 10.7% and improved by 1.9% and 2.2% on DIOR 
and VisDrone datasets compared to YOLOv5. 
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Aduen Benjume et al.11) evaluate how the YOLOv5 

algorithm is modified to enhance its ability to identify 
smaller objects for self-driving cars. This is 
accomplished by introducing a new YOLO-Z model, 
which modifies each model’s structure independently 
across all scales and treats them all as distinct models to 
assess how they affect performance and inference time. 
As a result, it increased mAP by 6.9% at 50% IoU from 
0.869 to 0.925 and inference time 16.6 by 3 ms for 
smaller object detection compared to the original 
YOLOv5. 

Hongxia Yu, Lijun Yun et al.12) introduce the BigGhost 
module for remote sensing images, which optimizes the 
YOLOX to increase accuracy by fusing this model 
through modulated deformable convolution to improve 
small object performance. Simultaneously, the number of 
calculations and parameters is reduced to reduce 
inference time. Experimental findings demonstrate that 
BGD-YOLOX outperforms modern detection algorithms 
YOLOv4 in terms of average accuracy rate for small 
items, mAP0.5 and mAP0.95, reach 88.3% and 56.7%, 
respectively. 

Shu Jun Ji et al.13) proposed the multiscale contextual 
information YOLOv4 model to detect small-size car 
objects. It gather the feature context information that 
allows for the solution to this issue. By adding the 
attention module to PANet and implementing the EFB 
module at PANet and CSPDarknet53, the network was 
able to focus more on regions of interest rather than 
irrelevant data features. According to experimental 
results, 84.18% average precision (AP), recall 87.55% 
and the capability to comprehensively identify small car 
instances with 88.08% F1 score is achieved. Its 
effectiveness is further demonstrated on the Random 
Small Object Detection dataset, where it outperforms 
YOLO-X, v3, v4, v5, and RetinaNet with a mean 
average precision of 84.63%. 

Prabu Selvam et al.14) have introduced  Width Height 
Bounding Box Reconstruction along with a backbone 
network (ResNet50 + FPN) to focus on detecting retail 
products. The grocery performance on the GroZi-120 
achieves a Precision of 86.3%, 77.8% Recall and 77.04% 
F- Measure. On the web market, Precision is 89.4%, 
Recall is 88.2%, and F- Measure is 86.26%. 

Gothai et al.16) use YOLOV5 for grocery product 
detection and product recognition, it uses colour, shape 
and size features to reduce false product detection. 
Experimental results on the SKU 110K data set have 
improved precision by .11%, recall by .2%, and reduced 
Mean Average Error from 90.46 to 11.35%.  

Tao Sun et al.20) introduced the HPS-YOLOv7 model 
to detect small objects. During the feature fusion stage, 
the small object information is preserved using High 
Precision YOLOv7 for VisDrone2019 and Tinyperson 

datasets. 20.20 mAP increases by 3.0% compared to 
YOLOv7 for a tiny person. Replace the 20x20 detection  
head with a 160x160 detection head. A shallow feature 
fusion network is incorporated to retrieve information 
that is lost in the neural networks to capture and preserve 
details associated with smaller objects. Improves 
detection efficiency and accuracy during model training 
by utilizing a priori anchor adaptive adjustment strategy 
and mosaic data enhancement.  

Zaipeng Xie et al.,36) implement YOLO with ORB-
SLAM(Simultaneous localization and mapping). Real-
time detection with voice recognition system having 55.3 
mAP and 35 FPS. Coordinate transformation can 
produce a dense navigation map that enables the user to 
plan a path and avoid global obstacle. 
 
3.   Performance Parameters 

Performance metrics for evaluating the model's 
effectiveness in detection include the following 
parameters: 

 
3.1   Mean Average Precision 
 A popular metric for model's accuracy that balances 
precision and recall at different confidence scores. mAP 
is expressed using the equation (1):   

 
Here, 
N denotes the number of classes. 
APi represents Average Precision for class i 
 

3.2   Precision 
It quantifies the fraction of instances that the model 

predicted as positive (correctly or incorrectly) out of all  
actually positive instances. Precision derived from 
equation (2): 

 
3.3   Recall 

It represents the percentage of real positive cases that 
the model accurately detected. Recall is calculated by 
using equation (3): 

 
where False Negative which means the algorithm or 

technique does not predict the object, True Positive 
represents objects that are correctly predicted by the 
algorithm, False Positive means the model incorrectly 
predicts the object and True Negative denotes no 
prediction. 
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Table 1: Related Work on small object detection, Grocery detection and YOLO-NAS. 

Author Year 
Fram
ework 

Backbone 
Network 

Dataset Improvements Summary 

Deci.33) 2023 YOLO
-NAS 

Neural 
network 
architectures. 

Roboflow-
100. 

The average mAP is .815. 
Increased as compared to 
other SOTA. 

0.818 Average mAP for YOLO-
NAS_M.  0.815 Average mAP for 
YOLO-NAS_S. mAP 0.801 for 
YOLOv8. mAP 0.734 for YOLOv7. 
mAP 0.676 for YOLOv5. 

Kheiredd
ine 
Choutri 
et.al34) 

2023 YOLO
-NAS 

Neural 
network 
architectures. 
 

UAV’s(Unm
anned Aerial 
Vehicle) 
Images. 

In comparison to YOLOv8, 
YOLONAS maintained its 
position as the top-
performing model with 
0.71 mAP and 0.68 F1 
score. 

The authors perform detection in two 
phases. The first phase uses fire, non-
fire, and smoke images for fire 
detection, and geolocalization using 
UAVs. In the second, detection tasks 
were performed using YOLO.  

Chenhao 
He35) 

2023 YOLO 
Famil
y 

YOLOv7, v6, 
v5, v8. and 
NAS with 
varying 
versions 
(small, 
medium, and 
big). 

Outdoor 
Obstacles 
from the 
TT100K, 
COCO, and 
VOC 
datasets. 

YOLOv7 exhibits the 
highest precision (0.786), 
recall (0.778), and 0.817 
mAP, while YOLO-NAS-S 
demonstrates competitive 
precision (0.7888) but 
comparatively lower recall 
(0.5941) with mAP 
(0.6673). 

Comparative Performance Analysis of 
different YOLO models. YOLOv5 
with the least precision. YOLOv7 has 
the highest mAP and recall, with 
scores of 81.7% and 77.8%, 
respectively. With a  
recall of 59.41% and a mAP of 
66.73%, YOLONAS-S exhibits the 
lowest recall and mAP. 

Zhiwei 
Lin et 
al.17) 

2023 YOLO HRNet  for 
extracting 
features from 
small objects. 

Self-
constructed 
electric 
power 
operation 
scene 
dataset. 

87.2% improved by 3.5 % 
as compared to YOLOv5. 

Proposed small object  HS-YOLO, 
algorithm based on High-Resolution 
Net. Additionally, Uses parallel 
branches and feature fusion for small 
object feature extraction. 

Tanvir 
Ahmad et 
al.18) 

2020 YOLO
v1 

Inception 
module with 
convolution 
kernels of 1x1 
to reduce 
weight 
parameters 

Pascal VOC 
2007 and 
2012. 

Achieves detection results 
of 65.6% and 58.7% 
Compared with  
YOLOv1. 

Changed loss function by substituting 
the proportion style for the margin 
style. More adaptable and logical in 
terms of network error optimization. 
The Spatial Pyramid Pooling Layer 
has been added. Incorporates a 1x1 
convolution kernel into the inception 
model and decreases the layers' total 
number of weight parameters. 

ZhuangW
ang 
Et al.19) 

2021 Darkn
et53  

Darknet53+ 
Denseblock is 
used for 
super-
resolution 
strategy  

Self-built 
dataset 
to detect 
small 
vehicles 
from aerial 
and satellite 
images. 

89.91% mAP. Increase by 
2.37% compared to 
YOLOv4. 

FTT module employed for 
eliminating input image noise. The 
backbone network's feature extraction 
is optimized by discarding 
CSPDarknet53's CSP portion with 
dense block connections that reduces 
parameters and enhancing accuracy. 
Enhance image resolution, Combine 
SPPnet and PANnet in the neck for 
multi-scale feature fusion. 
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3.4   F1-Score 
It provides a single value that summarizing the overall 

effectiveness of precision and recall.The F1-Score, 
which uses harmonic mean of  recall and precision is 
computed by equation (4): 

 

 
3.5   Intersection over Union (IoU) 

 The area of the intersection divided by the union area 
is known as the intersection over the union. The equation 
(5) is the mathematical expression for calculating the 
IoU score: 

                          
Let B1 and B2 be the name of two bounding boxes. 

The top left coordinates of box B1 are (XB1min, YB1min), 
and the coordinates of the bottom right corner are 
(XB1max, YB1max).Similarly, for box B2, the coordinates 
are (XB2min, YB2min) and (XB2max, YB2max). 

The area of boxes B1 and B2 is given by equations (6) 
and (7). 

 
The coordinates of the intersection box I are: 

XImin= max(XB1min , XB2min) 
YImin= max(YB1min , YB2min) 
XImax= min(XB1max , XB2max) 
YImax= min(YB1max , YB2max) 

The area of the intersection box I is given in equation (8) 
 

 
Now, Intersection over Union is calculated as: 

 
 
4.   Proposed Architecture 

The YOLO series has made significant progress but 
still has a high miss detection rate when it comes to small 
product identification because of their low resolution and 
lack of knowledge about their attributes. The model’s 
structure and the properties of small items are the 
primary factors in detecting small objects. So, the 
Hyperparameter tuning of the YOLO-NAS model is 
done to get more precise information about the attributes 
of small items. 
In the first Phase, an ADAM optimizer with 0.0001 L2 
regularization weight decay is used, which encourages 
the model to maintain smaller weights18), which is 
essential in tasks where the risk of overfitting is high. 
Parameters are given by equation (10): 

 
where, 
wt parameter at time t, 
m moving average of gradients, 
√vt moving average of squared gradients, 
e is constant to avoid zero division. 
 
In the Second phase, hyperparameter tuning is 

performed to address grocery products. 
 

 
Fig. 3: Architecture of the proposed optimized HYOLO-

NAS 
 
In Fig. 3, below mentioned parameters are given to the 

input layer, which determine the network depth and the 
training’s duration46). An optimal child network is 
created by passing block size, number of epochs, and 
learning rate that will further train on the training and 
validating dataset then will save the achieved accuracy as 
a checkpoint. A Checkpoint is a saved model file that 
contains the parameter values of a neural network at a 
specific point during training. Accuracy will pass as a 
reward to the network, accordingly, it will update the 
weight. So, the next iteration or time stamp the network 
will use those actions that will give a better network 
configuration. 

The model focus on hyperparameter tuning and the 
use of the ADAM optimizer with L2 regularization 
weight decay which specifically enhance the precision of 
small object detection, addressing a known limitation of 
the YOLO series. The ADAM optimizer provides an 
adaptive learning rate, and L2 regularization encourages 
smaller weights, which can help prevent overfitting. It 
leads to more efficient and effective training, particularly 
when detecting small grocery objects. Additionally, the 
second phase's fine-tuning of hyperparameters like block 
size, number of epochs, and learning rate allows for the 
customization of the model to better handle the grocery 
product detection. Checkpoints ensures that progress is 
not lost, and the best performing model configurations 
are retained, saving time and resources. Reward-based 
system for updating weights encourages the model to 
continuously improve its performance. However, The 
two-phase approach, including the adaptive optimization 
and fine-tuning processes, can significantly increase the 
overall training time. 
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4.1 Learning rate 

During training, the learning rate dictates how 
frequently the neural network’s weights are updated. 

 
Learning rate is represented by equation (11): 
 

at = a0  +  m. t                                   (11) 
 

Where, 
at  represents learning rate at iteration t 
a0 represents initial learning rate 
m represents the rate of increase in the learning rate  
t is the total number of epochs 

 
 4.2 Batch Size and Epochs 

The number of samples handled during training is 
called batch size. Epochs describe a single pass across 
the training dataset which is used for training neural 
network. 
 
4.3 Algorithm 

1: Define Search Space for Hyperparameters 
2:   hyperparameter_space = 
{ 
 block_size = 16 
 num_epochs= 20 
 learning_rate = 0.000001 
} 
3: Initialize the Current Best Architecture and 

Accuracy 
     { 
 best_architecture = None 
 best_accuracy  = 0.0 
     } 
4:  Hyperparameter Tuning and NAS 
{ 
 for iteration in range(num-iterations): 

i. generate-random-   
  hyperparameters(hyperparameter-
space) 

 Build Neural Network with Hyperparameters: 
i. child-network=build-neural-   

network(hyperparameters) 
 Train the Child Network on Training Dataset: 
 { 

i. train-dataset,val-dataset=load- 
  datasets() 

ii. child-network=train-neural- 
  network(child-network, train dataset) 

iii. hyperparameters([‘num-epoch’], 
  hyperparameters[‘learning-rate’]) 

              } 
        } 
5: Evaluate Child Network on the Validation 

 Dataset 
i. accuracy = evaluate-neural-  

  network(child-network, val-     

  dataset) 
6: Save Checkpoint if Accuracy Improved 
     { 
 if accuracy > best-accuracy: 
  best_accuracy = accuracy 
  save-checkpoint(child-network,  

                hyperparameters, accuracy) 
      } 
7:  Update Parent Network’s Parameters (Weights) 

 based on Accuracy 
i. Update-parent-network parameters  

  (hyperparameters, accuracy) 
8: Best architecture is saved in checkpoint file with 

 highest accuracy. 
9: Load the pre-trained model, and do a performance 

 analysis 
10:  Convert text recognized by detection into audio 

 for the visually impaired. 
 
The algorithm begins by defining a search space for 

hyperparameters, specifying values such as block size, 
number of epochs, and learning rate. This initial setup 
provides the parameters to be adjusted during the 
training process. The next step is initializing variables to 
track the best architecture and highest accuracy achieved. 
The algorithm then enters a hyperparameter tuning and 
neural architecture search (NAS) phase, where it iterates 
through a predetermined number of cycles. In each 
iteration, it generates random hyperparameters from the 
defined search space and uses them to build a neural 
network, called the child network. This child network is 
trained on the training dataset with the specified epochs 
and learning rate. Use a validation dataset to test the 
child network's accuracy after training. The current 
model's state is saved as a checkpoint if it surpasses the 
previously recorded best accuracy. The parent network’s 
parameters are then updated based on the achieved 
accuracy, ensuring iterative improvement. The 
architecture that achieves the highest accuracy is saved 
in a checkpoint file. Subsequently, the best performing 
model is loaded for performance analysis. Finally, the 
recognized text from the detection process is converted 
into audio, enhancing accessibility for visually impaired 
individuals. This structured approach ensures continuous 
optimization and effective neural network, performance, 
particularly in detecting small objects. 
 
4.4 Flowchart 

Figure 4 shows the flow of grocery detection from 
creating an optimal and best network using fine-tuning 
hyperparameters by saving the best result in the 
checkpoint directory to converting it to audio44). This 
framework is designed to optimize the inference speed 
and accuracy of deep neural networks, while keeping its 
original accuracy as a baseline.  
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5. Experimental  Setting 

This section discusses the experiments in detail. The 
entire experimental procedure has three distinct phases. 
First, provide details of the dataset. Second, experimental 
details, the hyperparameter setting of the model, and the 
working platform on grocery images. Third, introduce 
the image evaluation result. 

 
5.1 Dataset 

Datasets have been crucial throughout the evolution of 
object detection research. They serves as a benchmark 
for evaluating algorithms and progress towards more 
complicated detection scenarios. In the proposed work, 
an object detection task is performed on two datasets 
including Grozi-120 and Retail Product. 

 
5.1.1 Grozi-120 

It contains 120 product categories, containing a total 
of 4829 mages. There are 3255 images in the training set, 
1043 in th valid set and 531 in the test set38). 
 
5.1.2 Retail Product 

Images used for training and testing of small-size 
grocery datasets with 2611 images37). 20 classes of 
product, using 2298 images for training, 190 valid sets 
and 123 test sets. 

 
5.2 Experimental Details 

For training, 640*640 fixed image size of the Grozi-
120 and Retail Product datasets is used. The backbone 
network is a neural architecture search. Considering the  
system’s configuration, there are 16 batches, 1e-6 
warmup initial learning rate, and 2e-4 initial learning 
rate, which is adjusted using cosine value 0.1. 

 
5.3 Hyper Parameter Tuning 

Hyperparameter tuning involves different values of 
parameters like batch size, learning rate and epochs 
under each configuration to achieve the best possible 
performance from the object detection model27,28,47). The 
HYOLO-NAS model uses Table 2 parameters to train 
neural networks with given values, presumably for a 
grocery detection task. 

 
5.3.1 Learning Rate 

Linear warm-up with Cosine Annealing steadily 
increases the learning rate in linear steps during the 
initial training epochs. The 0.000001 Learning rate 
allows the model to converge to very fine-grained details 
in the data, which is beneficial when small objects 
demand high precision. After the warm-up, the initial 
learning rate for the main training phase is 0.0002.  

 

Table 2: Parameters Tuning of Proposed HYOLO- NAS 
Framework 

Parameters Object Detection 

Learning rate 1*10-6 

Optimization Algorithm ADAM with weight decay 

Learning Rate Warm-
up  Epochs 

3 

Batch size 16 with 2 threads 
No. of epochs 20  

Input Size 640*640 

Loss function PPYoloELoss 

 
 

5.3.2 Batch Size 
In the HYOLO-NAS model, 16 batches and 2 parallel 

processes or threads are processed simultaneously to load 
the data. A higher number of workers can lead to faster 
data loading, especially when dealing with large datasets. 
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Fig. 4: Flowchart of Grocery Detection using HYOLO-NAS model 
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5.3.3 Epochs 

The standard procedure begins with a reasonable value 
of 10 epochs as a baseline in HYOLO-NAS. This neural 
network model runs through 20 epochs, processing the 
complete dataset, computing gradients, and updating the 
model’s parameters at each epoch. 

 
5.3.4 Adaptive Moment Estimation Optimizer 

ADAM implemented with 0.0001 L2 regularization 
weight decay encourages the model to maintain smaller 
weights, which is essential in tasks with high risk 
overfitting. Weight decay is a regularization technique 
that prevents overfitting, especially in tasks where 
accurate small object detection is a primary 
objective22,23). Training deep neural networks for grocery 
detection is a delicate process, and can cause overfitting 
especially when dealing with limited data of small 
objects. So, a moderate amount of L2 regularization or 
weight decay of 0.0001 is applied during training, which 
encourages the model to have smaller weights and can 
provide stable updates during training.  

 
5.3.5 Non-max Suppression 

To evaluate and test the object detection model’s 
performance. The following threshold values are 
taken24,25,26): 

i. score-threshold=0.01: Sets a score 
threshold for post-processing predictions. 

ii. nms-top-k=1000: Specifies the 
maximum number of predictions to keep after non-
maximum suppression (NMS). 

iii. max-predictions=300: Sets the 
maximum number of predictions to retain after 
post-processing. 

iv. NMS threshold: Set 0.7 threshold for 
non-maximum suppression. 

 
6. Results 

The findings on grocery detection are discussed in this 
section. The experiments were conducted on a diverse 
and representative Grozi- 120 dataset and a Retail 
Product dataset. Table 3 shows that the proposed 
HYOLO-NAS model outperforms several other methods 
on Grozi-120. Geng et al.42) explored different 
configurations with VGG16, achieving a Precision of 
50.44%, Recall of 30.69%, and a mAP of 63.17%. The 
extensions of VGG16 with attention maps based on SIFT 
(49.05% Precision, 29.37% Recall, and 65.55% mAP) 
and BRISK (46.32%  Precision,  29.50%  Recall) 
showed varied results. Bikash Santra et. al43) achieved a 
notable mAP of 84.58%. However, Prabu Selvam et. al44) 

demonstrated robust performance with an 86.3% 
Precision, 77.8% Recall, and 72.4% F1 Score on the 
Faster RCNN model, showcasing the effectiveness of 
their method on the Grozi-120 dataset. Leonid Karlinsky 
et. al41) achieved an mAP of 49.8% with the YOLOv5 
model, but the proposed HYOLO-NAS model 

outperformed several methods with an impressive 
Precision of 82.3%, 92.1% Recall, 96.8% mAP, and 84% 
F1 Score.   

 
Table 3: Performance comparison of various approaches on 

Grozi-120 datasets 

 
 

 
Fig. 5(a) Comparison based on Precision  

 
Figure 5(a) shows comparative results in the graphical 

representation of the HYOLO-NAS model, where it 
performs better in mAP and F1-Score, and maintains a 
balance between recall and precision, making it a robust 
grocery detection model. The precision performance of 
five alternative models on the Grozi-120 dataset is 
depicted in Fig. 5(a). VGG-16 achieves a precision of 
50.44%, VGG-16+ATmapSIFT has a precision of 
49.05%, and VGG-16+ATmapBRISK has a precision of 
46.32%. The YOLOv5 model has 86.30% precisio. The 
HYOLO-NAS model achieves precision with 82.30%. 
The graph illustrates that YOLOv5 and HYOLO-NAS 
exhibit superior precision compared to the VGG-16 
versions when evaluated on the Grozi-120 dataset. 
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 Fig. 5(b) Comparison based on Recall 

 
The recall performance on the Grozi-120 dataset is 

depicted in Fig. 5(b). VGG-16 model attains a recall rate 
of 30.69%. The recall rate for VGG-16+ATmapSIFT is 
29.37%, whereas VGG-16+ATmapBRISK has a slightly 
higher recall rate of 29.50%. The recall rate of YOLOv5 
is 77.80%, which is noticeably higher. Our proposed 
HYOLO-NAS model achieves the maximum recall rate 
of 92.10%. The graph clearly illustrates that our 
suggested model, HYOLO-NAS, exhibits superior 
performance compared to the other models regarding 
recall. HYOLO-NAS identified relevant Grozi-120 
instances with high recall. 

 
 

 
Fig. 5(c) Comparison based on mAP 

 
Figure 5(c) illustrates the average precision (mAP) of 

five distinct models on the Grozi-120 dataset. VGG-16 
obtains a mean average precision (mAP) of 63.17%, but 
VGG-16+ATmapSIFT demonstrates a minor 
improvement with a mAP of 65.55%. VGG-

16+ATmapBRISK improves performance significantly, 
resulting in a mean average precision (mAP) of 84.58%. 
Conversely, YOLOv5 exhibits a lower mean Average 
Precision (mAP) of 49.80%, suggesting a less efficient 
performance. The examination of the results shows that 
our proposed model, HYOLO-NAS, is the most 
successful model for the Grozi-120 dataset, achieving the 
highest mean Average Precision (mAP) of 96.80%.  
 

 
Fig. 5(d) Comparison based on F1-Score 

 
Figure 5(d) illustrates a comparison of the F1-Scores 

attained by several models on the Grozi-120 dataset. The 
YOLOv5 model demonstrates a strong performance with 
an F1-score of 72.40%. However, the suggested model 
HYOLO-NAS demonstrates superior performance 
compared to YOLOv5, achieving an impressive F1-score 
of 84.00%. This significant 11.60% increase 
demonstrates the accuracy of HYOLO-NAS to identify 
and categorize groceries. The greater F1-score of 
HYOLO-NAS leads to improved overall performance.  

 
Table 4.  Experimental Results on Grozi-120 and Retail 

Product datasets to detect Grocery 

 
The Proposed HYOLO-NAS model exhibits strong 

and consistent performance across both datasets, as 
shown in Table 4, demonstrating its versatility and 
effectiveness in grocery detection scenarios. It represents 
that on the Grozi-120 dataset, model achieves a 
commendable balance between 82.3% Precision and 
92.1% Recall, resulting in F1-Score  of  84.0% with  
high  mAP  of  96.8%. On the Retail Product dataset, the 
model achieves even higher precision (89.47%) and 
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comparable Recall (89.50%), leading to an outstanding 
F1-Score of 89.06%. The mAP of 97.61% highlights the 
model’s capability. 
 

 
Fig. 6: Retail Product dataset used to train proposed 

Hypertuned YOLO-NAS Model 
 

 
7(a) Visual detection 1 

 

 
7(b) Visual detection 2 

Fig. 7:  Results of Hypertuned YOLO-NAS on Retail 
Product dataset 

 
Retail Product datasets are graphically illustrated in Fig. 
6 and some visual detection samples are presented in Fig. 
7 to accurately and consistently detect grocery products.  

 
Fig. 8: Comparative Analysis of Grozi-120 and Retail Product 

using HYOLO-NAS 
 

Figure 8 shows HYOLO-NAS's performance on both 
Grozi-120 and Retail Product datasets. The model 
demonstrates a precision of 82.30% on the Grozi-120 
dataset and 89.47% on the Retail Product dataset, 
indicating a superior ability to identify meaningful 
objects within the Retail Product dataset accurately. This 
suggests that the model is more efficient in minimizing 
false positives, specifically in retail products. With a 
slightly higher recall on the Grozi-120 dataset, the 
model's recall scores of 92.10% for Grozi-120 and 
89.50% for Retail Product demonstrate its strong ability 
to detect the most relevant objects. The model accurately 
ranks observed objects proficiently, with a mean Average 
Precision (mAP) of 96.80% on Grozi-120 and 97.61% on 
Retail Product datasets. The F1-Scores of 84.00% on 
Grozi-120 and 89.06% on Retail Product demonstrate a 
harmonious balance between precision and recall. The 
higher F1-score on Retail Products indicates that 
HYOLO-NAS achieves a favorable balance, resulting in 
efficient detection and classification. The outstanding 
performance metrics in all parameters indicate that 
HYOLO-NAS is a robust and versatile model, making it 
highly successful on both datasets. 

 
7. Conclusion 

YOLO-NAS is quantization-friendly, a new object 
detection model that is faster than previous YOLO 
models. In the proposed work, the HYOLO-NAS model 
performed a detection on grocery images that can help 
the visually impaired by converting text to audio in their 
real-time scenarios. To improve accuracy, the model’s 
parameters such that epochs, learning rate with linear 
warm up with Cosine Annealing function, and L2 
regularization weight decay of 0.0001 into the ADAM 
optimizer are optimized, which efficiently constructed 
HYOLO-NAS for grocery products. Results show that 
the model has increased Recall by 14.3%, mAP by 
12.22%, and F1 score by 11.6% on Grozi-120. 
Meanwhile, it also has promising results on the Retail 
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Product dataset, having a Precision of 89.47%, Recall of 
89.5%, mAP 97.61% and F1-Score of 89.06%. This 
demonstrates optimized Hypertuned YOLO-NAS 
models’ potential for practical use cases where other 
object detection models might fall short in real-time 
when detecting objects. 
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