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Abstract: In the realm of high-speed planing crafts, characterized by their diminutive size, an 

acute sensitivity to variations in weight and center of gravity is observed. This investigation delves 
into the consequential influence of alterations in weight and center of gravity on the resistance 
encountered by these crafts. The primary goal is to scrutinize a methodology aimed at optimizing 
weight and center of gravity for small, high-speed planing crafts, with the explicit aim of minimizing 
drag and amplifying overall performance. It is revealed that fluctuations in weight and center of 
gravity exert a substantial impact on the craft's resistance. The study adopts an integrated approach, 
incorporating Design of Experiment (DOE), Response Surface Method (RSM), and Computational 
Fluid Dynamics (CFD). Systematic adjustments to weight and center of gravity induce discernible 
effects on sinkage and hull trim, yielding distinctive resistance values. Empirical findings highlight 
that a marginal backward shift in the center of gravity, constituting approximately 1% of the vessel's 
length, culminates in a nearly 5% reduction in drag. However, immoderate backward or forward 
shifts precipitate an undesirable increase in resistance. This research underscores the versatility of 
the combined methodology in optimizing the center of gravity across diverse hulls or scenarios, with 
broader implications for enhancing the performance of high-speed planing crafts across varied 
contexts. 

 
Keywords: Optimization method; Planing hull resistance; Weight configuration; Design of 

Experiment (DOE); Response Surface Method (RSM); Computational Fluid Dynamics (CFD) 
 

1. Introduction 
Global emissions reduction in the maritime sector 

should be taken seriously by implementing concrete 
efforts. According to the International Maritime 
Organization (IMO), the shipping sector is one of the 

largest sources of greenhouse gas emissions in the world, 
contributing to around 1,056 million tons or 2.9% of total 
global emissions in 20181). Emissions from the shipping 
sector mainly come from the burning of fossil fuels such 
as marine gas oil, diesel fuel, and residual fuel oil, which 
produce carbon dioxide (CO2), nitrogen oxide (NOx), 
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sulfur dioxide (SO2), and fine particulate matter (PM)2). 
The primary contributor to global warming arises from the 
carbon emissions generated by fossil fuels, such as crude 
oil3,4). Fossil fuels are extensively utilized across various 
industrial sectors5,6) and transportation activities7). These 
fuels are combusted to produce thermal energy and 
pressure, subsequently employed to drive engines, 
generators, or steam turbines on ships8). To reduce 
emissions from the shipping sector, the IMO has 
implemented several regulations. One of these is the 
adoption of MARPOL regulations (International 
Convention for the Prevention of Pollution from Ships), 
which set limits on emissions from international ships9). 
Additionally, the IMO has introduced the IMO Strategy 
2050, aiming to achieve a reduction of at least 50% in 
carbon dioxide emissions from the shipping sector by 
2050 compared to the levels recorded in 200810). 

The CO2 emission from ships can be reduced in several 
ways7,11,12). First, through the use of alternative fuels such 
as liquefied natural gas (LNG)13,14), which emit 10% less 
than diesel oil15), or through other alternatives such as 
hydrogen16) and ammonia17,18). Second, by adopting zero-
emission energy sources such as electric vessels19–21), 
solar-powered ships22,23), the use of sails24), and the use of 
kites25). Third, by implementing more efficient shipping 
practices such as reducing ship speed 26–28) and optimizing 
shipping routes26,29). Fourth, through the management of 
essential maintenance for the hydrodynamic performance 
of the ship, such as hull cleaning 30–36), propeller cleaning 
37), and the use of more advanced antifouling methods 38–

41). Fifth, through the use of tools to improve ship 
performance, such as ducted propellers42–44), boss cup 
fins45–48), stern flaps49–52), air bubble hull lubrication53), the 
use of super-smooth coatings54–56), and other Energy 
Saving Devices (ESD). Finally, at the hull designing stage, 
hull selection or modification can also be done so that drag 
are as minimal as possible57–62). 

High-speed vessels or fast boats are recognized as 
among the most energy-intensive users due to their high 
energy consumption relative to the weight of the cargo 
they carry. These vessels are engineered for swift 
movement, resembling airplanes that aim to quickly 
transport cargo to their destinations. Analogously, high-
speed vessels can be likened to sports cars, where the 
engine size is comparatively large compared to other 
components63). This design rationale is logical because the 
resistance faced by a boat is directly proportional to the 
square of its speed (𝑉𝑉2), while power is proportional to the 
cube of its speed (𝑉𝑉3)64). Hence, it is indisputable that high 
speeds entail the risk of heightened energy consumption, 
and even a minor reduction in resistance can prove 
advantageous in addressing emissions. 

Fast boats are typically compact, rendering them highly 
responsive to alterations in weight65,66). These changes can 
easily result in shifts in their position and attitude, directly 
influencing their performance. To attain high speeds with 
minimal energy consumption, it is essential to 

meticulously design and fabricate the boat's heavy 
components, employing lightweight structural materials 
and powerful engines. Consequently, fluctuations in 
weight, encompassing both the quantity and the location 
of the center of weight, can profoundly influence the 
boat's position and attitude. These positional adjustments 
are identified as heave, while attitude adjustments are 
identified as pitch and roll. Heave pertains to the vertical 
translational motion of the boat (refer to Fig. 1a), pitch 
signifies the rotational motion around the transverse axis 
of the boat (refer to Fig. 1b), and roll indicates the 
rotational motion around the longitudinal axis of the boat. 
These alterations in the boat's orientation can impact 
resistance, performance, and overall stability. 

Variations in trim and heave unequivocally yield 
performance alterations or resistances. Alterations in 
heave position stem from modifications in the ship's 
weight, while trim arises from shifts in the ship's center of 
gravity. Tran et al.67) conducted an optimization analysis 
on the design of a planing hull, incorporating diverse 
parameter variations such as ship weight ( ∆ ) and 
Longitudinal Center of Gravity (𝑙𝑙𝐶𝐶𝐶𝐶  ). They achieved a 
noteworthy reduction in resistance, reaching up to -19.4%. 
Contrary to expectations, empirical findings from 
Fridsma's experiments revealed that a smaller 𝑙𝑙𝐶𝐶𝐶𝐶  
(toward the aft) did not consistently lead to lower 
resistance68). Consequently, delving into the impacts of 
center of gravity position changes on planing resistance 
emerges as a compelling area of investigation. 

 
Fig. 1: The motions of planing vessels: (a) heave or sinkage, 

(b) pitch or trim. 
 
Modifying the position and attitude of a planing vessel 

and employing a trim control device can significantly 
enhance its performance. The trim control can be in the 
form of a trim tab, interceptor, or stern foil, where the 
differences between the three are explained in Fig. 2. The 
trim control works by getting a lift force on the stern 
(transom) thereby causing a return moment as explained 
in Fig. 3. Avci and Barlas69) reported that interceptors 
demonstrate a drag reduction of 10 to 18% at speeds 
within the range of 0.5 < 𝐹𝐹𝐹𝐹 < 0.85 and approximately 
6% at speeds of 0.85 < 𝐹𝐹𝐹𝐹  < 1. Nevertheless, beyond 
these speeds, interceptors prove ineffective and may even 
contribute to increased drag50). Additional studies 
exploring the utilization of interceptors can be found in 
the literature49,50,52,70,71). Similarly, trim tabs72–74) and stern 
foils51,75) have been identified as contributors to enhanced 
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planing vessel performance within specified parameters. 

 

 
Fig. 2: Illustration of the differences in trim control: (a) trim 

tab, (b) interceptor, and (c) stern foil. 
 

 
Fig. 3: Implementing trim control in planing boats. 

 
The primary aim of this study is to optimize the 

performance of planing hulls by manipulating dynamic 
hull motions through adjustments in boat weight and 
center of gravity configuration, eliminating the necessity 
for additional tools like trim controls. Traditionally, the 
incorporation of a trim control device introduces extra 
weight, necessitating consideration and augmenting the 
overall weight of the boat due to the inclusion of 
mechanical components. Furthermore, the trim control 
device contributes to increased resistance as it submerges 
in water, thereby enlarging the wetted area. Hence, the 
author explores the feasibility of harnessing a naturally 
occurring trim control stemming from the boat's intrinsic 
weight, where the location of the center of gravity of the 
hull greatly impacts the planing ship's performance76). 

 

 
Fig. 4: Illustration of static changes in the center of gravity: 

(a) when the boat is not moving, (b) the center of gravity is 
changed when the boat is not moving, and (c) then the boat 
moves with the altered center of gravity from the beginning. 

 
Generally, when the boat is at rest (not moving), the 

design ensures that the front and rear drafts are the same, 
which is called even keel (not trim), as depicted in Fig. 4a. 

However, manipulating the boat's center of gravity results 
in static trim, as illustrated in Fig. 4b. The occurrence of 
trim in a stationary boat is atypical. In Fig. 4c, the boat 
exhibits altered performance due to a trim change from the 
outset. It would be more advantageous to possess 
technology capable of dynamically shifting the load while 
the boat is in motion, as depicted in Fig. 5. Fig. 5a 
showcases the boat in a stationary position, Fig. 5b 
presents the boat in motion, and Fig. 5c illustrates 
intentional load shifting, resulting in alterations in the 
boat's attitude and consequent impacts on performance. 

This study seeks to optimize boat performance by 
identifying the optimal weight configuration and center of 
gravity, utilizing Design of Experiments (DOE), Response 
Surface Methodology (RSM), and optimization 
techniques. DOE and RSM are well-established methods 
for analyzing cases involving multiple parameters33,77–81). 
DOE has become increasingly important in naval 
engineering and ship design, as modern tools enable 
optimization of hull forms and engine selection, 
potentially reducing ship drag by 12% and fuel 
consumption by up to 30%82). DOE method was also 
applied to improve the design of ship bows and has 
successfully reduced drag by up to 52%83). Not only for 
improving design performance, but DOE and RSM can 
also be used to create empirical formulas, such as 
predicting propeller performance77), predicting increased 
frictional resistance due to roughness33), and predicting 
the buckling strength of stiffened panels in the 
construction of surrogate models84). 

In this research, DOE and RSM methods are employed 
to formulate equations that assess the impact of trim and 
sinkage values on boat drag. Subsequently, the 
optimization method is applied to determine the trim and 
sinkage values associated with the minimum drag. The 
data utilized in this study are derived from Computational 
Fluid Dynamics (CFD) simulations, which have 
undergone rigorous verification and validation processes 
in accordance with guidelines from the International 
Towing Tank Conference (ITTC)85). 

 

 
Fig. 5: Illustration of dynamic changes in the center of 

gravity: (a) when the boat is not moving, (b) when the ship is in 
motion, and (c) while the ship is moving, the center of gravity 

is dynamically altered. 
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2. Materials and methods 

In the methodology of this study, the application of 
Design of Experiments (DOE), Response Surface 
Methodology (RSM), and optimization methods is 
elucidated in the diagram presented in Fig. 6. The overall 
steps of this work can be summarized as follows:  
1) Ensuring the validity of CFD simulations by 

conducting verification and validation tests;  
2) Utilizing the DOE method to vary the trim (𝑍𝑍𝑉𝑉) and 

sinkage (𝜃𝜃𝑉𝑉 ) parameters and collecting CFD data 
based on these variations;  

3) Formulating an initial valid equation for the 
responses, which include total resistance (𝑅𝑅𝑇𝑇), total 
lift force (𝐹𝐹𝑍𝑍), and moment (𝐿𝐿𝐶𝐶𝐶𝐶 ∙ 𝐹𝐹𝑍𝑍), which is then 
explained in Subsections 2.1 and 2.2;  
 

 
Fig. 6: Flowchart of the methods conducted in this research. 

 

 

4) Employing the RSM method to create parameter 
variations and collecting data (CFD simulations) to 
form nonlinear equations for each parameter;  

5) Combining the initial equations from the step 3 with 
the parameter equations from the step 4, and 
validating the equations model against the 
previously obtained CFD data;  

6) Varying the weight change configuration (𝐴𝐴%) and 
shift in center of gravity (𝐵𝐵%);  

7) Predicting the new trim (𝑍𝑍𝑉𝑉𝑖𝑖 ) and sinkage (𝜃𝜃𝑉𝑉𝑖𝑖 ) 
resulting from the weight configuration variations;  

8) Calculating the new total resistance (𝑅𝑅𝑇𝑇𝑖𝑖) based on 
the new trim and sinkage;  

9) Conducting the optimization process, where the 
objective function is to minimize drag (𝛿𝛿(𝑅𝑅𝑇𝑇 ∆⁄ )% ) 
through iterative changes in trim and sinkage, while 
satisfying the equilibrium conditions of forces 
( 𝛴𝛴𝐹𝐹Z = 0 ) and moments ( 𝛴𝛴𝑀𝑀Y = 0 ). The 
optimization algorithm used is the Generalized 
Reduced Gradient (GRG) non-linear method by 
Lasdon et al.86), which is available in Microsoft 
Excel software. 

 
2.1.Forces equilibrium of planing hull 

In simpler terms, Fig. 7 shows how various forces 
interact on the planing hull to create a balance of forces 
and moments. Along the boat's length (X axis), the thrust 
(𝑇𝑇) produced by the thruster matches the total resistance 
(𝑅𝑅𝑇𝑇 ), as explained in Equations (1) and (2). The total 
resistance (𝑅𝑅𝑇𝑇) consists of the total resistance of water and 
air, each of which consists of pressure and friction force 
components. On the vertical axis of the boat (Z axis), the 
weight of the boat which is measured based on the 
displacement force value in Newton (∆) is counteracted 
by the static (𝐹𝐹𝑠𝑠𝑠𝑠) and dynamic (𝐹𝐹𝑑𝑑𝑑𝑑) forces. The static is 
very dominated by hydrostatic forces (buoyancy), while 
the dynamic consists of hydrodynamic and aerodynamic 
forces. Then, the force components acting in the Z-axis 
direction are explained in Equations (3) and (4). In the 
boat's transverse direction (Y axis), equilibrium moments 
arise from the static (𝑙𝑙𝑠𝑠𝑠𝑠 ∙ 𝐹𝐹𝑠𝑠𝑠𝑠 ) and dynamic (𝑙𝑙𝑑𝑑𝑑𝑑 ∙ 𝐹𝐹𝑑𝑑𝑑𝑑 ) 
moments acting against the moment of the boat weight 
(𝑙𝑙𝐶𝐶𝐶𝐶 ∙ ∆), as outlined in Equations (5) and (6). 

 
𝛴𝛴𝐹𝐹𝑋𝑋 = 0  (1) 

 
𝑇𝑇 − 𝑅𝑅𝑇𝑇 = 0  (2) 

 
𝛴𝛴𝐹𝐹𝑍𝑍 = 0  (3) 

 
𝐹𝐹𝑠𝑠𝑠𝑠 + 𝐹𝐹𝑑𝑑𝑑𝑑 − ∆= 0  (4) 

 
𝛴𝛴𝑀𝑀𝑌𝑌 = 0  (5) 
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𝑙𝑙𝑠𝑠𝑠𝑠 ∙ 𝐹𝐹𝑠𝑠𝑠𝑠 + 𝑙𝑙𝑑𝑑𝑑𝑑 ∙ 𝐹𝐹𝑑𝑑𝑑𝑑 + 𝑙𝑙𝐶𝐶𝐶𝐶 ∙ (−∆) = 0  (6) 

 

 
Fig. 7: A simple illustration depicting the forces acting on a 

planing hull. 
 

2.2.Proposed model equations 
The approach employed in this study aims to derive 

model equations for the boat's resistance based on trim and 
sinkage, while maintaining force and moment equilibrium. 
Utilizing the Design of Experiments (DOE) method, it is 
imperative to establish variations in trim, sinkage, and 
their combinations, as depicted in Fig. 8. The sinkage 
value is normalized by the length of the ship (𝑍𝑍𝑉𝑉 𝐿𝐿⁄  ) 
during this process. This normalization results in the 
derivation of three equations, contingent on the values of 
trim ( 𝜃𝜃𝑉𝑉 ) and sinkage ( 𝑍𝑍𝑉𝑉 𝐿𝐿⁄  ). The first equation 
represents the total resistance (𝑅𝑅𝑇𝑇) (refer to Equation (7)), 
the second equation corresponds to the total lift force or 
equivalent weight of the boat (∆) (refer to Equations (8) 
and (9)), and the final equation describes the equivalent 
lift moment, equating to the weight moment ( 𝑙𝑙𝐶𝐶𝐶𝐶 ∙ ∆ ) 
(refer to Equations (10) and (11)). Subsequently, values 
for 𝑅𝑅𝑇𝑇, 𝐹𝐹𝑠𝑠𝑠𝑠, 𝐹𝐹𝑑𝑑𝑑𝑑, 𝑙𝑙𝑠𝑠𝑠𝑠, and 𝑙𝑙𝑑𝑑𝑑𝑑 will be obtained through 
Computational Fluid Dynamics (CFD) simulation as 
required data for formulating the model equations. 

 
𝑅𝑅𝑇𝑇 = 𝑓𝑓 �𝑍𝑍𝑉𝑉

𝐿𝐿
,𝜃𝜃𝑉𝑉�

𝐹𝐹𝑋𝑋
  (7) 

 
𝐹𝐹𝑠𝑠𝑠𝑠 + 𝐹𝐹𝑑𝑑𝑑𝑑 = 𝑓𝑓 �𝑍𝑍𝑉𝑉

𝐿𝐿
,𝜃𝜃𝑉𝑉�

𝐹𝐹𝑍𝑍
  (8) 

 
∆ = 𝑓𝑓 �𝑍𝑍𝑉𝑉

𝐿𝐿
,𝜃𝜃𝑉𝑉�

𝐹𝐹𝑍𝑍
  (9) 

 
𝑙𝑙𝑠𝑠𝑠𝑠 ∙ 𝐹𝐹𝑠𝑠𝑠𝑠 + 𝑙𝑙𝑑𝑑𝑑𝑑 ∙ 𝐹𝐹𝑑𝑑𝑑𝑑 = 𝑓𝑓 �𝑍𝑍𝑉𝑉

𝐿𝐿
,𝜃𝜃𝑉𝑉�

𝑀𝑀𝑌𝑌
  (10) 

 
𝑙𝑙𝐶𝐶𝐶𝐶 ∙ ∆ = 𝑓𝑓 �𝑍𝑍𝑉𝑉

𝐿𝐿
,𝜃𝜃𝑉𝑉�

𝑀𝑀𝑌𝑌
  (11) 

 

 
Fig. 8: Differences in (a) sinkage, (b) trim, and (c) both 

combinations result in varying draft positions. 
 

2.3.Objective function 
The objective function in this context is the equation 

necessary for determining the optimal value of parameter 
iterations that adheres to the specified boundary 
conditions87). The formulated objective function is 
articulated in Equations (12) and (13). In Equation (12), 
𝛿𝛿(𝑅𝑅𝑇𝑇 ∆0⁄ )% denotes the alteration in resistance resulting 
from the adjusted sinkage and trim parameters relative to 
the initial design conditions. Equation (13) expresses 
𝛿𝛿(𝑅𝑅𝑇𝑇 ∆𝑖𝑖⁄ )% , representing the variation in performance 
(resistance-to-weight ratio) compared to the original hull 
performance. 

The value 𝑅𝑅𝑇𝑇𝑖𝑖 is the total resistance of the ship with 
the functions of sinkage and trim as formulated in 
Equation (14). Whereas, 𝑍𝑍𝑉𝑉𝑖𝑖  and 𝜃𝜃𝑉𝑉𝑖𝑖  represent the 
changed values of sinkage and trim resulting from the 
iterations of the optimization process. The value of 𝑅𝑅𝑇𝑇0 
corresponds to the resistance at the initial design condition 
based on the initial sinkage and trim as formulated in 
Equation (15). 

 

𝛿𝛿(𝑅𝑅𝑇𝑇 ∆0⁄ )% = ��𝑅𝑅𝑇𝑇𝑖𝑖−𝑅𝑅𝑇𝑇0
𝑅𝑅𝑇𝑇0

� ∆0� � × 100%  (12) 

 

𝛿𝛿(𝑅𝑅𝑇𝑇 ∆𝑖𝑖⁄ )% = �𝑅𝑅𝑇𝑇𝑖𝑖 ∆𝑖𝑖⁄ �−�𝑅𝑅𝑇𝑇0 ∆0⁄ �
�𝑅𝑅𝑇𝑇0 ∆0⁄ �

× 100%  (13) 

 

𝑅𝑅𝑇𝑇𝑖𝑖 = 𝑓𝑓 ��𝑍𝑍𝑉𝑉𝑖𝑖
𝐿𝐿
� , �𝜃𝜃𝑉𝑉𝑖𝑖��|(𝐹𝐹𝑋𝑋)

  (14) 

 

𝑅𝑅𝑇𝑇0 = 𝑓𝑓 ��𝑍𝑍𝑉𝑉0
𝐿𝐿
� , �𝜃𝜃𝑉𝑉0��|(𝐹𝐹𝑋𝑋)

  (15) 

 
Next, the values of 𝑍𝑍𝑉𝑉𝑖𝑖 and 𝜃𝜃𝑉𝑉𝑖𝑖 must result in a lift 

value equivalent to the new displacement ( ∆𝑖𝑖 ), as 
formulated in Equation (16). The lift and displacement 
values should be equal to ensure force balance along the 
Z-axis, ∑𝐹𝐹𝑍𝑍 = 0 . The new displacement value can be 
calculated using Equation (17), where 𝐴𝐴% represents the 
change in weight value. The value of 𝐴𝐴% represents the 
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variation in the weight of the ship determined in this study, 
where the weight of the ship is varied from -10% to +10%. 

 
𝑓𝑓−1 ��𝑍𝑍𝑉𝑉𝑖𝑖

𝐿𝐿
� , �𝜃𝜃𝑉𝑉𝑖𝑖��|(𝐹𝐹𝑍𝑍)

= ∆𝑖𝑖   (16) 
 

∆𝑖𝑖= ∆0(1 + 𝐴𝐴%)  (17) 
 
The changes in the new sinkage and trim conditions 

certainly lead to adjusted moment values in accordance 
with the moment values of 𝐿𝐿𝐶𝐶𝐶𝐶𝑖𝑖 ∙ ∆𝑖𝑖. The value of 𝐿𝐿𝐶𝐶𝐶𝐶𝑖𝑖 
represents the new center of gravity position resulting 
from variations in the center of gravity shift represented 
by 𝐵𝐵% , as shown in Equation (19). The hydrodynamic 
moments generated by the new sinkage and trim must be 
equal to the weight moments with the new center of 
gravity position to ensure moment balance along the y-
axis, ∑𝑀𝑀𝑌𝑌 = 0. Therefore, all the new values of sinkage 
and trim, in order to find the resistance value, must satisfy 
the force balance along the Z-axis and moment balance 
along the Y-axis, as formulated in Equation (20). 

 
𝑓𝑓−1 ��𝑍𝑍𝑉𝑉𝑖𝑖

𝐿𝐿
� , �𝜃𝜃𝑉𝑉𝑖𝑖��|(𝑀𝑀𝑌𝑌)

= 𝐿𝐿𝐶𝐶𝐶𝐶𝑖𝑖 ∙ ∆𝑖𝑖   (18) 
 

𝐿𝐿𝐶𝐶𝐶𝐶𝑖𝑖 = 𝐿𝐿𝐶𝐶𝐶𝐶0(1 + 𝐵𝐵%)  (19) 
 
��𝑍𝑍𝑉𝑉𝑖𝑖

𝐿𝐿
� , �𝜃𝜃𝑉𝑉𝑖𝑖��|(𝐹𝐹𝑋𝑋)

= ��𝑍𝑍𝑉𝑉𝑖𝑖
𝐿𝐿
� , �𝜃𝜃𝑉𝑉𝑖𝑖��|(𝐹𝐹𝑍𝑍)

  

= ��𝑍𝑍𝑉𝑉𝑖𝑖
𝐿𝐿
� , �𝜃𝜃𝑉𝑉𝑖𝑖��|(𝑀𝑀𝑌𝑌)

  
(20) 

 
Table 1 The C-hull model parameters from Taunton et al.88) serve as an 

object of study in this research. 
Parameter Symbol Value Unit 
Length overall 𝐿𝐿 2.00 m 
Beam 𝐵𝐵 0.46 m 
Draught 𝑇𝑇 0.09 m 
Volume Displacement ∇ 0.027 m3 
Displaced weight Force ∆ 243.40 N 
Length/cube root of the 
displaced volume 

𝐿𝐿/𝛻𝛻1 3⁄  6.86  

Length overall/beam 𝐿𝐿/𝐵𝐵 4.35  
Deadrise angle 𝛽𝛽 22.50 degree 
Longitudinal center of 
gravity 

𝑙𝑙CG 33.00 %L 

 
2.4.Hull model data 

The hull model used in this study is the C hull model 
from Taunton et al. 88). The planing craft model with these 
parameters will be the reference value to improve its 
performance with variations in weight and center of 
gravity configurations. The properties of the hull are 
described in Table 1. The geometric model of this hull can 
be downloaded on the reference page, so that repeated or 
further testing and research can be carried out88). 

 

2.5.CFD simulation 
2.5.1. Computational settings 

In this study, CFD simulations using the governing 
equations based on an unsteady Reynolds-Averaged 
Navier-Stokes (uRANS) were employed to acquire the 
necessary data. The conservation of mass and momentum 
equations are solved with a commercial CFD software, 
ANSYS FLUENT. The average continuity and 
momentum equations are given in Equations (21) and (22). 
Where: 𝑈𝑈𝑖𝑖  is the average speed component; 𝑃𝑃�  is the 
average pressure; 𝜌𝜌 is the effective density of the fluid; 
𝜇𝜇 is the effective viscosity; 𝑢𝑢𝑖𝑖′ is the fluctuation velocity 
component; 𝜌𝜌𝑈𝑈𝚤𝚤′���𝑈𝑈𝚥𝚥′���  is the Reynolds stress, 𝜏𝜏𝚤𝚤𝚥𝚥���  is the 
tensor component of the mean viscous stress89), as given 
in Equation (23). 

 
𝜕𝜕(𝜌𝜌𝑈𝑈𝚤𝚤���)
𝜕𝜕𝑥𝑥𝑖𝑖

= 0  (21) 
 
𝜕𝜕(𝜌𝜌𝑈𝑈𝚤𝚤���)
𝜕𝜕𝑠𝑠

+ 𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

�𝜌𝜌𝑈𝑈𝚤𝚤�𝑈𝑈𝚥𝚥� + 𝜌𝜌𝑈𝑈𝚤𝚤′���𝑈𝑈𝚥𝚥′���� = − 𝜕𝜕𝑃𝑃�

𝜕𝜕𝑥𝑥𝑖𝑖
+ 𝜕𝜕𝜏𝜏𝚤𝚤𝚤𝚤����

𝜕𝜕𝑥𝑥𝑗𝑗
  (22) 

 
𝜏𝜏𝚤𝚤𝚥𝚥���  = 𝜇𝜇 �𝜕𝜕𝑈𝑈𝚤𝚤

���

𝜕𝜕𝑥𝑥𝑗𝑗
+ 𝜕𝜕𝑈𝑈𝚤𝚤����

𝜕𝜕𝑥𝑥𝑖𝑖
�  (23) 

 

𝛼𝛼(�⃗�𝑥, 𝑡𝑡) = �∆1, �⃗�𝑥,∈ 𝑉𝑉1
∆0, �⃗�𝑥,∈ 𝑉𝑉2

 (24) 

 
In this simulation, the VOF (volume of fluid) method 

was utilized to capture the influence of a free surface on 
the computational model. The VOF technique was well-
suited for representing multiple distinct flow phases. The 
water and air fluid domains were characterized by the 
volume fraction attribute in Equation (24), where 𝑉𝑉 
denotes the designated computational domain, 𝑉𝑉1 
represents the volume of fluid 1, and 𝑉𝑉2 represents the 
volume of fluid 2. Each grid cell was assigned a volume 
fraction value of either 1 or 0 to distinguish between the 
air and water fluids90). 

The turbulence model selected for this study was the 
SST (Shear Stress Transport) 𝑘𝑘 -𝜔𝜔  model. This model 
incorporates the 𝑘𝑘-𝜔𝜔 wall function, which is specifically 
designed for accurate modeling near the wall region. It 
captures the turbulent flow characteristics in this region 
effectively. Additionally, the model also includes the 𝑘𝑘-𝜀𝜀 
model, which is suitable for modeling the far field of the 
flow domain. By combining these two models, the SST 
𝑘𝑘 -𝜔𝜔  model provides a comprehensive representation of 
turbulence throughout the entire flow field91). 

Accurate selection of the time step value is crucial when 
conducting simulations that exhibit instability, as it 
directly influences the Courant number. To ensure reliable 
results, the ITTC (International Towing Tank Conference) 
provides a recommended time step range of ∆𝑡𝑡 =
0.005 − 0.01𝐿𝐿/𝑉𝑉 92), where 𝐿𝐿  represents the length of 
hull, and 𝑉𝑉 represents the boat velocity. Adhering to this 
guideline, the present simulation is performed with a time 
step value within the recommended range, guaranteeing 
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the reliability of the obtained results. Proper consideration 
of the time step helps maintain numerical stability and 
captures transient phenomena accurately during the 
simulation. 

 

 
Fig. 9: Setting the size of the domain and the boundary 

conditions employed. 
 

2.5.2. Domain and boundary condition settings 
The boundary conditions and size of the computational 

domain were determined according to the illustration 
shown in Fig. 9. For the inlet, a velocity inlet boundary 
condition was applied to accommodate multiple fluids 
entering the domain. On the other hand, the outlet was set 
as a pressure outlet boundary condition for the multiple 
fluids exiting the domain. The hull model was created as 
a half-model and then split with a symmetry plane, which 
was defined as a symmetry boundary to exploit the 
symmetry of the problem. The hull model was assigned a 
no-slip condition, ensuring that the fluid velocity is zero 
at the solid surface. The top, bottom, and sides of the 
domain were set to a free-slip condition, allowing 
tangential flow but preventing normal flow through these 
boundaries93). To account for the body motion of the hull 
model, a fixed or static mesh approach was adopted. The 
efficacy of the fixed mesh method was evaluated by 
Doustdar and Kazemi94), and the results were found to be 
comparable to those obtained using the dynamic mesh 
method, suggesting that the fixed mesh approach is 
sufficient for this simulation. 

 
2.5.3. Mesh generation 

To assess the uncertainty of numerical simulations, a 
grid independence test is conducted 95), which involves 
utilizing three different mesh sizes: coarse, medium, and 
fine. In this test, each mesh is refined by dividing it in half. 
Consequently, a medium mesh contains twice as many 
elements as a coarse mesh. Similarly, a fine mesh has 
twice the number of elements as a medium mesh. This 
progressive refinement allows for evaluating the 
sensitivity of the simulation results to the mesh size and 
determining the point at which further mesh refinement 
does not significantly impact the results. 

 

 
Fig. 10: Mesh and inflation layer generation for the medium 

configuration (2.5 million). 
 

The arrangement of the mesh must comply with the 
guidelines for modeling turbulent flow using the selected 
turbulence model. In order to accurately apply the wall 
function approach (where, 30 <  𝑦𝑦+ < 300 ), the initial 
mesh distance was set to approximately 60 units of 𝑦𝑦+. 
Additionally, the mesh was configured to include an 
inflation layer. A visual representation of the mesh 
arrangement can be seen in Fig. 10, providing an overview 
of the mesh structure and its characteristics. This 
information is crucial for understanding the specifics of 
the mesh design and its adherence to the requirements of 
the turbulent flow simulation. 

 
2.6.Design of experiment (DOE) method calculation 

In this study, the type of Design of Experiments (DOE) 
employed is the Two-level Full Factorial Design. With 
only two parameters involved, a total of 2^2 or 4 
specimens are required to collect the necessary data96). 
Consequently, four different combinations of specimens 
will be simulated using CFD software. Each of these 
specimens will provide three crucial response variables: 
drag, lift, and moment. Hence, at this stage, there is a total 
of 4 × 3 or 12 data points that need to be processed. The 
DOE methodology enables a systematic and efficient 
approach to collect and analyze the required data while 
minimizing the number of experiments conducted. 

The values for the parameters, assigned as the upper 
(high) and lower (low) levels, are described in  

Table 2. The lower values are determined based on the 
ship's position and attitude when even keel, while the 
upper values are determined when the hull is in the initial 
design position and attitude resulting from experiments 
conducted by Taunton et al.88) at that speed. Determining 
these two boundaries is crucial as it will affect the 
interpolated parameter values and may even lead to 
extrapolation. 

The response equations that will be formulated later are 
represented by Equation (25), where 𝑌𝑌  denotes the 
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responses, 𝛽𝛽(0) denotes the grand average derived from 
the initial data, 𝛽𝛽(i)  signifies the effect value of each 
parameter, and X(i)  represents the weight of the 
parameter. The 𝛽𝛽(i)  value is obtained by taking the 
average product when 𝑌𝑌(i)  is multiplied by 𝑋𝑋(i) . For a 
more comprehensive explanation, please refer to the 
literatures33,78). 

 
𝑌𝑌 = 𝛽𝛽(0) + 𝛽𝛽

�𝑍𝑍𝑉𝑉𝐿𝐿 �
∙ 𝑋𝑋

�𝑍𝑍𝑉𝑉𝐿𝐿 �
+ 𝛽𝛽(𝜃𝜃𝑉𝑉) ∙ 𝑋𝑋(𝜃𝜃𝑉𝑉) +

𝛽𝛽
�𝑍𝑍𝑉𝑉𝐿𝐿 𝜃𝜃𝑉𝑉�

∙ 𝑋𝑋
�𝑍𝑍𝑉𝑉𝐿𝐿 𝜃𝜃𝑉𝑉�

  
(25) 

 
2.7.Response surface method (RSM) calculation 

In order to determine the functional form of each 
weighted parameter (𝑋𝑋(i)), the Response Surface Method 
(RSM) was employed. To account for potential non-
linearity in the function, additional values for each 

parameter were determined and presented in Table 3. 
These additional values, namely Midpoint, High+, and 
High++, were introduced to facilitate extrapolation of the 
equation and capture a wider range of response results33). 
The determination of adding points is actually flexible, 
whether it is interpolation (between -1 and +1) or 
extrapolation. Then, CFD simulations need to be 
conducted for each of these new parameter combinations 
to acquire the required data. Polynomial regression 
analysis will then be utilized to examine the relationship 
between the obtained data and the formulated equations. 
By adopting this approach, a comprehensive evaluation of 
the response outcomes and their correlation with the 
specified equations can be achieved, taking into 
consideration the potential non-linear behavior of the 
system. 

 
 

Table 2 Analyzing the variation in the values of the parameters. 
 Parameters Symbol, (𝐢𝐢) Initial condition Low, 𝑿𝑿(𝐢𝐢) = −𝟏𝟏 High, 𝑿𝑿(𝐢𝐢) = +𝟏𝟏 

a Dynamic sinkage at CG/ 
Length overall 𝑍𝑍V 𝐿𝐿⁄  

0.04
2

= 0.02 
0.00

2
= 0.00 

0.04
2

= 0.02 

b Dynamic trim angle [°] 𝜃𝜃V 2.67 0.00 2.67 
 

Table 3 Determination of the midpoint and extrapolated value for each parameter in the RSM method. 

 Parameters Symbol, 
(𝐢𝐢) 

Low, 
𝑿𝑿(𝐢𝐢) = −𝟏𝟏 

Midpoints,  
−𝟏𝟏 < 𝑿𝑿(𝐢𝐢) < +𝟏𝟏 

High,  
𝑿𝑿(𝐢𝐢) = +𝟏𝟏 

High+,  
𝑿𝑿(𝐢𝐢) > +𝟏𝟏 

High+ +,  
𝑿𝑿(𝐢𝐢) > +𝟏𝟏 

a Dynamic sinkage at 
CG/ Length overall 𝑍𝑍𝑉𝑉 𝐿𝐿⁄  0.00 0.01 0.02 0.03 0.04 

b Dynamic trim angle [°] 𝜃𝜃𝑉𝑉 0.00 1.335 2.67 4.005 5.34 

 
3. Results and discussions 
3.1.CFD simulation results 

This subsection focuses on the outcomes of the CFD 
simulation work, encompassing the verification test, 
validation test, and analysis of the results. The specific 
results obtained from the simulations include drag (𝐹𝐹𝑋𝑋), 
lift (𝐹𝐹𝑍𝑍 ), and moment (𝑀𝑀𝑌𝑌 ). These parameters provide 
crucial insights into the forces and moments experienced 
by the system under investigation. The verification test 
ensures that the simulation setup is correctly implemented 
and produces reliable results, while the validation test 
assesses the accuracy of the simulation by comparing it to 
experimental or theoretical data. The analysis of the 
results aids in understanding the behavior of the system 
and drawing meaningful conclusions from the simulation 
work. 

 
3.1.1. CFD verification study 

To evaluate the potential inaccuracies in both space and 
time of the simulations, convergence studies were 
conducted. In order to estimate the numerical 
uncertainties, the Grid Convergence Index (GCI) method 
based on Generalized Richardson Extrapolation 97). The 

GCI method involves calculating the ratio of the error 
between two different grid resolutions, which provides 
valuable information about the rate at which the error 
decreases as the resolution increases. According to Celik 
et al.98), the sequence of calculation for this method is as 
follows: 

 
𝑝𝑝𝑎𝑎 = 1

ln(𝑟𝑟21)
�ln �𝜀𝜀32

𝜀𝜀21
� + 𝑞𝑞(𝑝𝑝𝑎𝑎)�  (26) 

 

𝑞𝑞(𝑝𝑝𝑎𝑎) = ln �𝑟𝑟21
𝑝𝑝𝑎𝑎−𝑠𝑠
𝑟𝑟32
𝑝𝑝𝑎𝑎−𝑠𝑠

�  (27) 

 
𝑠𝑠 = sign �𝜀𝜀32

𝜀𝜀21
�  (28) 

 
Where, 𝐹𝐹21  and 𝐹𝐹32  are refinement factors given by 

𝐹𝐹21 = �𝑁𝑁1 𝑁𝑁2⁄3   for a spatial convergence study of a 3D 
model. convergence study. 𝑁𝑁𝑖𝑖 are the cell number. 𝜀𝜀32 =
∅3 − ∅2, 𝜀𝜀21 = ∅2 − ∅1, and ∅𝑖𝑖 denotes the simulation 
result, i.e., 𝑅𝑅T ∆⁄  in this study. 

The extrapolated value is calculated by: 
 

∅𝑒𝑒𝑥𝑥𝑠𝑠21 = 𝑟𝑟21
𝑝𝑝 ∅1−∅2
𝑟𝑟21
𝑝𝑝 −1

  (29) 
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The approximate relative error, 𝑒𝑒𝑎𝑎21, is obtained by: 
 

𝑒𝑒𝑎𝑎21 = �∅1−∅2
∅1

�  (30) 
 
The extrapolated relative error, 𝑒𝑒𝑒𝑒𝑥𝑥𝑠𝑠21 , is obtained by: 
 

𝑒𝑒𝑒𝑒𝑥𝑥𝑠𝑠21 = �∅𝑒𝑒𝑒𝑒𝑒𝑒
21 −∅1
∅𝑒𝑒𝑒𝑒𝑒𝑒
21 �  (31) 

 
Finally, the fine-grid convergence index is found by: 
 

𝐺𝐺𝐺𝐺𝐺𝐺𝑓𝑓𝑖𝑖𝑓𝑓𝑒𝑒21 = 1.25𝑒𝑒𝑎𝑎21

𝑟𝑟21
𝑝𝑝 −1

  (32) 
 
The result of numerical uncertainty calculation was 

obtained as 1.73%, with the detailed calculation shown in 
Table 4.  

 
Table 4 Parameters employed for calculating the discretization 

error in the spatial convergence study. 
Parameter Value Parameter Value 

𝑁𝑁1 (Coarse) 1.2×106 𝜀𝜀32 -0.0004 

𝑁𝑁2 (Medium) 2.5×106 𝜀𝜀21 -0.0007 

𝑁𝑁3 (Fine) 5.5×106 𝑠𝑠 1.0000 

𝐹𝐹21 1.2700 𝑒𝑒𝑎𝑎21 0.0037 

𝐹𝐹32 1.3054 𝑞𝑞 -0.1231 

∅1 0.1874 𝑝𝑝𝑎𝑎 2.8563 

∅2 0.1867 ∅𝑒𝑒𝑥𝑥𝑠𝑠21  0.1900 

∅3 0.1863 𝑒𝑒𝑒𝑒𝑥𝑥𝑠𝑠21  1.36% 
  𝐺𝐺𝐺𝐺𝐺𝐺𝑓𝑓𝑖𝑖𝑓𝑓𝑒𝑒21  1.73% 

 

 
Fig. 11: Validation test results comparing with Taunton et al. 88) 

and Savitsky99). 
 

3.1.2. CFD validation study 
This CFD simulation was validated with experimental 

tests. The experimental results being compared are the 
results of research from Taunton et al.88) using the precise 
same hull model, namely the hull C model. The 
calculations using the empirical method from Savitsky99) 
were also provided. All three of them are presented in the 

graph in Fig. 11. The errors are calculated using Equation 
(33) to assess the precision of current CFD results. 
Experimental and numerical data are indicated by the 
subscripts 𝐸𝐸𝑋𝑋𝑃𝑃  and 𝐺𝐺𝐹𝐹𝐶𝐶 , respectively. Equation (34) 
calculates RMSE (Root Mean Square Error), which 
measures the errors of the samples based on the speed 
variations. Therefore, the error result of this simulation 
modeling on the experimental results is 4.45%, as shown 
in Table 5. 

 
𝐸𝐸(𝑅𝑅𝑇𝑇 ∆⁄ )% = (𝑅𝑅𝑇𝑇 ∆⁄ )𝐶𝐶𝐶𝐶𝐶𝐶−(𝑅𝑅𝑇𝑇 ∆⁄ )𝐸𝐸𝑋𝑋𝐸𝐸

(𝑅𝑅𝑇𝑇 ∆⁄ )𝐸𝐸𝑋𝑋𝐸𝐸
× 100%  (33) 

 

RSME = �∑ (𝐸𝐸2)
𝑁𝑁

𝑁𝑁
𝑖𝑖=1   (34) 

 
Table 5 Summary of the errors observed in different CFD 

models employed in the current research. 
𝐅𝐅𝐅𝐅𝛁𝛁 (𝑹𝑹𝑻𝑻 ∆⁄ )𝑬𝑬𝑿𝑿𝑬𝑬 (𝑹𝑹𝑻𝑻 ∆⁄ )𝑪𝑪𝑪𝑪𝑪𝑪 𝑬𝑬(𝑹𝑹𝑻𝑻 ∆⁄ )% 

2.39 0.1419 0.1297 -8.58 
3.68 0.1821 0.1867 2.56 
4.80 0.2427 0.2480 2.18 
5.96 0.3435 0.3546 3.25 
7.12 0.4604 0.4688 1.83 

RSME 4.45 
 
In this analysis, the uncertainty value ( 𝑈𝑈𝑉𝑉 ) was 

determined using the methodology outlined by ITTC 
(2008). The calculation of 𝑈𝑈𝑉𝑉 was performed using the 
equation provided below: 

 
𝑈𝑈𝑉𝑉2 = 𝑈𝑈𝐷𝐷2 + 𝑈𝑈𝑆𝑆𝑁𝑁2  (35) 

 
Where 𝑈𝑈𝐷𝐷  represents the uncertainty of the 

experimental results, and 𝑈𝑈𝑆𝑆𝑁𝑁  represents the numerical 
uncertainty. Based on Taunton et al. (2010), the 
experimental uncertainty is ~3.2%. According to the 
section of Verification study, the value of 𝑈𝑈𝑆𝑆𝑁𝑁 is 1.73%. 
Thus, using Equation (35), the uncertainty value for this 
analysis was 𝑈𝑈𝑉𝑉 = 3.64%. 

 
3.2.Design of experiment (DOE) method results 

All specimens, along with the CFD simulation results 
and the corresponding effect (𝛽𝛽(i) )calculations, which 
were varied based on the DOE method, are tabulated in 
Table 6. The CFD simulation results, also known as 
responses, are presented in a non-dimensional form. 
Therefore, the drag is represented as 𝑅𝑅𝑇𝑇 ∆⁄  , where the 
drag force divided by displacement. The lift is represented 
as 𝐹𝐹𝑍𝑍 ∆⁄  , where the lift force divided by displacement. 
The moment is represented as 𝑀𝑀𝑌𝑌 (∆ ∙ 𝐿𝐿)⁄  , where the 
moment divided by the product of displacement and 
boat’s length. The calculated effect 𝛽𝛽(i)  values of each 
parameter for each response are also presented. 

The effect 𝛽𝛽(i)|𝑅𝑅𝑇𝑇 ∆⁄ |  value represents the effect of 
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parameters on the response of drag. In the case of the drag 
response (𝑅𝑅T ∆⁄ ), the sinkage (𝑍𝑍V) has a negative effect (-
0.0867), indicating that increasing the sinkage value will 
decrease the drag. Similarly, the trim (𝜃𝜃V) has a negative 
effect (-0.0007), meaning that an increase in trim will 
result in a decrease in drag. The significance of the 
sinkage effect is more pronounced than the trim effect, 
indicating that making changes to the sinkage will have a 
greater influence on drag compared to adjusting the trim. 

On the other hand, different trends are observed in the 
effect 𝛽𝛽(i)|𝐹𝐹𝑍𝑍 ∆⁄ |  values for the lift response. In the lift 
response (𝐹𝐹Z ∆⁄  ), the effect of trim is positive (0.2581), 
indicating that increasing the trim value will lead to an 
increase in lift. In contrast, the effect of sinkage on the lift 
response is negative (-0.3316), indicating that an increase 
in sinkage will lead to a decrease in lift force. It is evident 
that the trim effect is more prominent than the sinkage 
effect, suggesting that adjusting the trim value has a 
greater impact on increasing lift compared to modifying 
the sinkage value. 

Regarding the moment response (𝑀𝑀Y (∆ ∙ 𝐿𝐿)⁄  ), both 
parameters have positive effects, with the sinkage 
parameter being more dominant. Therefore, changing the 
sinkage value is the most effective approach to modify the 
moment value. 

The response equations for 𝑅𝑅𝑇𝑇 ∆⁄   are explained in 
Equations (36) and (37). The response equations for 𝐹𝐹Z ∆⁄  
are explained in Equations (38) and (39). The response 
equations for 𝑀𝑀Y (∆ ∙ 𝐿𝐿)⁄  are explained in Equations(40) 
and (41). 

The equation form of the model for the drag response is 
given by: 

 
𝑅𝑅T ∆⁄ = 𝛽𝛽(0)�𝑅𝑅T∆ �

+ 𝛽𝛽
�𝑍𝑍V𝐿𝐿 �

�𝑅𝑅T∆ �
∙ 𝑋𝑋

�𝑍𝑍V𝐿𝐿 �
+ 𝛽𝛽(𝜃𝜃V)�𝑅𝑅T∆ �

∙ 𝑋𝑋(𝜃𝜃V) + 𝛽𝛽
�𝑍𝑍V𝐿𝐿 𝜃𝜃V��𝑅𝑅T∆ �

∙ 𝑋𝑋
�𝑍𝑍V𝐿𝐿 �

∙ 𝑋𝑋(𝜃𝜃V) 

(36) 

 
The equation for predicting drag is derived by 

incorporating the obtained values of the effect coefficients 
as follows: 
 

𝑅𝑅T ∆⁄ = 0.2587 − 0.0867 ∙ 𝑋𝑋
�𝑍𝑍V𝐿𝐿 �

− 0.0007

∙ 𝑋𝑋(𝜃𝜃V) + 0.0155 ∙ 𝑋𝑋
�𝑍𝑍V𝐿𝐿 �

∙ 𝑋𝑋(𝜃𝜃V) 

(37) 

 
Secondly, the equation for the lift response is 

formulated using the following approach: 
 
𝐹𝐹Z ∆⁄ = 𝛽𝛽(0)�𝐹𝐹Z∆ �

+ 𝛽𝛽
�𝑍𝑍V𝐿𝐿 �

�𝐹𝐹Z∆ �
∙ 𝑋𝑋

�𝑍𝑍V𝐿𝐿 �
+ 𝛽𝛽(𝜃𝜃V)�𝐹𝐹Z∆ �

∙ 𝑋𝑋(𝜃𝜃V) + 𝛽𝛽
�𝑍𝑍V𝐿𝐿 𝜃𝜃V��𝐹𝐹Z∆ �

∙ 𝑋𝑋
�𝑍𝑍V𝐿𝐿 �

∙ 𝑋𝑋(𝜃𝜃V) 

(38) 

 
As a result, the following equation can be utilized to 

predict the lift response: 
 

𝐹𝐹Z ∆⁄ = 0.9501 − 0.3316 ∙ 𝑋𝑋
�𝑍𝑍V𝐿𝐿 �

+ 0.2581

∙ 𝑋𝑋(𝜃𝜃V) + 0.0064 ∙ 𝑋𝑋
�𝑍𝑍V𝐿𝐿 �

∙ 𝑋𝑋(𝜃𝜃V) 

(39) 

 
Thirdly, in the case of the moment response, the 

equation formulation is as follows: 
 

𝑀𝑀Y

∆. 𝐿𝐿
× 10−3 = 𝛽𝛽(0)�𝑀𝑀Y

∆.𝐿𝐿�
+ 𝛽𝛽

�𝑍𝑍V𝐿𝐿 ��𝑀𝑀Y
∆.𝐿𝐿�

∙ 𝑋𝑋
�𝑍𝑍V𝐿𝐿 �

+ 𝛽𝛽(𝜃𝜃V)�𝑀𝑀Y
∆.𝐿𝐿�

∙ 𝑋𝑋(𝜃𝜃V)

+ 𝛽𝛽
�𝑍𝑍V𝐿𝐿 𝜃𝜃V��𝑀𝑀Y

∆.𝐿𝐿�
∙ 𝑋𝑋

�𝑍𝑍V𝐿𝐿 𝜃𝜃V�
 

(40) 

 
Then, the following is the outcome of formulating the 

equation to predict the moment response: 
 

𝑀𝑀Y

∆. 𝐿𝐿
× 10−3 = −38.89 + 38.18 ∙ 𝑋𝑋

�𝑍𝑍V𝐿𝐿 �

+ 0.0413 ∙ 𝑋𝑋(𝜃𝜃V) + 0.04
∙ 𝑋𝑋

�𝑍𝑍V𝐿𝐿 �
∙ 𝑋𝑋(𝜃𝜃V) 

(41) 

 
Table 6 The Design of Experiments (DOE) matrix, comprising parameter combinations, and the retrieval of data results from 

CFD simulations for each response. 

Model 

Label 
Comb 

𝑿𝑿(𝐢𝐢) 𝑹𝑹𝐓𝐓
∆�  𝜷𝜷(𝐢𝐢)�𝑹𝑹𝑻𝑻∆ �

 𝑪𝑪𝐙𝐙
∆�  𝜷𝜷(𝐢𝐢)�𝑪𝑪𝒁𝒁∆ �

 𝑴𝑴𝐘𝐘 ∆.𝑳𝑳⁄  
(×10-3) 

𝜷𝜷(𝐢𝐢)�𝑴𝑴𝒀𝒀
∆.𝑳𝑳�

 
𝑿𝑿
�𝒁𝒁𝐕𝐕𝑳𝑳 �

 𝑿𝑿(𝜽𝜽𝐕𝐕) 𝑿𝑿
�𝒁𝒁𝐕𝐕𝑳𝑳 �

.𝑿𝑿(𝜽𝜽𝐕𝐕) 

C_0 0 -1 -1 +1 0.3617 0.2587 1.03 0.9501 -76.25 -38.89 

C_a 𝑍𝑍V
𝐿𝐿�  +1 -1 -1 0.1572 -0.0867 0.354 -0.3316 -16.38 38.18 

C_b 𝜃𝜃V -1 +1 -1 0.3292 -0.0007 1.5334 0.2581 -77.89 7.43 

C_ab 𝑍𝑍V
𝐿𝐿� 𝜃𝜃V +1 +1 +1 0.1867 0.0155 0.8831 0.0064 14.98 8.25 
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3.3.Response surface method (RSM) results 

This chapter unveils the results of the function 
formulation for each parameter ( 𝑍𝑍𝑉𝑉 𝐿𝐿⁄   and 𝜃𝜃V ), 
corresponding to the three responses: 𝑅𝑅𝑇𝑇 ∆⁄ , 𝐹𝐹𝑍𝑍 ∆⁄ , and 
𝑀𝑀𝑌𝑌 (∆ ∙ 𝐿𝐿)⁄ . Tables 7 and 8 present the outcomes of the 
Response Surface Method (RSM) for the sinkage 
parameter and trim parameter, respectively. The weight of 
the 𝑋𝑋(i)  parameter value is determined based on the 
proportionality observed in the Computational Fluid 
Dynamics (CFD) simulation results. The subsequent 
section illustrates the outcomes of formulating a function 
for each parameter (𝑍𝑍V 𝐿𝐿⁄  and 𝜃𝜃V) concerning the three 
responses—𝑅𝑅𝑇𝑇 ∆⁄ , 𝐹𝐹𝑍𝑍 ∆⁄ , and 𝑀𝑀𝑌𝑌 (∆ ∙ 𝐿𝐿)⁄ . 

 
Table 7 and Table 8 show the results of the RSM for the 

sinkage parameter and trim parameter, respectively. The 

weight of parameter values 𝑋𝑋(i) was established based on 
the CFD simulation results. For example, in  

Table 7, the value 𝑋𝑋(𝑍𝑍V 𝐿𝐿⁄ )|𝑅𝑅T ∆⁄ | for Low and High are 
locked at values -1 and 1. Then, the Medium, High+ and 
High++ values are determined using a polynomial curve 
fitting to match the 𝑅𝑅𝑇𝑇 ∆⁄  response due to the 𝑍𝑍𝑉𝑉 𝐿𝐿⁄  or 
𝜃𝜃𝑉𝑉 variables. The same treatment was also carried out for 
the lift and moment response. Therefore, the function 
results for each parameter for each response are described 
in Fig. 12 to Fig. 14 and Equations (42) to (47). 

The results of non-linear regression from order 2 to 
order 4 are shown in Fig. 12 to Fig. 14. The equation of 
order 2 is referred to as y1, the equation of order 3 is 
referred to as y2, and the equation of order 4 is referred to 
as y3. Each equation, with its respective order, will be 
tested for accuracy validation in the next subsection. 

 
Table 7 The results of data obtained from CFD simulations for predicting the sinkage parameter equation. 

Model Label Position 𝒁𝒁𝑽𝑽 𝑳𝑳⁄  𝜽𝜽𝑽𝑽 𝑹𝑹𝑻𝑻
∆�  

𝑿𝑿
�𝒁𝒁𝑽𝑽𝑳𝑳 ��𝑹𝑹𝑻𝑻∆ �

 𝑪𝑪𝒁𝒁
∆�  

𝑿𝑿
�𝒁𝒁𝑽𝑽𝑳𝑳 ��𝑪𝑪𝒁𝒁∆ �

 𝑴𝑴𝒀𝒀 × (𝟏𝟏𝟏𝟏−𝟑𝟑)
∆.𝑳𝑳

 
𝑿𝑿
�𝒁𝒁𝑽𝑽𝑳𝑳 ��𝑴𝑴𝒀𝒀

∆.𝑳𝑳�
 

C_a(-1) Low 0.00 

2.67 

0.3292 -1.00 1.5334 -1.00 -77.89 -1.00 
C_a(0) Medium 0.01 0.2493 0.13 1.1897 0.07 -39.97 -0.20 

C_a(+1) High 0.02 0.1867 1.00 0.8831 1.00 14.98 1.00 
C_a(+2) High+ 0.03 0.1320 1.78 0.5955 1.90 63.35 2.03 
C_a(+3) High+ + 0.04 0.0669 2.73 0.2594 2.93 46.57 1.65 

 

Table 8 The results of data obtained from CFD simulations for predicting the trim parameter equation. 

Model Label Position 𝒁𝒁𝑽𝑽 𝑳𝑳⁄  𝜽𝜽𝑽𝑽 𝑹𝑹𝑻𝑻
∆�  𝑿𝑿(𝜽𝜽𝑽𝑽)�𝑹𝑹𝑻𝑻∆ �

 𝑪𝑪𝒁𝒁
∆�  𝑿𝑿(𝜽𝜽𝑽𝑽)�𝑪𝑪𝒁𝒁∆ �

 𝑴𝑴𝒀𝒀 × (𝟏𝟏𝟏𝟏−𝟑𝟑)
∆.𝑳𝑳

 𝑿𝑿(𝜽𝜽𝑽𝑽)�𝑴𝑴𝒀𝒀
∆.𝑳𝑳�

 

C_b(-1) Low 

0.02 

0.00 0.1572 -1.0 0.3540 -1.00 -16.3801 -1.00 
C_b(0) Medium 1.34 0.1692 -0.2 0.5748 -0.15 -3.1538 -0.15 

C_b(+1) High 2.67 0.1867 1.0 0.8831 1.00 14.9761 1.00 
C_b(+2) High+ 4.01 0.2241 3.6 1.2289 2.35 35.9273 2.30 
C_b(+3) High+ + 5.34 0.2838 7.7 1.6075 3.75 59.3753 3.78 

 

 
Fig. 12: Non-linear regressions used to determine the equations for the sinkage and trim parameters in relation to the drag 

response. 
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Fig. 13: Employing nonlinear regressions to establish equations for the sinkage and trim parameters concerning the lift response. 

 

 
Fig. 14: Utilizing nonlinear regressions to determine the equations with respect to the moment response. 

 
Based on the obtained function matches for each 

parameter and response, an equation is derived for each 
parameter weight. The following equation represents the 
weight of the sinkage parameter (𝑍𝑍𝑉𝑉 𝐿𝐿⁄  ) for the drag 
response (𝑅𝑅𝑇𝑇 ∆⁄ ) described in Fig. 12 (left), which can be 
chosen based on order 2 to 4, referred to as y1, y2, or y3. It 
should be understood that order selection affects value 
accuracy and computational complexity. Therefore, the 
equation for obtaining the parameter weight is as follows: 

𝑋𝑋
�𝑍𝑍𝑉𝑉𝐿𝐿 �|𝑅𝑅𝑇𝑇 ∆⁄ |

→ 𝑦𝑦(n)(𝑥𝑥 = 𝑍𝑍𝑉𝑉 𝐿𝐿⁄ )  

in Fig. 12 left  
(42) 

The equation for the weight of the trim parameter (𝜃𝜃𝑉𝑉) 
in relation to the drag response (𝑅𝑅𝑇𝑇 ∆⁄ ) is as follows: 

 
𝑋𝑋(𝜃𝜃𝑉𝑉)|𝑅𝑅𝑇𝑇 ∆⁄ |

→ 𝑦𝑦(n)(𝑥𝑥 = 𝜃𝜃𝑉𝑉)  
in Fig. 12 right 

(43) 

 
Meanwhile, the equation for the sinkage parameter 

(𝑍𝑍𝑉𝑉 𝐿𝐿⁄ ) in relation to the lift response (𝐹𝐹𝑍𝑍 ∆⁄ ) is as follows: 
 

𝑋𝑋
�𝑍𝑍𝑉𝑉𝐿𝐿 �|𝐹𝐹𝑍𝑍 ∆⁄ |

→ 𝑦𝑦(n)(𝑥𝑥 = 𝑍𝑍𝑉𝑉 𝐿𝐿⁄ )  

in Fig. 13 left 
(44) 

 
The trim (𝜃𝜃𝑉𝑉 ) parameter weight equation for the lift 

response (𝐹𝐹𝑍𝑍 ∆⁄ ) is as follows: 
 

𝑋𝑋(𝜃𝜃𝑉𝑉)|𝐹𝐹𝑍𝑍 ∆⁄ |
→ 𝑦𝑦(n)(𝑥𝑥 = 𝜃𝜃𝑉𝑉)  

in Fig. 13 right 
(45) 

 
For the moment response (𝑀𝑀𝑌𝑌 (∆ ∙ 𝐿𝐿)⁄  ), the sinkage 

parameter (𝑍𝑍𝑉𝑉 𝐿𝐿⁄ ) weight equation is as follows: 
 

𝑋𝑋
�𝑍𝑍𝑉𝑉𝐿𝐿 �|𝑀𝑀𝑌𝑌 ∆.𝐿𝐿⁄ |

→ 𝑦𝑦(n)(𝑥𝑥 = 𝑍𝑍𝑉𝑉 𝐿𝐿⁄ )  

in Fig. 14 left 
(46) 

 
The trim parameter ( 𝜃𝜃𝑉𝑉 ) weight equation for the 

moment (𝑀𝑀𝑌𝑌 (∆ ∙ 𝐿𝐿)⁄ ) is as follows: 
 

𝑋𝑋(𝜃𝜃𝑉𝑉)|𝑀𝑀𝑌𝑌 ∆.𝐿𝐿⁄ |
→ 𝑦𝑦(n)(𝑥𝑥 = 𝜃𝜃𝑉𝑉)  

in Fig. 14 right 
(47) 

 
3.4.Validation of model equations 

Since the three response equations have been 
successfully formulated, it is now possible to predict the 
values of drag, lift, and moment based on the sinkage and 
trim parameters without the need to conduct additional 
CFD simulations. To forecast the drag ( 𝑅𝑅𝑇𝑇 ∆⁄  ), a 
combination of Equations (37), (42) and (43) can be 
employed. Similarly, the lift (𝐹𝐹𝑍𝑍 ∆⁄ ) value can be predicted 
by utilizing the combination of Equations (39), (44), and 
(45). Moreover, the moment ( 𝑀𝑀𝑌𝑌 (∆ ∙ 𝐿𝐿)⁄  ) can be 
predicted by applying the combination of Equations (41), 
(46) and (47). 

However, validation must be performed first. Validation 
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is necessary to determine how accurately the predictions 
from the model equations compare to the CFD simulation 
results. This validation uses RMSE (root mean square 
error) calculations as explained in Table 9 to Table 11, and 
linear regression along with R² (coefficient of 
determination) values shown in Fig. 15. 

The validation results of the three predicted outcomes 
show that the order 4 function (y3) is the most accurate, 
with the highest error among the three models being only 
1.23% (see Table 11). The Accuracy is assessed based on 
the smallest RMSE, as shown in Table 9 to Table 11. The 
error (𝐸𝐸(𝜓𝜓)) is calculated according to Equation (48), and 
then RMSE is calculated according to Equation (49). 
Where, 𝜓𝜓𝑀𝑀𝐸𝐸  is the result value from the model equation 
for 𝑅𝑅𝑇𝑇 ∆⁄ , 𝐹𝐹𝑍𝑍 ∆⁄ , or 𝑀𝑀𝑌𝑌 ∆⁄ . 𝐿𝐿 for each polynomial, and 
𝜓𝜓𝐶𝐶𝐹𝐹𝐷𝐷  is the result value from the CFD simulation for 
𝑅𝑅𝑇𝑇 ∆⁄ , 𝐹𝐹𝑍𝑍 ∆⁄ , or 𝑀𝑀𝑌𝑌 ∆⁄ . 𝐿𝐿. 

From the appearance of the linear regression plot results 
comparing the equation model and CFD results shown in 
Fig. 15, the equation of order 4 is the best. A perfectly 
valid value is when y = x + 0 and the coefficient of 
determination R² = 1. The functions of order 4, or y3, are 
very close to these ideal conditions. Therefore, it can be 
concluded that the model response equation accurately 
represents the CFD simulation results with good accuracy. 

Based on the successful validation results of the 
equation model that has been created, it is no longer 
necessary to collect data using CFD simulations in order 
to obtain values of resistance, lift, and moments with 
different parameter values. 

 
𝐸𝐸(𝜓𝜓)% = 𝜓𝜓𝑀𝑀𝐸𝐸−𝜓𝜓𝐶𝐶𝐶𝐶𝐶𝐶

𝜓𝜓𝐶𝐶𝐶𝐶𝐶𝐶
× 100%  (48) 

 

RSME = �∑ �𝐸𝐸𝜓𝜓2�

𝑁𝑁
𝑁𝑁
𝑖𝑖=1   (49) 

 
Table 9. The RMSE calculations for the three response 

equations using a non-linear polynomial function of order 2. 
Parameters RT/∆ FZ/∆ (MY/∆.L) 

ZV/L θV [°] CFD Eq. y1 E[%] CFD Eq. y1 E[%] CFD Eq. y1 E[%] 

0 0 0.36 0.36 -1.68 1.03 1.01 -1.48 -76.25 -81.32 6.66 
0.02 0 0.16 0.16 1.84 0.35 0.35 -1.60 -16.38 -14.96 -8.69 

0 2.67 0.33 0.33 -1.25 1.53 1.53 -0.50 -77.89 -85.78 10.13 
0.02 2.67 0.19 0.19 1.01 0.88 0.88 0.21 14.98 17.32 15.65 
0.02 1.335 0.17 0.17 -1.93 0.57 0.59 3.00 -3.15 -0.43 -86.31 
0.02 4.005 0.22 0.23 1.76 1.23 1.23 -0.15 35.93 38.30 6.60 
0.02 5.34 0.28 0.28 0.11 1.61 1.62 0.67 59.38 62.50 5.27 
0.01 2.67 0.25 0.25 2.12 1.19 1.20 1.07 -39.97 -25.88 -35.25 
0.03 2.67 0.13 0.13 -3.63 0.60 0.57 -3.72 63.35 43.81 -30.84 
0.04 2.67 0.07 0.07 4.91 0.26 0.27 3.14 46.57 53.60 15.10 

 RMSE = 2.02% RMSE = 1.56% RMSE = 22.05% 
 

Table 10. The RMSE calculations for the three response 
equations using a non-linear polynomial function of order 3. 

Parameters RT/∆ FZ/∆ (MY/∆.L) 

ZV/L θV [°] CFD Eq. y2 E[%] CFD Eq. y2 E[%] CFD Eq. y2 E[%] 

0 0 0.36 0.36 -0.01 1.03 1.03 0.03 -76.25 -75.97 -0.37 
0.02 0 0.16 0.16 0.81 0.35 0.35 0.26 -16.38 -14.75 -9.94 

0 2.67 0.33 0.33 -0.34 1.53 1.53 0.06 -77.89 -77.45 -0.57 
0.02 2.67 0.19 0.19 1.00 0.88 0.88 0.17 14.98 17.32 15.62 
0.02 1.335 0.17 0.17 -0.03 0.57 0.58 0.68 -3.15 -0.83 -73.52 
0.02 4.005 0.22 0.22 0.31 1.23 1.24 0.84 35.93 38.68 7.67 
0.02 5.34 0.28 0.29 0.66 1.61 1.61 0.12 59.38 62.26 4.85 
0.01 2.67 0.25 0.25 -0.26 1.19 1.18 -0.46 -39.97 -42.55 6.47 
0.03 2.67 0.13 0.13 0.86 0.60 0.59 -0.78 63.35 60.48 -4.53 
0.04 2.67 0.07 0.07 0.41 0.26 0.26 -0.46 46.57 45.26 -2.81 

 RMSE = 0.47% RMSE = 0.39% RMSE = 12.63% 
 

Table 11. The RMSE calculations for the three response 
equations using a non-linear polynomial function of order 4. 

Parameters RT/∆ FZ/∆ (MY/∆.L) 

ZV/L θV [°] CFD Eq. y3 E[%] CFD Eq. y3 E[%] CFD Eq. y3 E[%] 

0 0 0.36 0.36 0.00 1.03 1.03 0.00 -76.25 -76.25 0.00 
0.02 0 0.16 0.16 -0.01 0.35 0.35 0.00 -16.38 -16.38 0.00 

0 2.67 0.33 0.33 0.00 1.53 1.53 -0.05 -77.89 -77.89 0.00 
0.02 2.67 0.19 0.19 0.00 0.88 0.88 -0.09 14.98 14.98 0.04 
0.02 1.335 0.17 0.17 -0.15 0.57 0.58 0.69 -3.15 -3.05 -3.19 
0.02 4.005 0.22 0.23 0.51 1.23 1.24 0.62 35.93 35.38 -1.52 
0.02 5.34 0.28 0.29 0.75 1.61 1.60 -0.50 59.38 58.55 -1.40 
0.01 2.67 0.25 0.25 -0.10 1.19 1.18 -0.55 -39.97 -40.74 1.94 
0.03 2.67 0.13 0.13 -0.31 0.60 0.59 -0.97 63.35 62.58 -1.21 
0.04 2.67 0.07 0.06 -4.52 0.26 0.26 -1.14 46.57 45.17 -3.01 

 RMSE = 0.64% RMSE = 0.46% RMSE = 1.23% 
 

 
(a) 

 
(b) 
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(c) 

Fig. 15: Comparing the predicted outcomes for the three 
responses using the developed model against the CFD 

results, where: (a) total resistance, (b) sinkage, and (c) trim. 
 
3.5.Weight variations sensitivity analysis 

At this stage, the differences in resistance, trim, and 
sinkage of the ship resulting from changes in its weight 
and center of gravity were analyzed. The change in weight 
value or displacement is represented by the symbol A%, 
where their values are tabulated in Table 12. Meanwhile, 
the change in the center of gravity is symbolized by B%, 
and their values are tabulated in Table 13. Each of these 
variations interacts and influences each other, leading to 
predicted changes in resistance, trim, and sinkage values. 
The prediction calculation method utilizes an optimization 
approach explained in Subsection 2.3, where the trim (𝜃𝜃𝑉𝑉) 
and sinkage (𝑍𝑍𝑉𝑉 𝐿𝐿⁄  ) values are iterated to obtain a new 
resistance value while considering the specified boundary 
conditions. These boundary conditions are determined 
based on the equilibrium of forces ( ∑𝐹𝐹𝑍𝑍 = 0 ) and 
moments (∑𝑀𝑀𝑌𝑌 = 0). 

 
Table 12 Variations in weight value adjustments. 
𝐀𝐀% 𝛅𝛅∆ (N) ∆ (N) 
-10 -24.5 220.37 
-5 -12.2 232.61 
0 0.0 244.86 

+5 +12.2 257.10 
+10 +24.5 269.34 

 
Table 13 Variations in the changes of the center of gravity 

location. 
𝐁𝐁% 𝐁𝐁 (m) LCG% LCG (m) 
-2.25 -0.045 30.75 0.615 

--- --- --- --- 
0 0 33 0.66 

--- ---   
+2.00 0.04 35 0.7 
 

3.5.1. Variation in Performance Compared to the 
Initial Design 

The calculation results of the new resistance (𝑅𝑅𝑇𝑇 ∆0⁄ ) 
and its changes ( 𝛿𝛿(𝑅𝑅𝑇𝑇 ∆0⁄ ) ) compared to the initial 
resistance value are explained here. The initial conditions 
where 𝐴𝐴 = 0%  and 𝐵𝐵 = 0% , with the parameters as 
described in Table 1, where ∆0 = 244.84 N and 𝑙𝑙 𝐶𝐶𝐶𝐶 =
 33%𝐿𝐿. These initial conditions produced a resistance per 
displacement, 𝑅𝑅𝑇𝑇 ∆0⁄ = 0.1867. All prediction results are 
presented in the form of curves displayed in the form of 
curves displayed in Fig. 16 and with a detailed zoom-in 
provided in Fig. 17. 

The prediction results indicate that alterations in weight 
have a significant influence on the resistance experienced 
by the ship. It is observed that as the weight of the ship 
increases, the resistance correspondingly increases. This 
relationship is clearly depicted by the upward trend 
observed in the yellow line (representing a weight 
increase of 5%) and the steeper increase depicted by the 
purple line (representing a weight increase of 10%). On 
the other hand, when the cargo is reduced, the ship's 
resistance diminishes. This inverse relationship is evident 
from the downward trend observed in the green line 
(representing a weight reduction of 5%) and the more 
substantial decrease portrayed by the blue line 
(representing a weight reduction of 10%). These findings 
highlight the critical role that weight variations play in 
influencing the resistance encountered by the ship. 

 

 
Fig. 16: The predicted resistance (y-axis) resulting from 

alterations in weight (denoted as A, with 5 different colored 
curves) and center of gravity (B on the x-axis), compared to the 

initial design's weight and center of gravity. 
 

The prediction results show that variations in the 
location of the center of gravity produce different 
resistance values. This relationship is illustrated by a 
characteristic curve that resembles inverted parabolical 
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curves, indicating that there is a minimum value. Fig. 17 
provides a visual representation of this phenomenon, 
where the red line (𝐴𝐴 = 0%) represents no change in the 
amount of weight. Remarkably, by shifting the position of 
the center of gravity backwards by about 1%, the ship's 
drag is reduced by up to 5%. On the contrary, if the center 
of gravity is shifted forward by about 1%, an unfortunate 
consequence is observed—resistance increases by up to 
15%. 

The unique finding is that the drag does not change 
when the weight is increased by 5%, as long as the center 
of gravity is shifted back by about 0.5%. Moreover, when 
the center of gravity is shifted to -1%, the resistance 
actually decreases to around 2%. The uniqueness of this 
lies in the fact that increasing the weight of the payload 
does not always increase drag. As long as the center of 
gravity is in a suitable location, the ship's performance can 
be improved. These findings highlight the importance of 
carefully managing weight and center of gravity to 
optimize ship performance. By strategically adjusting the 
cargo load and precisely positioning the center of gravity, 
it is possible to achieve a balance that minimizes drag and 
increases the ship's overall efficiency. 

 

 
Fig. 17: An enlarged detail from Fig. 16 reveals that 

the green area effectively reduces resistance, whereas the 
red area, in contrast, contributes to an increase in 

resistance. 

 
3.5.2. Variation in Performance Compared to the 

Current Design 

 
Fig. 18: The predicted performance resulting from 

variations in weight (denoted as A, with 5 different colored 
curves) and center of gravity (B on the x-axis), in 

comparison to the performance of the initial design. 

 
This chapter will discuss the performance changes 

resulting from variations in weight and center of gravity 
of the ship, with different performance evaluations. 
Performance here refers to the resistance force of the ship 
and its ability to carry cargo. The difference from the 
previous subsection is the change in resistance compared 
to the initial design, denoted as 𝑅𝑅𝑇𝑇 ∆0⁄  , where ∆0 
represents the weight value of the ship according to Table 
1 and can be found in Equation (12). Whereas in this sub-
chapter, the change in resistance value per displacement is 
compared to the initial design formulated in Equation (13), 
denoted as 𝑅𝑅𝑇𝑇 ∆𝑖𝑖⁄  , where ∆𝑖𝑖= ∆0(1 + 𝐴𝐴%) . The 
prediction outcomes are depicted as curves in Fig. 18, 
while Fig. 19 offers a close-up view with more detailed 
information. 

Based on the findings depicted in Fig. 18 and Fig. 19, it 
becomes apparent that variations in weight and center of 
gravity contribute to significant differences in 
performance. Notably, when the weight change (𝐴𝐴%) is 
augmented by 10% (as illustrated by the purple line), and 
the center of gravity (𝐵𝐵% ) is carefully adjusted to its 
optimal position, approximately -0.8%, the resultant value 
demonstrates a notably enhanced performance (𝑅𝑅𝑇𝑇 ∆𝑖𝑖⁄ ) in 
comparison to the original design configuration. This 
improvement in performance amounts to an approximate 
increase of 8.26%. 
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Fig. 19: An enlarged detail from Fig. 18 reveals that the 

green area effectively enhances performance, whereas the 
red area, in contrast, leads to a decrease in performance. 

 
3.5.3. Change in sinkage and trim motions 

In this sub-chapter, the predicted results of sinkage and 
trim values due to variations in changes in weight and 
center of gravity are explained. The sinkage and trim 
values, which represent the dynamic draught at which a 
vessel submerges in the water, were examined based on 
variations in weight and the center of gravity. Fig. 20 
illustrates the predicted results of sinkage values, while 
Fig. 21 provides insights into the trim values, which refer 
to the longitudinal balance of the vessel. 

The results of the analysis explain that the center of 
gravity plays a dominant role in influencing changes in 
sinkage and trim values. When the center of gravity is 
shifted towards the rear of the vessel, both the sinkage 
value and trim increase. This means that the vessel will 
submerge deeper into the water and have a higher 
inclination at the stern. On the other hand, shifting the 
center of gravity towards the front leads to a decrease in 
both the sinkage and trim values. Consequently, the vessel 
will experience less submergence and exhibit a more level 
orientation. 

 

 
Fig. 20: Prediction results of sinkage values resulting from 

variations in weight and center of gravity. 
 

 
Fig. 21: Prediction results of trim values resulting from 

variations in weight and center of gravity. 

 
The impact of weight changes on sinkage and trim 

changes is also analyzed. It is observed that weight 
variations have a significant influence on the trim, except 
when the center of gravity is shifted forward from 1.5% to 
2%. Alterations in weight result in a relatively moderate 
change in the sinkage value when the center of gravity 
shifts from -2.25% to approximately 0.5%. However, the 
effect becomes more pronounced as the center of gravity 
further shifts from 0.5% to 2%. 

 
4. Conclusions 

This study utilizes various methodologies to minimize 
drag on a high-speed boat with a planing hull, achieved by 
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optimizing weight and center of gravity variations. The 
optimization method is crucial for identifying the optimal 
drag reduction value based on sinkage and trim 
parameters while adhering to prescribed limit conditions 
for force and moment equilibrium. The objective equation 
is formulated using Design of Experiments (DOE) and 
Response Surface Methodology (RSM) techniques, 
utilizing data from verified and validated Computational 
Fluid Dynamics (CFD) simulations. The objective 
equation has undergone validation and meets the 
necessary criteria. 

Predictive results reveal that modifications in weight 
exert a substantial impact on the resistance encountered 
by the boat. The observed trend indicates that an increase 
in the boat's weight corresponds to a proportional increase 
in resistance. Conversely, a reduction in cargo results in a 
decrease in the boat's resistance, underscoring the pivotal 
role of weight variations in influencing the resistance 
experienced by the boat. The predictive outcomes indicate 
that alterations in the center of gravity's position result in 
distinct resistance values for the boat. This association is 
depicted by a characteristic curve with an inverted 
parabolic shape, suggesting the presence of a minimum 
value. By moving the center of gravity backward by 
approximately 1%, the boat's drag was reduced by up to 
5%, while a forward shift in the center of gravity by about 
1% led to an increase in resistance by up to 15%. 

A noteworthy discovery is that the boat's resistance 
remains constant when the weight is increased by 5%, 
provided the center of gravity is shifted backward by 
approximately -0.5%. Additionally, when the center of 
gravity is shifted to -1%, the resistance decreases to 
around 2%. This observation highlights the importance of 
appropriately positioning the center of gravity to enhance 
the boat's performance. The data analysis reveals a 
significant influence of the center of gravity on the 
sinkage and trim values of the vessel. Shifting the center 
of gravity towards the rear increases both sinkage and trim, 
leading to deeper submergence and a higher inclination at 
the stern. Conversely, relocating the center of gravity 
towards the front reduces sinkage and trim, resulting in 
less submergence and a more level orientation. 

The importance of a tailored approach in optimizing 
weight and the center of gravity for different ship hulls is 
underlined, considering the unique characteristics and 
performance requirements of each ship. Through the 
utilization of appropriate methodologies and 
consideration of individual hull attributes, improvements 
in the efficiency and performance of various ship designs 
can be achieved. While attempting to reduce the drag of 
fast ships, which will result in a reduction in energy 
consumption and emissions, even a modest reduction can 
have a significant impact on benefits, especially with a 
very large fleet. 
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