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Abstract: Speaker Recognition (SR) uses a person's voice to identify them. Due to their high 

performance and capability to recompense for session/channel inconsistencies, i-vectors have 
recently gained popularity as SRS input features. Additional speaker-specific perceptual cues can be 
derived from behaviors and learned characteristics, such as vocabulary selection, accent, intonation 
style, and emotional aspects. Humans also use the speaker's sound signature similarity to known 
speakers to improve sound recognition precision. We need a new feature vector representation that 
compares a mark speaker's speech to a set of reference speaker’s (codebook/dictionary). The 
speaker's utterance is encoded as cosine distance feature vectors (CDF). Back-end classifiers use 
SVMs (CDF-SVM). As a result, an SVM classifier with an intersection kernel captures the most 
acoustic similarities between target and reference speakers. Determining speaker discrimination is 
more important with reference speakers that are acoustically similar. Using CDF sparingly improves 
discriminative power by keeping only a few large values that correspond to the most similar reference 
speakers and setting all other elements to 0. On the core shorting condition of NIST's 2008 SRE 
databases, CDF-SVM outperforms SR systems using I-Vectors.  

 
Keywords: Acoustic coefficients, CDF, Feature extraction, MFCC, Speaker recognition. 

 

1.  Introduction 
A SR system uses unique information obtained from a 

person's spoken words to identify him or her automatically. 
Because it includes identification, authentication 
(verification), classification (by acoustic characteristics), 
segmentation, tracking, and detection, this type of speech 
recognition is known as voice biometrics (detection of 
speakers). All procedures that involve identifying 
someone by listening to their speech are referred to as 
speech recognition (SR). Facial image recognition is 
another important biometric identification tool, used in 
conjunction with fingerprints and retinal scan recognition 
1, 2). 

Acoustic limitations reflecting the target speaker's 
vocal tract characteristics are used as input features in 
automatic SR systems. Improved SR accuracy has also 
been found to be influenced by sociocultural and 
emotional attributes of the speaker (vocabulary selection, 
accent, intonation style, etc.). Besides comparing a new 
speaker to someone they already know; humans also look 
for similarities between them and the new speaker. The 
similarity between a target speaker and a predefined set of 
reference speakers (codebook/dictionary) is proposed as a 
feature vector for speech recognition (SR)3). This chapter 
describes a new distance-based feature representation for 

SR. For each speech utterance, a feature vector is formed 
by computing cosine similarity between the speech 
utterance i-vector and the i-vectors of a set of orientation 
speakers (codebook/dictionary) 4). 'Cosine distance' is the 
new feature's name (CDF). Moreover, the CDF shows that 
reference speakers that are acoustically similar to the 
target speakers are further significant for speaker 
discernment. SR tasks are more effectively performed 
with a sparse representation of the CDF5, 6). CDF is used 
as input by the SVM back-end classifier (CDF-SVM). 
Next, we show that the best way to capture acoustic 
similarity between target and reference speakers is to use 
an intersection kernel in the SVM classifier. In both 
female and male trials, SR systems based on i-vectors 
outperformed CDF-SVM for NIST 2008's core short2-
short condition and distance measure shown in Fig. 1 
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Fig. 1: Cosine distance measure for similarity 
measurement 

 
These are heat maps that have been color-coded to 

represent the individual values within a matrix of data7). A 
variety of color schemes can be used to display heat maps. 
In our study, we used a red-green color map for perceptual 
reasons. High values are shown in red, while values in the 
center are shown in black. CDF is visualized using a red-
green color map. Nine utterances each from five different 
speakers produce 61 CDF vectors. The CDF 
representation has five distinct vertical bands that show its 
speaker discrimination ability. There may be some overlap 
between the color maps for some reference speakers and 
those for target speakers at a particular CDF dimension 
because they are close in proximity8, 9). CDF vectors will 
be able to discriminate between target speakers because 
there are a large number of reference speakers in the code 
book/dictionary10). 

Two-dimensional (the best two feature dimensions after 
t-distributed stochastic neighbor implanting, or T-SNE) 
scatter plotted is created, and univariate histograms of the 
marginal distributions of the two dimensions are displayed 
on the horizontal and vertical axes of the scatter plot11). 
Diagrams of scatter histogram plots for i-vectors and CDF 
vectors are shown in Fig. 1, respectively. CDF vectors 
outperform i-vectors in terms of speaker discrimination. i-
vectors do not reduce intra-speaker variability in any case, 
according to the study. In the fol24lowing section, we provide 
a more detailed analysis of the CDF representation's 
ability to discriminate between speakers12). 

 
2.  Related Works 

Textual communication is a natural part of the human 
experience. As expected, a person's voice can be used to 
identify him. After about 2-3 seconds of speeches, a 
human can recognize a speech. Studies on SR found that 
97 percent accuracy was achieved when at least one 
sentence of speech was heard Too few or too many 
speakers hurt the performance. It is not uncommon for 
machines to outperform humans when given short test 

utterances and an abundance of speakers. More than 50 
years have passed since the first studies of speaker 
identification systems were conducted 13, 14) .  

The sections that follow provide a brief overview of this 
work. To begin speaker recognition research in 1963, 
Prozanski used filter banks and digital spectrograms to 
measure similarity. After this conversion took place, ten 
talkers' common phrases were converted into time, 
frequency, and energy patterns 15). As part of the 
recognition procedure, test patterns were cross-correlated 
with reference patterns to determine the talker of the test 
utterance. Orthogonal Transforms and Vector 
Quantization were used to identify three-dimensional 
patterns and an overall recognition score of 15.89% was 
attained. 2008-2012 When only spectral information was 
retained, three-dimensional patterns were able to be 
recognized as exactly the same. Improving the work in 16) 

required a specific subset of features to be prioritized. 
Features were made by averaging the speech energy 
across rectangular spectrogram areas. To arrive at the 
number of features and the area used to form them, we 
conducted an in-depth analysis 17). Doddington went with 
the formant analysis approach in the preceding two 
examples, instead of the filter bank approach used 
previously18). Doddington tested to see if the speaker was 
who they said they were by using eight speakers that he or 
she knew, along with 32 impersonators. A time-based 
method of verification was used to determine formant 
frequencies, voicing pitch period, and speech energy. 
Time normalization was found to be essential in order to 
improve the performance of verification errors19). 

The frequency position of formants and pitch of voiced 
sounds shifts lower with age over the course of 29 years. 
When examining the difference between the voice 
formant structures of the "normal" voice and the 
"disguised" voice, a significant difference was found20). A 
study in which the spectrograms of imitators and famous 
people were compared found that the spectrograms of 
both groups were alike features have been extracted using 
Mel-Frequency Cepstral Coefficients instead of LPC 
parameters (MFCC)21). Musical Frequencies-
Consciousness Complexes (MFCCs) are based on the fact 
that human hearing's critical bandwidths change with 
frequency. Logarithmic and linear filters are both used in 
MFCC22). The signal is expressed on the Mel scale to 
capture important characteristics of speech23). The audio 
on this scale has linear frequency spacing from under 1000 
Hz to under 1 KHz, and logarithmic frequency spacing 
from above 1 KHz to over 1 KHz. Perceptual hearing 
threshold at 40 decibels above the pitch of a 1 KHz tone 
(1000 Mel's)24, 25) . 

 
3.  Methodology 

The centroid of each speaker is calculated from 
multiple speech utterances made by each speaker. Using 
the Cosine Distance Measurement Method, additional 

-1321-



Forensic Applications using Cosine Distance Feature and Cepstral Coefficient for Speaker Recognition 

 
distance measurements are calculated for a second voice 
sample from the same speaker The intra-speaker 
discrimination power of CDF representations is compared 
to that of i-vectors. You'll notice that in every case, the 
CDF representation stays closer to the centroid, which 
indicates that the CDF has a smaller intra-speaker 
variability than the i-vector. Using Euclidean distance 
measurements, we compare the inter-speaker 
discrimination capabilities of CDF representations and i-
vectors. This is due to the fact that CDF centroids tend to 
be larger than i-vector centroids for most speakers in Fig. 
2. 

Fig. 2: Speaker similarity measurement using Cosine 
distance feature 

 
Each of the five languages was represented by twenty 

speakers. Based on the CDF vectors calculated from the 
100 reference speakers, twenty reference speakers were 
chosen for each target utterance. Figure 2 shows a 
breakdown of native language speakers in the United 
States. 69 of the The references used were derived from 
the target speaker's native language. In contrast to English, 
languages such as Hindi, Thai, and Chinese can be 
examples of languages where this occurs. We had English 
and Vietnamese reference speakers from all over the 
country, but we made no special effort to gather subjects 
from particular locations with regard to their respective 
spoken languages. Indians, Chinese, Thais, and 
Vietnamese people migrate to the US spoke many of the 
English words in the database. The acoustic analysis: 
Mean calculated using MFCC feature extraction. 

 = { 1 ,  2 , … … . ,  };     = 1,2, … … .                     (1) =  ( ) ;   = 1,2, … … .                               (2) 
 
As a result, the speakers' first language had a significant 

impact on English, which justifies the utilization of 
different speakers, speaking different languages, to 
symbolize their primary language. Thai-speaking 
reference speakers were selected in greater numbers for 
Vietnamese speakers. This can be explained by the 
phonetic relationship between the two languages. Many 

details about the close phonetic relationship between these 
languages can be found in26). When developing SR 
systems, a true multilingual society requires that the first 
language of the target speakers be taken into account. 
However, the native tongue of migrants has a significant 
influence on the way they speak. Consider the effect of 
first language on enrollment utterance when selecting 
reference speakers for text/language independent SR 
based on CDF. 
 
4.  Experimental Results and Discussion  
 

It was used as both training and test data for all 
experiments in the NIST SRE 2008 database. Additionally, 
the silence segments were removed using the VAD 
algorithm, which helps to make the data sets cleaner. To 
obtain the final feature vector, each utterance was 
combined with its MFCC and delta and acceleration 
coefficients to generate a 60-dimensional feature vector. 
This set of matrices was trained in the following code. 

Codebooks for female and male reference speaker 
models were selected from the development dataset to 
generate CDF. It was not possible to include speakers from 
the training dataset due to the fact that a single target 
speaker had multiple speaker models associated with it 
The performance of i-vector and CDF systems is 
compared. However, CDF-SVM underperforms in male 
trials, while it outperforms in female trials. Fig. To test 
CDF-performance, SVM's we use a CDF vector with 
elements equal to RSC's length. In our experiments, both 
female and male trials have suboptimal RSC sizes, Due to 
the size of the codebook as a whole, the male trial 
codebook is significantly smaller than needed. Because of 
our previous tests, the number of speakers in the 
development databases used limited the size of the RSCs. 
If we could just add more RSC speakers to the female trial, 
we could improve the CDF-SVM system's performance a 
little. 

By calculating the cosine distance between each 
speaker's centroid and the centroid of every other speaker, 
we are able to estimate the inter-speaker discrimination 
capabilities of the CDF representation and the i-vectors. 
The acoustic feature in terms of mean value calculated by 
MFCC feature1) of 10 speakers shown in Table 1 and Fig. 
3. 

Table 1. Acoustic mean value of 10 speakers: 

Speakers 
Acoustic mean value using MFCC 

Day 1 Day 2 Day 3 Day 4 Day 5 

Speaker1 7.52 6.25 7.23 7.01 7.82 

Speaker2 6.16 7.36 6.85 6.87 7.20 

Speaker3 7.24 7.63 6.42 7.62 7.02 
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Speaker4 6.98 7.25 6.78 7.58 7.36 

Speaker5 6.89 6.98 7.69 6.89 7.42 

Speaker6 7.82 7.45 6.25 7.42 7.03 

Speaker7 6.36 6.75 7.36 7.45 6.89 

Speaker8 7.45 7.65 6.35 7.86 6.75 

Speaker9 7.54 6.32 7.42 6.65 6.92 

Speaker10 7.89 7.54 7.95 6.85 7.12 

 

 
Fig. 3:  Acoustic mean coefficients 

 
Using acoustic cues from the speech increases the 

accuracy of speaker identification. As well as speech 
dynamics and tonal differences, the utterances of each 
speaker can be segmented using acoustic features. Speech 
characteristics such as pronunciation, accent, and rate of 
speech are influenced by the speaker's native language. 
People tend to use phonemes from their native language 
when speaking in a foreign language they have adopted. 
The ability to distinguish speakers based on distinctive 
acoustic cues in their speech will be available when 
working with text- and language-independent speech 
recognition systems. Reference speaker selection in the 
CDF is influenced by a speaker's native language shown 
in Fig. 4. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 4: Statistics on the effect of native language 
 

For our analysis, we used twenty speakers from each of 
five languages: Hindi, English, Bengali, Punjabi, and 
Telugu. It was determined that for each target sentence the 
twenty most effective reference speakers would be 
selected based on CDF vectors generated from the 100 
reference speakers. 

 
5.  Conclusion 

It is proposed in this manuscript to use a distance-based 
SR approach. In the cosine distance feature vector, i-
vectors representing reference speakers 
(dictionary/codebook) are added together (CDF). 
Ongoing research examines CDF's speaker discrimination 
capability and native language influence on reference 
speaker selection for CDF's representation. Feature-based 
representations performed better than SVMs with 
intersection kernels. Because the lower CDF elements 
were reduced to zeros, and because we only used 
reference speakers that were acoustically similar to our 
target speaker, we were able to achieve this result. It was 
found that the CDF-SVM outperformed both females and 
males when it came to the NIST 2008 SRE's core short2-
short3 condition. EER for female speakers was increased 
by 0.83 percent and male speakers by 0.25 percent when 
compared to the best baseline system, i-PLDA. By 
combining CDF-SVM and i-PLDA, EER female and male 
trials were improved by 4.56 percent and 4.53 percent, 
respectively. 
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