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Abstract: This research article describes the regulation of frequency in an interconnected two-
area multi-source power system (MSPS) with the help of fractional order integral (FOI) based 
controllers. Different configurations of FOI-based controllers were optimized using the recent 
metaheuristic algorithm wild horse optimization (WHO) and particle swarm optimization (PSO). The 
model of the problem is defined as having a fitness function based on the integral of time 
multiplication of absolute error (ITAE) criterion comprising tie-line power and frequency changes. 
Further, the optimal solution is obtained in terms of the controller gain values. A comparative study 
in terms of undershoots/overshoots/settling times with several controller configurations has been 
carried and it was found that the FOI-PIDF controller is superior to other configurations. Additionally, 
the WHO algorithm has shown better performance as compared to PSO. The simulation results have 
also been experimentally validated using a real-time simulator based on FPGA. The proposed 
controller is also compared with other controllers to check its robustness by considering the effect of 
2% SLP in both areas and considering the effect of GRC on the system. 

Keywords: Wild Horse Optimization (WHO); Load-Frequency-Control (LFC); Field 
Programmable Gate Arrays (FPGA); Multi-Source Power System (MSPS); Generation Rate 
Constraint (GRC); Cascaded Controller. 

1. Introduction
An interconnected network of various control regions 

makes up a power system. Power system connectivity is 
crucial to maintaining the steady flow of power supply and 
improves system dependability. Load frequency control 
(LFC) is crucial for the electrical power system to operate 
stably and dependably. The LFC is in charge of 
maintaining the system frequency in response to 
consumers' immediate power needs. At a steady state, the 
power plant's output ought to be equal to the total load 
demand less any associated losses. Yet, the nature of the 
load needs is unpredictable and transient. As a result, 
generation-demand imbalances suddenly appear. The 
generator speed varies due to the differential power, which 
also affects the system frequency. Tie-line power 
exchange, area frequencies, and area control error (ACE), 
which is the linear combination of tie-line power and 
frequency deviations, all depart from the desired values in 
an interconnected electric power system as load demand 
fluctuates erratically. To rectify the variations in tie-line 
power, frequency, ACE, and generation signals under 
dynamic situations, a suitable, resilient, and intelligent 
LFC technique is required 1,2). 

Fossil fuels are burned in a power system (PS) powered 
by air or oxygen to create heat and steam, which power 
turbines to produce electricity. From the dawn of the 
Industrial Revolution, fossil fuels have been used more 
and more often. According to recent reports, fossil fuels 
still provide more than 80% of the world's energy needs, 
while the world's reserves of the main fossil fuels are 
running low. On the other side, burning fossil fuels 
produces poisonous gases as the main byproducts, which 
are then released into the atmosphere. Such gases are 
damaging to our planet and act as greenhouse gases, 
contributing significantly to the global warming that is 
caused by humans. As a result, several nations have 
shifted their focus to renewable energy sources (RESs) 
like solar, geothermal, wind, electrochemical and tidal to 
mitigate the detrimental consequences of reducing 
dependence on fossil fuels and rising greenhouse gas 
concentrations. Following several recent studies in the 
literature, it has been demonstrated that RESs based on 
solar thermal generators, aqua-electrolyzer-fuel cells, 
wind energy systems (WES), dish-Stirling solar thermal 
systems, solar photovoltaic (PV), and hydro energy 
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system (HES) significantly improve system performance. 
The RESs like HESs and WESs units are combined with 
the PSs that we use in this work, drawing on the potential 
of the works previously mentioned 3–7). 

For the LFC of power systems, several control 
architectures have been given in the literary text. Initially, 
due to their simplicity, ordinary integral (I) order 
controllers have been presented as load frequency 
controllers, such as proportional integral derivative (PID) 
and proportional-integral (PI) controllers 8,9). Soft 
computing techniques have been used to tune various 
controllers as a result. Whale optimization algorithm 
(WOA) 10), PSO 11), bat algorithm 12), marine predator 
algorithm (MPA) 13), and flower pollination algorithm 
(FPA) 14) are a few of the optimization approaches that 
have been used to further study the design of LFC. Multi-
area interconnected power networks based on PID 
controllers have been subject to several LFC proposals. 
These methods helped the deregulated LFC operation get 
off the ground. It has been noted that a large number of 
researchers have concentrated on LFC issues that are 
specific to the traditional power system. Furthermore, 
problems such as frequency deviation, voltage instability, 
reliability issues and poor power quality could result from 
the large penetration of RES 15–17). 

FOI, Fractional order Proportional Integral (FOPI), and 
Fractional order Proportional Integral Derivative (FOPID) 
controllers are recommended to ameliorate the 
performance of traditional I/PI/PID 18–20). The fractional 
calculus theory (FCT) is introduced into PID/PI/I 
controllers in FOPID/FOPI/FOI to improve their results. 
More tuning parameters on FO controllers provide them 
more flexibility. In recent years, PS LFC issues have been 
resolved with FO controllers, which have outperformed 
conventional controllers in this regard. Some of their 
implementations are Imperialist Competitive Algorithm 
(ICA) optimized ITD controller 21), Improved Fitness 
Dependent Optimizer based FOI-PD 22), Atom Search 
Optimization optimized FOPID 23) and Big bang big 
crunch algorithm based FOPID 24). 

Currently, in contrast to the single controller structure, 
the cascaded controller architecture offers greater system 
performance. As an illustration, cascaded FOPI-FOPD 
controllers optimized using the dragonfly search 
algorithm 25), cascaded PI-FOPID controllers based on 
gorilla troops optimization 26), the cascaded of FOPID-
Tilt-integral derivative (TID) controllers optimized using 
MPA 27), and cascaded fuzzy FOPI-FOPID controllers 
based on ICA 28) have all been suggested for advanced 
LFC of PSs to provide better frequency regulation. 
Parallel to this, WHO, a metaheuristic optimization 
method based on wild horses' (WHs) social interactions, 
has recently been investigated 29). In terms of engineering 
issue optimization, the WHO algorithm showed good 
accuracy and efficiency, such as in 30). Also, by enhancing 
search capabilities, the WHO algorithm has great potential 
to produce good results and tolerable performance for 

several system dimensions. Also, it surpasses other 
optimization algorithms in all comparable dimensions, 
whereas the performance of other optimizers noticeably 
declines as the dimensions rise. The PSO method does 
have certain drawbacks, though, including the ease with 
which it can enter a high-dimensional space's local 
optimum and its slow rate of convergence during 
repetitive processes 26). 

In this paper, a cascaded Fractional Order Integral and 
Proportional Integral Derivative with Filter (FOI-PIDF) 
controller is developed for the LFC of interconnected two-
area MSPS. Three separate generation sources reheat 
thermal, hydro, and gas are present in area 1 of the 
proposed control model, and three generation units reheat 
thermal, hydro, and wind are present in area 2 as well. 
Furthermore, a more contemporary meta-heuristic 
technique called WHO is used to optimize the parameters 
of the suggested controller. To measure the effectiveness 
of the suggested controller, a detailed performance 
comparison is done with the outcomes from PID, PIDF, 
FOPID, and FOI-PD. gain values optimized using the 
WHO algorithm and PIDF, FOI-PIDF by PSO algorithm. 
Further, the system's effectiveness has been examined 
using ITAE criteria. Finally, it has been proved that the 
FOI-PIDF controller is more robust by the effect of SLP 
on both areas and by considering GRC in the thermal and 
hydro units, and also by RSLP on area1 22). 

This article's remaining sections are ordered as follows. 
The dynamic system modeling of the proposed 
interconnected two-area MSPS is presented in Section II. 
The objective function design and control signal is charted 
in Section III. The WHO technique for different controller 
gain values is introduced in Section IV. The simulations of 
several comparative studies on LFC in 
MATLAB/SIMULINK and OPAL-RT (OP5700) in the 
event of load disturbances and discussions on the results 
obtained are represented in Section V. Finally, the 
conclusion of the research article is mentioned in Section 
VI. 

2. Dynamic Two-Area Multisource Power
System Modeling
In an interconnected two-area MSPS, the load will 

change very frequently, as a result, a fluctuation in the 
frequency and deviation in the tie line power is found 
there. Thus, generators needed to generate less or more 
electrical energy to cope with the demanded load for the 
maintenance of scheduled power flow in the tie lines that 
connect the different areas. When there is less generation 
as compared to the applied load, then the speed of the 
generator and thus the frequency will drop, therefore 
scheduled power levels in the system show changes. The 
operating limit of the tie-line and the generator is not 
allowed to exceed and it is ensured by the automatic 
generation control. Power in the tie-line, speed, and 
frequency of the generator is used as regulating signals 
that include the ACE 31). 
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Figure 1 shows the interconnected two-area MSPS 
which is considered for the study. The first control area of 
the rated power is 2000MW and a load of 1500MW 
comprises of HES, gas energy system (GES) and thermal 
energy system (TES). However, the second control area 
with the same rated power and load comprises of HES, 
WES and TES. The interconnected two-area MSPS is 
efficiently used in the investigation of the system for the 
analysis and designing of LFC 32). The ACE of two-area 
MSPS is denoted by ACEM1 and ACEM2; Frequency bias 
parameters are represented by BM1 and BM2; governor 
speed regulation parameter is represented by Ri where i 
can be thermal, gas, hydro or wind; T12 shows the tie-line 

synchronizing coefficient; ΔPtie represents a deviation in 
tie-line power in pu; ΔFM1 and ΔFM2 show frequency 
deviations of the system in pu and ΔPL1 and ΔPL2 shows 
the change in load demands. The appendix gives the 
nominal values of the parameters related to the 
interconnected two-area MSPS network 33). 

The participation factor for each generating unit is 
provided to evenly distribute the entire load demand 
amongst all of the generating units. the results unity for 
any control region that is the total of all participation 
elements. In actuality, a participation factor of 0.625 is 
given to the thermal unit, 0.3 to the hydro unit and 0.075 
to the gas/wind unit, respectively.

Fig. 1: Interconnected two-area MSPS model. 

3. Objective Function Design and Control
Signal
In the process industry, the most effective controller for

feedback operation is the PID controller. It can give 
efficient control performance and it is robust despite the 
continuously varying dynamic behavior of the process 
plant. For decreasing the peak overshoot values, 
improving the stability, and ameliorating the transient 
response of a microgrid system, a derivative controller is 
used. For decreasing the rise time, a proportional 
controller is used but it never decreases the steady-state 
error. The steady-state error is decreased with the help of 
an integral controller but it may degrade the transient 
response. PID controllers are the best alternative when 
fast response and stability are needed. Unlike other 
controllers, the advantage of the PID controller is that it 
can help in improving system stability and also for 
achieving better settling time 34). In the last few decades, 
fractional-order controllers attained considerable 
attention due to a higher disturbance rejection ratio, a 

lower noise effect, and a shorter calculation time than 
typical controllers. Nowadays cascaded PID controllers 
are used which further ameliorate the dynamic 
performance of the system. Performance analysis of 
interconnected two-area MSPS is carried out by 
optimizing the gain values of the FOI-PIDF controller. 
Controllers such as PID, PIDF, FOPID and FOI-PD 
represented in Fig. 2 to Fig.5 respectively, were used in 
the comparison of results to the FOI-PIDF controller 
which is represented in Fig. 6. The Eq. 1 to Eq. 5, given 
below represents the PID, PIDF, FOPID, PD and FOI 
controller’s transfer function 35). 

𝑇𝑇𝐹𝐹𝑃𝑃𝑃𝑃𝑃𝑃 = 𝐾𝐾𝑝𝑝 + 𝐾𝐾𝐼𝐼
𝑠𝑠

+ 𝐾𝐾𝐷𝐷𝑠𝑠 (1) 

𝑇𝑇𝐹𝐹𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝐾𝐾𝑝𝑝 + 𝐾𝐾𝐼𝐼
𝑠𝑠

+ 𝐾𝐾𝐷𝐷𝑠𝑠𝑠𝑠
𝑠𝑠+𝑁𝑁

(2) 

𝑇𝑇𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = 𝐾𝐾𝑝𝑝 + 𝐾𝐾𝐼𝐼
𝑠𝑠𝜆𝜆 + 𝐾𝐾𝐷𝐷𝑠𝑠𝜇𝜇 (3) 

𝑇𝑇𝐹𝐹𝑃𝑃𝑃𝑃 = 𝐾𝐾𝑝𝑝 + 𝐾𝐾𝐷𝐷𝑠𝑠 (4) 
𝑇𝑇𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 = I

𝑠𝑠𝜆𝜆 (5) 
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Area-control errors (ACE) are respectively represented 
by Eq. 6 and Eq. 7, and these are fed to the respective 
controllers as input. 

𝐴𝐴𝐴𝐴𝐸𝐸𝑀𝑀1 = 𝐵𝐵𝑀𝑀1𝛥𝛥𝐹𝐹𝑀𝑀1 + 𝛥𝛥𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡  (6) 
𝐴𝐴𝐴𝐴𝐸𝐸𝑀𝑀2 = 𝐵𝐵𝑀𝑀2𝛥𝛥𝐹𝐹𝑀𝑀2 + 𝑎𝑎12𝛥𝛥𝑃𝑃𝑡𝑡𝑡𝑡𝑡𝑡  (7) 

The respective outputs of the controller are ΔPC1 and 
ΔPC2 and these are used as the regulating inputs of the two 
interconnected MSPS areas respectively. To begin with, a 
controller is designed based on a recent metaheuristic 
optimization technique according to the desired 
constraints and specifications, and this controller is used 
to calculate the objective function. ITAE, Integral of 
absolute error (IAE), Integral of time multiplication of 
squared error (ITSE) and Integral of squared error (ISE) 
are generally used in the control design for performance 
criteria. ISE, as well as IAE-based tuning, cannot be used 
for decreasing settling time therefore, the ITAE criterion 
is used to reduce it. Peak overshoot is also reduced due to 
the ITAE criterion. It was proved already that ITAE is a 
preferable fitness function in the case of LFC studies 36,37). 
Thus, an objective function based on the ITAE criterion is 
used for the optimizing gain values of other controllers in 
this investigation and the proposed controller. The 
expression for IAE, ISE, ITSE and ITAE criteria-based 
fitness function for the proposed system is given below in 
Eq. 8 to Eq. 11, respectively 38). 

𝐼𝐼𝐼𝐼𝐼𝐼 = ∫ (|𝛥𝛥𝐹𝐹𝑀𝑀1| + |𝛥𝛥𝐹𝐹𝑀𝑀2| + |𝛥𝛥𝑃𝑃𝑇𝑇𝑇𝑇𝑇𝑇|). 𝑑𝑑𝑑𝑑𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠
0  (8) 

𝐼𝐼𝐼𝐼𝐼𝐼 = ∫ ((𝛥𝛥𝐹𝐹𝑀𝑀1)2 + (𝛥𝛥𝐹𝐹𝑀𝑀2)2 + (𝛥𝛥𝑃𝑃𝑇𝑇𝑇𝑇𝑇𝑇)2). 𝑑𝑑𝑑𝑑𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠
0 (9) 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 = ∫ ((𝛥𝛥𝐹𝐹𝑀𝑀1)2 + (𝛥𝛥𝐹𝐹𝑀𝑀2)2 +𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠
0

(𝛥𝛥𝑃𝑃𝑇𝑇𝑇𝑇𝑇𝑇)2). 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠. 𝑑𝑑𝑑𝑑 (10) 
𝑌𝑌 = 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 = ∫ (|𝛥𝛥𝐹𝐹𝑀𝑀1| + |𝛥𝛥𝐹𝐹𝑀𝑀2| +𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠

0
|𝛥𝛥𝑃𝑃𝑇𝑇𝑇𝑇𝑇𝑇|). 𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠. 𝑑𝑑𝑑𝑑 (11) 

In the above equation, the simulation time range is 
represented by tsim. The problem constraints of the above 
equation are gain values of parameter bounds of the 
controllers. Subsequently, the design problem formulation 
is represented by the following optimization problem 
(OP). Minimizes Y (ITAE), subjected to 

In Eq. 12, max and min are the maximum and minimum 
values of respective KP, KI, KD, I, λ, μ and N parameters 
of controllers used in this study. The constraint set for KP, 
KI, KD and I is [-5,5]; λ and μ is [0,1] and for N is 
[100,500] which is chosen after a comprehensive trial and 
error method. 

𝐾𝐾𝑃𝑃
𝑚𝑚𝑚𝑚𝑚𝑚 ≤ KP ≤ 𝐾𝐾𝑃𝑃

𝑚𝑚𝑚𝑚𝑚𝑚  
𝐾𝐾𝐼𝐼

𝑚𝑚𝑚𝑚𝑚𝑚 ≤ KI ≤ 𝐾𝐾𝐼𝐼
𝑚𝑚𝑚𝑚𝑚𝑚  

𝐾𝐾𝐷𝐷
𝑚𝑚𝑚𝑚𝑚𝑚 ≤ KD ≤ 𝐾𝐾𝐷𝐷

𝑚𝑚𝑚𝑚𝑚𝑚  
𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚 ≤ I ≤ 𝐼𝐼𝑚𝑚𝑚𝑚𝑚𝑚   (12) 
𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 ≤ λ ≤ 𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚  
𝜇𝜇𝑚𝑚𝑚𝑚𝑚𝑚 ≤ μ ≤ 𝜇𝜇𝑚𝑚𝑚𝑚𝑚𝑚  
𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚 ≤ N ≤ 𝑁𝑁𝑚𝑚𝑚𝑚𝑚𝑚  

Fig. 2: PID controller 

Fig. 3: PIDF controller 

Fig. 4: FOPID controller 

Fig. 5: FOI-PD controller 

Fig. 6: FOI-PIDF controller 
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4. Optimization Algorithm
4.1  Wild Horse Optimization Method 

WHO is a newly generated metaheuristic algorithm that 
is based on how WHs interact with one another 29). WHs 
are employed in this approach to represent diverse 
behaviors like mating, grazing, hunting, chasing and 
leading. Although communities within WHs are either 
territorial or non-territorial, the WHO technique is based 
on the non-territorial groups, which are composed of the 
group's stallion, leader mare or leaders, and their progeny. 
The stallion's responsibility is to lead the herd and 
communicate with the mares because the foals begin their 
lives grazing. Foals also leave their families and join 
others when they reach adulthood. The WHO procedure 
can be summed up using the stages stated below: 

4.2  Mathematical Model 
The various steps used by the WHs are replicated and 

simulated by the WHO's mathematical model. It consists 
of the following five main steps: 
• First step: population initialization
• Second step: grazing behavior
• Third step: WH mating behavior
• Fourth step: group leadership
• Fifth step: leaders exchange and selection

The WHO’s theory is thoroughly explained in 39), and
the ensuing Eq. 13 to Eq. 18, are used to represent the 
WHs' behavior. The flow chart of the WHO algorithm is 
represented in Fig. 7. 

Start

Input WHO parameters, N=30, MaxIter=100, PC=0.13,
PS=0.2, Nstallion=PSxN, Nfoal=N-Nstallion

Create groups of foal and select its stallion
(KP, KI, KD, I, λ, µ and N)

Evaluate the fitness (ITAE)

Calculate TDR by Eq. 15

i=1, j=1

Calculate Z by Eq. 14

Rand>PC Update the position of 
the foal by Eq. 13

Update the position of 
the foal by Eq. 16

Evaluate the fitness (ITAE)

j<Nfoal i=i+1, j=1Update the position of 
the stallion by Eq.17

Select the stallion by Eq. 18

Evaluate the fitness (ITAE)

i<Nstallion i=i+1, j=1

Is termination criteria met?
(Maximum Iteration)

Output the best solution
(Optimized value of KP, KI, KD, I, λ, µ and N)

Stop

YesNo

YesNo

Yes

No

Yes

No

Fig. 7: Flowchart of WHO algorithm. 
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𝑋𝑋�𝑖𝑖,𝐺𝐺
𝑗𝑗 = 2𝑍𝑍 cos(2𝜋𝜋𝜋𝜋𝜋𝜋)�𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑗𝑗 − 𝑋𝑋𝑖𝑖,𝐺𝐺

𝑗𝑗 � + 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑗𝑗

(13) 

𝑃𝑃 = 𝑅𝑅1����⃗ < 𝑇𝑇𝑇𝑇𝑇𝑇;  𝐼𝐼𝐼𝐼𝐼𝐼 = (𝑃𝑃 == 0); 
𝑍𝑍 = 𝑅𝑅2Θ𝐼𝐼𝐼𝐼𝐼𝐼 + 𝑅𝑅3����⃗ Θ(∼ 𝐼𝐼𝐼𝐼𝐼𝐼) (14) 

𝑇𝑇𝑇𝑇𝑇𝑇 = 1 − 𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 � 1
𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚

� (15) 

𝑋𝑋𝐾𝐾,𝐺𝐺
𝑝𝑝 = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶�𝑋𝑋𝐺𝐺,𝑖𝑖

𝑞𝑞 , 𝑋𝑋𝐺𝐺,𝑗𝑗
𝑧𝑧 �, 𝑖𝑖 ≠ 𝑗𝑗 ≠ 𝑘𝑘, 𝑝𝑝 = 𝑞𝑞 = 𝑒𝑒𝑒𝑒𝑒𝑒, 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑛𝑛 (16) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐺𝐺𝚤𝚤
������������� =

�
2𝑍𝑍 cos(2𝜋𝜋𝜋𝜋𝜋𝜋)�𝑊𝑊𝑊𝑊 − 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐺𝐺𝑖𝑖� + 𝑊𝑊𝑊𝑊   𝑖𝑖𝑖𝑖 𝑅𝑅3 > 0.5
2𝑍𝑍 cos(2𝜋𝜋𝜋𝜋𝜋𝜋)�𝑊𝑊𝑊𝑊 − 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐺𝐺𝑖𝑖� − 𝑊𝑊𝑊𝑊   𝑖𝑖𝑖𝑖 𝑅𝑅3 ≤ 0.5

�

(17) 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐺𝐺𝑖𝑖 =

�
𝑋𝑋𝐺𝐺,𝑖𝑖  𝑖𝑖𝑖𝑖 cos�𝑋𝑋𝐺𝐺,𝑖𝑖� < cos 𝑡𝑡(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐺𝐺𝑖𝑖)

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐺𝐺𝑖𝑖  𝑖𝑖𝑖𝑖 cos�𝑋𝑋𝐺𝐺,𝑖𝑖� > cos 𝑡𝑡(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐺𝐺𝑖𝑖)
� (18) 

Where the symbols i, j, Stallion j, and WH, are the group 
member number, total stallion number, spot of stallion, 
and waterhole location, respectively. The 𝑋𝑋𝐾𝐾,𝐺𝐺

𝑝𝑝 , 𝑋𝑋𝐺𝐺,𝑖𝑖
𝑞𝑞  and 

𝑋𝑋𝐺𝐺,𝑗𝑗
𝑧𝑧  are the WH p position of the k group, i group’s foal 

q, and j group’s foal z, respectively. All of 
(𝑆𝑆𝑆𝑆𝑆𝑆𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝐺𝐺𝑖𝑖  , 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐺𝐺𝚤𝚤

������������� ), and (𝑋𝑋𝑖𝑖,𝐺𝐺
𝑗𝑗  , 𝑋𝑋�𝑖𝑖,𝐺𝐺

𝑗𝑗  ) represents the
current and next iteration place of the leader of the group 
i, and group member, respectively. A randomly chosen 
adaptive mechanism is represented by Z. R is the arbitrary 
number in the range of [−2, 2]. P is a vector comprised of 
0 and 1 equivalent to problem dimensions. 𝑅𝑅1����⃗  , and 𝑅𝑅3����⃗  
are in the range of [0,1] represents random uniform 
distribution vectors, R2 is also having same range 
represents random uniform distribution number. IDX is 
the index of 𝑅𝑅1����⃗ . TDR starts with 1 and lessens the process 
40). 

5. Simulation Results and Analysis
This section discusses the two-area hybrid system's 

performance under various uncertainties, including SLP 
(step load perturbation) in area 1, SLP in both areas, 
random load variation, and GRC (generation rate 
constraints). For each scenario, the cascaded FOI-PIDF 
controller is compared with the other controllers utilizing 
the PSO and WHO algorithms. The resulting values of the 
ITAE objective function, the time response, and the 
dynamic specifications of the tie-line power and 
frequency variations are all included in this comparison. 
For the dynamic response characteristics (DRC) of the 
interconnected two-area MSPS, the regulating parameters 
of the WHO algorithm can be taken as total population (N) 
= 30, stallion percentage (PS) = 0.2, crossover percentage 
(PC) = 0.13, maximum-iteration = 100 for each case. The 
appendix gives the nominal values of the parameters 
related to the interconnected two-area MSPS network 32). 

5.1  Effect of Step Load Perturbation in Area 1 
The interconnected two-area MSPS is contemplated 

with different controllers. The model of this system is 
generated in MATLAB/SIMULINK. The program of OP 
using WHO and PSO is written in a .m file. In this 
aforementioned study, the gain values of different 
controllers are taken as the constraint of the OP denoted 
by Eq. 12. The objective function of OP is based on the 
ITAE criterion which is denoted by Eq. (11) and an 
increase in step load by 2% in area 1 is applied to the 
model. Table 1 shows the optimized gain values of FOI-
PIDF, FOI-PD, FOPID, PIDF and PID controller using the 
WHO algorithm and FOI-PIDF and PIDF controller using 
the PSO algorithm, which we have evaluated after running 
the respective programs. Initially, the different controller's 
gain values obtained by the PSO and WHO algorithms are 
simulated for the FOI-PIDF and PIDF controllers. DRC 
of the respective system are represented by Figs. 8(a)-8(c). 
Table 2 shows the corresponding performance indicators 
concerning peak undershoot, peak overshoot and settling 
time calculated for the deviation of power in the tie line 
and frequency deviation of area 1 and area 2 of the system. 
ITAE values of the controllers optimized using WHO and 
PSO discussed above are also represented in Table 2. The 
gain values of the WHO-optimized cascaded FOI-PIDF 
controller produce better results for the ITAE criterion. 
This shows the superiority of WHO in calculating 
controller gain values over PSO. 

In the next analysis, the FOI-PIDF, FOI-PD, FOPID 
and PID controller gain values optimized using WHO are 
compared. DRC of the respective system are represented 
by Figs. 9(a)-9(c). Table 3 shows the corresponding 
performance indicators concerning peak undershoot, peak 
overshoot and settling time calculated for the deviation of 
power in the tie line and frequency deviation of area 1 and 
area 2 of the system. ITAE values of all the controllers 
optimized using WHO discussed above are also 
represented in Table 3. Outcomes of the results suggest 
that the FOI-PIDF controller gain values optimized using 
WHO offer better dynamic characteristics for the ITAE 
criterion. The estimated index demonstrates that the 
cascaded FOI-PIDF controller is superior to the others. 

On an FPGA-based OPAL-RT (OP-5700) as shown in 
Fig.10, real-time simulation is conducted with hardware 
in loop (HIL). In HIL simulation, a computer model that 
is identical to the physical plant that interfaces with other 
equipment and control systems replaces the physical plant. 
The simulation time in real-time simulation is 
independent of the host PC's timer. Its timer is in sync with 
an actual clock. A fixed-time step is used in real-time 
simulation. At least two subsystems are required for any 
model that runs in OPAL-RT. The console connects to the 
PC in real-time, while the master is synced in real-time. 
The interaction between the user and the model 
parameters in real-time is created with the help of the 
console subsystem while viewing the output signals 
through DSO 41). The same controllers and gain values 
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which are given in Table 1 are also taken in the case of 
real-time simulation. The FOI-PIDF and PIDF controller 
gain values optimized using WHO and PSO, and the DRC 
of the respective system are represented by Figs. 11(a)-
11(c). Table 4 shows the real-time performance of the 
optimized system showing peak undershoot and peak 
overshoot calculated for the deviation of power in the tie 
line and fluctuation in the frequency of area 1 and area 2 
of the system. The FOI-PIDF, FOI-PD, FOPID and PID 
controller gain values optimized using WHO and the DRC 
of the respective system are represented by Figs. 12(a)-
12(c). Table 5 shows the real-time performance of the 
optimized system showing peak undershoot and peak 
overshoot calculated for the deviation of power in the tie 
line and fluctuation in the frequency of area 1 and area 2 
of the system. Outcomes of the real-time simulation 
suggest that the FOI-PIDF controller gain values 
optimized using WHO offer a better response.  

(a) 

(b) 

(c) 
Fig. 8: Comparative performance of PSO and WHO for 
PIDF and FOI-PIDF controller for 2% SLP in area1, 

fluctuation in (a) Frequency in area1 (b) Frequency in area2 (c) 
Tie line power. 

(a) 

(b) 

(c) 
Fig. 9: Comparative performance of WHO for different 

controllers for 2% SLP in area1, fluctuation in (a) Frequency in 
area1 (b) Frequency in area2 (c) Tie line power. 

Fig. 10: OPAL-RT (OP5700) Laboratory setup. 
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Table 1. Optimal gain values of different controllers by WHO and PSO techniques for 2% SLP in area1. 

Controller/ 
Parameters 

PIDF-
PSO 

FOI-
PIDF-
PSO 

PID-
WHO 

PIDF-
WHO 

FOPID-
WHO 

FOI-PD-
WHO 

FOI-
PIDF-
WHO 

KP1 -1.51 0.54 -1.53 -1.76 -0.01 1.75 0.76 

KI1 -2.69 1.48 -3.64 -3.99 -2.65 - 1.5 

KD1 -2.55 2.85 -1.63 -1.71 -1.52 2.44 2.89 

N1 403 374 - 232 - - 500 

I1 - -3.41 - - - -4.24 -3.14

λ1 - 0.43 - - 0.65 0.66 0.43 

µ1 - - - - 0.93 - - 

KP2 -1.46 0.67 1.53 1.29 0.42 0.34 0.76 

KI2 0.12 -0.01 -0.03 -0.01 0.13 - 0.07 

KD2 -0.96 2.38 -2.8 -2.93 -2.72 2.9 2.29 

N2 273 360 - 497 - - 446 

I2 - -2.16 - - - 0.97 -1.63

λ2 - 0.45 - - 0.29 0.19 0.65 

µ2 - - - - 1 - - 

Table 2. Transient performance of optimized PIDF and FOI-PIDF controllers using PSO and WHO algorithms for 2% SLP in area1. 

Controller/ 
Parameters 

Peak undershoot 
x 10-2 

Peak overshoot 
x 10-2 

Settling time(sec) 
ITAE 

ΔFM1 
(pu) 

ΔFM2 
(pu) 

ΔPTie 
(pu) 

ΔFM1 
(pu) 

ΔFM2 
(pu) 

ΔPTie 
(pu) 

ΔFM1 ΔFM2 ΔPTie 

PIDF-PSO -5.70 -4.10 -0.81 3.80 1.59 0.225 7.82 8.80 7.38 0.534 

FOI-PIDF-
PSO 

-5.60 -2.61 -0.79 1.33 0.33 0.038 5.21 6.34 6.74 0.162 

PIDF-WHO -6.06 -4.59 -0.92 4.08 2.35 0.498 5.28 6.98 5.00 0.326 

FOI-PIDF-
WHO 

-5.58 -2.56 -0.78 1.25 0.41 0.005 5.13 6.76 7.40 0.154 

Table 3. Transient performance of different controllers optimized using WHO algorithm for 2% SLP in area1. 

Controller/ 
Parameters 

Peak undershoot 
x 10-2 

Peak overshoot 
x 10-2 

Settling time(sec) 
ITAE 

ΔFM1 
(pu) 

ΔFM2 
(pu) 

ΔPTie 
(pu) 

ΔFM1 
(pu) 

ΔFM2 
(pu) 

ΔPTie 
(pu) 

ΔFM1 ΔFM2 ΔPTie 

PID -6.13 -4.72 -0.95 3.73 2.02 0.487 5.51 6.37 10.20 0.334 

FOPID -6.28 -5.19 -1.02 1.57 0.66 0.112 2.69 7.55 7.05 0.288 
FOI-PD -5.82 -2.51 -0.84 2.93 0.27 0.097 4.72 5.77 7.85 0.166 

FOI-PIDF -5.58 -2.56 -0.78 1.25 0.41 0.005 5.13 6.76 7.40 0.154 

(a) (b) 
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(c) 
Fig. 11: Comparative performance of PSO and WHO for 

PIDF and FOI-PIDF controller in real-time for 2% SLP in 
area1, fluctuation in (a) Frequency in area1 (b) Frequency in 

area2 (c) Tie line power. 

(a) 

(b) 

(c) 
Fig. 12: Comparative performance of WHO for different 

controllers in real-time for 2% SLP in area1, fluctuation in (a) 
Frequency in area1 (b) Frequency in area2 (c) Tie line power. 

5.2  Effect of Step Load Perturbation in Both Areas 
The interconnected two-area MSPS contemplated in 

section 5.1 is again analyzed in this section, however, an 
SLP of 2% is applied in both areas to further compare the 
robustness of proposed controllers and algorithms. Table 
6 shows the optimized gain values of FOI-PIDF, FOI-PD 
and FOPID controller using the PSO algorithm and FOI-
PIDF controller using the WHO algorithm which we have 

evaluated after running the respective program. The 
objective function of the OP is based on the ITAE criterion 
as given by Eq. 11 and an increase in step load by 2% in 
both areas is applied to the system and the different 
controller's gain values by the respective methods are 
calculated for the model by running simulation. DRC of 
the respective system are represented by Figs. 13(a)-13(c). 

Table 4. Transient performance of optimized PIDF and FOI-
PIDF controllers using PSO and WHO algorithms in real-time. 

Controller/ 
Parameters 

Peak undershoot 
x 10-2 

Peak overshoot 
x 10-2 

ΔFM1 
(pu) 

ΔFM2 
(pu) 

ΔPTie 
(pu) 

ΔFM1 
(pu) 

ΔFM2 
(pu) 

ΔPTie 
(pu) 

PIDF-PSO -5.72 -4.15 -0.82 3.95 1.63 0.240 

FOI-PIDF-
PSO 

-5.63 -2.62 -0.79 1.36 0.37 0.042 

PIDF-WHO -6.16 -4.66 -0.93 4.12 2.43 0.516 
FOI-PIDF-

WHO 
-5.62 -2.57 -0.79 1.21 0.43 0.009 

Table 5. Transient performance of different controllers 
optimized using WHO algorithm in real-time. 

Controller/ 
Parameters 

Peak undershoot 
x 10-2 

Peak overshoot 
x 10-2 

ΔFM1 
(pu) 

ΔFM2 
(pu) 

ΔPTie 
(pu) 

ΔFM1 
(pu) 

ΔFM2 
(pu) 

ΔPTie 
(pu) 

PID -6.19 -4.78 -0.95 3.80 2.12 0.497 

FOPID -6.39 -5.26 -1.03 1.58 0.71 0.116 

FOI-PD -5.89 -2.54 -0.85 2.96 0.28 0.099 

FOI-PIDF -5.62 -2.57 -0.79 1.21 0.43 0.009 

Table 6. Optimal gain values of FOI-PIDF, FOI-PD and 
FOPID controller using PSO and FOI-PIDF using WHO for 

2% SLP in both the areas. 

Controller/ 
Parameters 

FOPID-
PSO 

FOI-
PD-
PSO 

FOI-
PIDF-
PSO 

FOI-
PIDF-
WHO 

KP1 -0.31 2.73 2.74 2.70 
KI1 -3.44 - -1.29 -2.12
KD1 -1.43 2.72 2.74 2.51 
N1 - - 302 263 
I1 - -3.28 -4.58 -4.90
λ1 0.65 0.77 0.85 0.89 
µ1 0.97 - - - 
KP2 0.25 0.80 0.66 -0.80
KI2 -1.82 - 0.78 -0.90
KD2 -2.76 3.18 2.96 2.96 
N2 - - 293 496 
I2 - -5 -2.66 -4.32
λ2 0.64 0.62 0.42 0.26 
µ2 1 - - - 
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(a) 

(b) 

(c) 
Fig. 13: Comparative performance of PSO and WHO for 

different controllers for 2% SLP in both the areas, fluctuation 
in (a) Frequency in area1 (b) Frequency in area2 (c) Tie line 

power. 

Outcomes of the simulation suggest that the FOI-PIDF 
controller gain values optimized using WHO offer better 
dynamic characteristics. Table 7 shows the corresponding 
performance indicators concerning peak undershoot, peak 
overshoot and settling time calculated for the deviation of 
power in the tie line and frequency deviation of area 1 and 
area 2 of the system. ITAE values of the controllers 
optimized using WHO and PSO discussed above are also 
represented in Table 7. The gain values of the WHO-
optimized cascaded FOI-PIDF controller produce better 
results as compared to other configurations. The 
performance index also demonstrates that the cascaded 
FOI-PIDF controller is superior to the others. 

5.3  Effect of Generation Rate Constraint 
For the realization of non-linearity, the hydro system 

and the thermal system in each area are restricted with 
GRC. The thermal system's GRC of 3% per minute is 
chosen for this analysis for both increasing and decreasing 
generation. For an increasing generation in the hydro 
system, a GRC of 270% per minute is chosen, while for a 
decreasing generation, a GRC of 360% per minute is used 
42). The interconnected two-area MSPS is studied and 
discussed in previous sections 5.1 and 5.2. Table 8 shows 
the optimized gain values of FOI-PIDF, FOI-PD and 
FOPID controller using the PSO algorithm and FOI-PIDF 
controller using the WHO algorithm which we have 
evaluated after running the respective program. The gain 
values of different controllers are taken as the constraint 
of the OP denoted by Eq. 12. The objective function is 
based on the ITAE criterion as given by Eq. 11 and an 
increase in step load by 2% in area 1 is applied to the 
system and the different controller's gain values by the 
respective method are calculated for the developed model 
by running simulation. DRC of the respective system are 
represented by Figs. 14(a)-14(c).

Table 7. Transient performance of different controllers optimized using PSO and WHO algorithm for 2% SLP in both areas. 

Controller/ 
Parameters 

Peak undershoot 
x 10-2 

Peak overshoot 
x 10-2 

Settling time(sec) 

ITAE 
ΔFM1 
(pu) 

ΔFM2 
(pu) 

ΔPTie 
(pu) 

ΔFM1 
(pu) 

ΔFM2 
(pu) 

ΔPTie 
(pu) 

ΔFM1 ΔFM2 ΔPTie 

FOI-PIDF-
WHO 

-6.51 -6.93
-

0.020 
0.63 1.02 0.088 3.92 4.43 12.45 0.155 

FOI-PIDF-
PSO 

-6.40 -6.94
-

0.026 
0.55 1.10 0.196 3.59 5.91 9.13 0.179 

FOI-PD-
PSO 

-6.53 -7.06
-

0.170 
1.22 2.44 0.095 3.84 6.98 14.79 0.294 

FOPID-
PSO 

-7.91 -6.77
-

0.280 
2.80 4.29 1.102 6.06 7.58 7.65 0.693 
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(a) 

(b) 

(c) 
Fig. 14: Comparative performance of PSO and WHO for 
different controllers for 2% SLP in area1 when GRC is 

considered, fluctuation in (a) Frequency in area1 (b) Frequency 
in area2 (c) Tie line power. 

In this case, too, simulation suggests that the FOI-PIDF 
controller gain values optimized using WHO deliver 
better dynamic characteristics. Table 9 shows the ITAE 
values of all the controllers and corresponding 
performance indicators concerning peak undershoot, peak 
overshoot and settling time calculated for the deviation of 
power in the tie line and frequency deviation of area 1 and 
area 2 of the simulated system. The results obtained after 
dynamic performance analysis clearly suggest that the 
WHO-optimized FOI-PIDF controller shows better 
results in case the system has GRC. 

5.4  Effect of Random Step Load Pattern in Area 1 
In LFC of MSPS, SLP represents typical operational 

conditions, which can vary due to factors like load 
characteristics, generation profiles, and other system 
parameters. These variations directly affect system 

frequency and stability, impacting simulation parameters 
such as load demand, frequency fluctuations, and control 
response. Robustness is key for controllers to maintain 
stability amid these changes. A robust controller must 
adapt to different SLPs without losing effectiveness. 
Optimization algorithms that fine-tune these controllers 
must also account for SLP variations to ensure consistent 
performance. The impact of SLP variations can be 
significant: they might lead to reduced stability margins, 
longer settling times, greater overshoot, or even system 
instability. To ensure robustness in LFC, controllers 
should be designed with adaptability, comprehensive 
testing should be conducted across varied SLP scenarios, 
and optimization algorithms must ensure resilience 
against SLP variations. 

To perform additional analysis, the effect of random 
load variation from 0 to 5% in area1 is analysed on change 
in frequency of both areas and tie line power. The FOI-
PIDF controller gain value optimized using WHO of the 
interconnected two-area MSPS given in Table 1 and the 
DRC of the controller are obtained in 
MATLAB/SIMULINK are given in Fig. 15. FOI-PIDF 
controller gain values optimized with the help of WHO 
technique value provide enhanced system stability. Also, 
the figures demonstrate the beneficial effect in terms of 
reduced frequency peak and variations and deviations of 
power in the tie line. The results obtained after dynamic 
performance analysis confirmed the robustness of the 
proposed controller and algorithm under different 
conditions, and this time, considering RSLP. 
Consequently, it can be concluded that the controller is 
robust and effective. 

Table 8. Optimal gain values of FOI-PIDF, FOI-PD and FOPID 
controller using PSO and FOI-PIDF using WHO for 2% SLP in 

area1 when GRC is considered. 

Controller/ 
Parameters 

FOPID
-PSO

FOI-
PD-
PSO 

FOI-
PIDF-
PSO 

FOI-
PIDF-
WHO 

KP1 2.48 1.97 3.26 1.38 

KI1 -4.91 - 5.00 -1.37

KD1 -3.62 2.63 2.91 3.46 
N1 - - 360 216 
I1 - -3.80 1.45 -4.03
λ1 0.47 0.64 0.05 0.76 
µ1 0.90 - - - 
KP2 -0.28 -1.14 1.66 1.27 
KI2 -0.94 - -0.20 0.13 
KD2 0.12 3.08 3.18 1.89 
N2 - - 215 205 
I2 - -2.34 -0.34 0.68 
λ2 0 0.28 0.37 0.01 
µ2 0.96 - - - 
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Table 9. Transient performance of different controllers optimized using PSO and WHO algorithm when GRC is considered. 

Controller/ 
Parameters 

Peak undershoot 
x 10-2 

Peak overshoot 
x 10-2 

Settling time(sec) 
ITAE 

ΔFM1 
(pu) 

ΔFM2 
(pu) 

ΔPTie 
(pu) 

ΔFM1 
(pu) 

ΔFM2 
(pu) 

ΔPTie 
(pu) 

ΔFM1 ΔFM2 ΔPTie 

FOI-PIDF-
WHO 

-8.40 -6.71 -1.33 0.87 0.44 0.052 6.28 6.98 6.72 0.618 

FOI-PIDF-
PSO 

-8.33 -6.96 -1.33 4.17 3.95 0.501 14.00 14.86 14.51 1.550 

FOI-PD-PSO -8.69 -7.21 -1.46 1.18 1.26 0.243 8.44 6.90 8.37 0.634 

FOPID-PSO -8.69 -8.72 -1.45 4.44 1.90 0.409 17.69 19.27 19.38 2.425 

Fig .15: Dynamic responses under RSLP in area1, dF1, dF2 and dPtie. 

6. Conclusion
The article delves into a study on LFC of interconnected 

two-area MSPS under varying conditions. It utilizes a 
specialized software environment to implement a 
cascaded FOI-PIDF controller, showcasing its ability to 
notably enhance system performance amidst uncertainties. 
A newly developed optimization algorithm, the WHO, is 
employed to achieve optimal gains for the controller. The 
study evaluates the system's dynamic responses by 
comparing it with various controllers and optimization 
algorithms using simulations conducted in 
MATLAB/Simulink and HIL on an FPGA-based real-time 
simulator (OP5700). Results demonstrate significant 
improvements in dynamic characteristics, with parameters 
like settling time, peak undershoot, peak overshoot, and 
ITAE values showing enhancements. The effectiveness of 
the proposed controller and optimization technique is 
further validated by introducing GRC as nonlinearity in 
the system. Finally, the robustness of the proposed 
controller is evaluated through the RSLP. In summary, the 
study affirms the superior performance of the proposed 
FOI-PIDF controller, optimized using the WHO algorithm, 

in LFC for an interconnected two-area nonlinear MSPS. 
The main contribution of this research is to propose 

different controllers based on the FOI technique and 
optimize their gain parameters through the WHO 
algorithm. WHO algorithm is applied for the optimization 
of controller gain parameters of an interconnected two-
area MSPS including RES for the first time. The superior 
performance of this algorithm over commonly used PSO 
is demonstrated through various case studies. This study 
can be extended to multi-area multi source power systems 
including RESs and electric vehicles, and can also be 
applied to PS in deregulated environment in future 
research. 
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Appendix A 
Nominal parameters of the interconnected two-area 

MSPS 32): 
Rated power, Pri = 2000 MW 
Nominal load, PL0 = 1500 MW 
Power system frequency, f = 60 hz 
Frequency bias parameters, BM1 = BM2 = 0.4312 
Regulation parameters, Ri = 2.4 Hz/(pu)MW 
Reheat turbine time constant, Tr = 10.2 sec 
Reheat turbine gain, Kr = 0.3 
Turbine time constant of TES, Tt = 0.3 sec 
Governor time constant of TES, Tgt = 0.06 sec 
Pitch actuator gain of WES, KP = 1.25 
Pitch actuator time constant of WES, TP = 0.041 sec 
Power system time constant, TPS1 = TPS2 = 11.50 sec 
Power System gain, KPS1 = KPS2 = 68.5426 
Hz/(pu)MW 
Synchronizing coefficient, T12 = 0.0433 
Area capacity ratio, a12 = -1 
Nominal starting time of water in penstock, Tw = 1.1 
sec 
Governor time constant of HES, Tgh = 0.20 sec 
Reset time of HES, Trs = 4.9 sec 
Transient droop time constant of hydro turbine, Trh = 
28.749 sec 
Gas turbine valve positioner, Cg = 1 
Gas turbine constant of valve positioner, bg = 
0.049 sec 

Combustion reaction time delay of GES , Tcr = 
0.010 sec 
Fuel time constant of GES, Tf = 0.239 sec 

Compressor discharge volume time constant of 
GES, Tcd = 0.20 sec 
Lead time constant of GES, Xg = 0.60 sec 

Lag time constant of GES, Yg = 1.10 sec 

Appendix B 
Abbreviation 

PS Power System 
MSPS Multi Source Power System 
RESs Renewable Energy Sources 
LFC Load Frequency Control 
ACE Area Control Error 
WES Wind Energy Systems 
HES Hydro Energy System 
TES Thermal Energy System 
GES Gas Energy System 
IAE Integral of Absolute Error 
ITAE Integral of Time Multiplication of 

Absolute Error 
ISE Integral of Squared Error 

ITSE Integral of Time Multiplication of 
Squared Error 

PI Proportional Integral 
PID Proportional Integral Derivative 
PIDF Proportional Integral Derivative with 

Filter 
FCT Fractional Calculus Theory 
FOI Fractional Order Integral 
FOPI Fractional Order Proportional 

Integral 
FOPD Fractional Order Proportional 

Derivative 
FOPID Fractional Order Proportional 

Integral Derivative 
TID Tilt Integral Derivative 
WHO Wild Horse Optimization 
PSO Particle Swarm Optimization 
WOA Whale Optimization Algorithm 
FPA Flower Pollination Algorithm 
ICA Imperialist Competitive Algorithm 
OP Optimization Problem 
FPGA Field Programmable Gate Arrays 
HIL Hardware in Loop 
GRC Generation Rate Constraint 
SLP Step Load Perturbation 
RSLP Random Step Load Pattern 
DRC Dynamic Response Characteristics 
DSO Digital Storage Oscilloscope 
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