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Abstract: Email is one of the most common marketing channels businesses use to reach potential 

customers and advertise their products or services. To maintain the relevance of email messages and 
the performance of email marketing, personalization, or information from everyone is usually needed. 
This personalization is often derived from transactional data that reflects the behavior and interests 
of each customer. However, not all industries have enough transactional data for each of their 
customers. The challenge is how to use non-transactional data to discover customer interests and 
preferences. This study proposes to model customer preferences and build customer segmentation in 
email marketing based on topics and historical email interactions with customers. Biterm Topic 
Model (BTM) is used in this study for topic modeling because it is suitable for short texts such as 
email titles. Then segmentation is built based on the generated topics and customer email interaction 
history. Topic-based segmentation can increase the open rate by nearly two times on average. 
Marketers can use the findings of this study to develop new strategies and achieve higher email 
marketing performance.  

 
Keywords: Biterm Topic Model, Customer Preferences, Email Marketing, Topic-based 

Segmentation 
 

1. Introduction  

The rapid development of technology disrupts almost 
every field of business. This technology has made many 
companies carry out digitalization processes. Digitalizing 
a company's business processes across all departments is 
called digital transformation. "Data" has emerged as the 
most significant digital asset of the companies as this 
process necessitates digitization 1). One of these fields of 
business that have digitalization is marketing.  

Digital marketing methods such as email, social media, 
and push notifications have become critical in a brand's 
strategy to acquire and maintain customer loyalty. This 
digitization has proven that digital marketing activities are 
more effective and efficient in reaching the market than 
conventional marketing activities. Business enterprises 
are concentrating on improving the precision of marketing 
efforts in the context of digital technology to be more 
competitive and increase profit margins 2). 

Brands have become more creative in communicating 
with customers to build personal relationships. Various 
brands tailor their product and service recommendations 
based on customer activities and interests to provide more 
relevant suggestions to customers.  

To better understand consumer behavior, personal 
relationships were presented as a metaphor for the links 

and interactions between customers and companies 3). 
According to 4), providing recommendations using an 
interest profile can increase customer interaction on social 
media by up to 60%. The detected user behavior and 
purchasing patterns were used to produce 
recommendations; and this tactic boosts the efficacy and 
profitable economic position 5).   

Based on data from Statista, as many as 333.2 billion 
emails were sent daily in 2022 and are projected to 
increase to 392.5 billion daily emails by 2026 6). 
Marketing using email (email marketing) is a profitable 
marketing channel, but it still needs more attention in the 
marketing literature 7). Recommendation and 
personalization of content in emails are important aspects 
of increasing interaction and performance of email 
marketing.  

Many studies have successfully applied conventional 
topic models for email or topic modeling. For instance, a 
study shows that modeling with Latent Dirichlet 
Allocation (LDA) generates an 18% increase in clicks and 
a 10% increase in conversions 8). LDA can infer hidden 
implicit information from unstructured text data and 
explore potential topics contained therein 9). LDA has 
been used widely to explore topics in various fields, 
including opinion analysis from consumer reviews of 
hotels and ride-hailing service providers 10,11).  
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Transaction data is widely used to build a more accurate 

customer personalization 12). Customer behavior can be 
described by using many transaction data. The issue is that 
not all brands have the luxury of owning many transaction 
data.  

Another data that a brand could utilize to create 
accurate personalization is email marketing data due to its 
purpose of maintaining customer retention 13). 
Personalization is a fundamental idea in marketing, but it 
also has applications in other fields, including business 
management, computer science, decision science, 
information systems (IS), and psychology 14). 

The problem with conducting analysis using transaction 
data is that the amount of data is large, and it is usually 
unstructured. For this reason, Machine Learning (ML) is 
used to assist in data processing to obtain hidden 
knowledge (including patterns) that can be used for 
personalization 15) and can automatically manage the 
trade-off between personalization and efficiency 16).  

Marketers constantly monitor and improve the 
campaign's performance through email marketing. Most 
businesses that deal with business-to-business (B2B) and 
business-to-customer (B2C) transactions use email 
marketing extensively. According to a 2016 Ascend2 poll, 
52% of B2B and B2C businesses use email technology as 
a component of their marketing strategy 17). However, this 
email marketing ploy has grown widely employed in 
recent years, so recipients' behavior may alter as they 
grow accustomed to it 18).  

Good performance must be upheld and could be 
achieved through customer personalization 19). 
Recommendation and personalization are not the only 
aspects of email marketing content. Most email 
campaigns, such as newsletters, ad hoc information, and 
specific offers, are sent only once, making email 
marketing less effective in giving recommendations. 

Studies also show that many customers believe email 
marketing is often irrelevant 20), which implies that many 
emails were sent without affecting the customers, 
resulting in cost waste and poor customer interaction that 
would negatively impact domain reputation and future 
email deliverability. According to 21), email marketing's 
lack of success is caused by overly general content and the 
inability to segment customers. These two aspects could 
enhance email marketing effectiveness.  

Email marketing content could be developed using a 
segmentation technique to target clients, mainly based on 
marketing strategy, to give a more personalized and 
relevant message, resulting in a better email marketing 
experience. Although running a successful email 
marketing campaign does not ensure increased sales, the 
data indicates that it plays a significant role in spurring 
expansion. Revenue growth is considerably more likely to 
occur for email marketers who are purposeful about 
optimizing their email campaigns 22). Customer 
segmentation is necessary to achieve better email 
marketing performance and cost efficiency.  

Email marketing usually does not produce maximum 
performance due to a lack of customer segmentation 21). 
Doing an email blast to all customer emails is ineffective 
marketing because, on average, only 15.7% of emails are 
opened by customers in the hospitality industry 23). 20) also 
found that email marketing is often irrelevant. This shows 
that a lot of money is wasted by sending emails to 
inappropriately targeted customers. Low customer 
interactions with email marketing will also worsen the 
company’s domain reputation, impacting the ability to 
send subsequent emails (email deliverability).  

Customer segmentation in marketing can help decision-
makers make accurate decisions to improve product 
marketing and achieve optimal email marketing 
performance and cost efficiency. Several rule-based 
segmentations, such as demographics, RFM (Recency, 
Frequency, Monetary Value), and CLV (Customer 
Lifetime Value), may need to be revised for customer 
segmentation due to the complexity of human interactions 
in the digital environment.  

In today's digital and big data era, Machine Learning 
(ML) is widely used to segment customers more 
efficiently to increase digital marketing growth 24). The 
Biterm Topic Model (BTM) is a Machine Learning 
method used to process data in the form of text. 

Machine Learning applications are widely used in 
various fields, including manufacturing, agriculture, 
services, and healthcare. The use of ML in Supply Chain 
Management (SCM) by companies in India has been 
studied by 2). 25) used ML algorithms to automate the rice 
grain sorting process. Meanwhile, 26) uses the ML method 
to design the Dielectric Resonator Antenna (DRA). In the 
field of optimization, 27) integrates metaheuristic methods 
(i.e., swarm optimization) with ML to improve the 
performance of data processing machines (machine 
management). 

To maintain the relevance of email messages and the 
performance of email marketing, personalization, or 
information from everyone is usually needed. This 
personalization is often derived from transactional data 
that reflects the behavior and interests of each customer.  

However, not all industries have sufficient transactional 
data from each of their customers. One example is the 
hotel industry, which has fewer transaction frequency than 
other industrial sectors such as retail and e-commerce. The 
challenge is using non-transactional data to discover 
customer interests and preferences.  

According to 28), transaction data is widely used to build 
more customer personalization. Personalization requires 
many transaction data that describes the individual 
activities of each customer, where this data is very 
minimal in the hotel industry in terms of frequency. 
However, in the hotel industry, they use email as a 
marketing communication channel with a lot of content 
and frequent interaction. Communication via email is used 
to maintain relationships and offer various promotions.  

Email is a promising electronic customer marketing 
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tool for the hotel industry. It enables operators to send 
promotional materials or communications directly to 
target customers, increasing customer engagement and 
business success 29,30).  

The hotel sector sends more emails than any other 
sector, and a more significant proportion of these emails 
arrive in consumers' inboxes instead of being flagged as 
spam 30,31). Recent studies indicate that the hotel sector had 
an email open rate of 40% 30,32) and an opt-in rate of 30% 
30,33); also, 30) found that the hotel sector was in the top five 
of the 13 industries they studied.  

This study proposes to model customer preferences and 
build customer segmentation in email marketing based on 
topics and historical email interactions with customers. 
Biterm Topic Model (BTM) is used in this study for topic 
modeling because it is suitable for short texts such as 
email titles. Then, segmentation is built based on the 
generated topics and customer email interaction history.  

Topic-based segmentation can offer more information 
about customer interests or preferences to improve 
relevance. These preferences are represented in the 
previously modeled email topics using BTM 34). The 
performance measurement of the segmentation is 
measured not only by the email open rate but also by how 
well the segmentation excludes emails to customers who 
have the potential not to open their emails. 

This study focuses on selecting the accurate target 
customers for each campaign rather than on email 
marketers’ topic recommendations. The sent email would 
be more relevant using topic-based segmentation because 
it would only reach customers whose interests align with 
the topic. 

Previous studies performed topic modeling based on 
patterns of co-occurring words at the document level. In 
contrast, in short texts such as email titles, these word 
patterns will be rare in each document. The novelty of this 
study is that it builds segmentation based on topics from 
marketing content in the form of short text, such as email 
titles, and then combines it with historical interactions 
from each customer. 

This study can help email marketers determine the right 
target customers for each campaign that will be delivered 
so that the emails sent will be more relevant and will only 
reach the customer's email inbox if the customer's interests 
and preferences match the email marketing topic.  
 
2. Methods 

2.1.Email Topic modelling 

Segmentation using transactional data is not the best 
option if the required data is insufficient. Another 
alternative for segmentation is to use data obtained 
through email marketing. The easiest method is to harness 
customer interaction data to measure every customer's 
responsiveness.  

Email marketing data such as subject, body, or even the 
metadata are the only available customer interaction data 

that can be utilized. This study only used textual data such 
as email subject since many modern emails marketing 
uses image or animation as the body email. 

Several other studies use email subject data to generate 
email subjects automatically 21) and provide suitable 
keyword recommendations for email subjects 35). As for 
textual data in email subjects, it has never been explored 
for segmentation purposes.  

25) used email subject data to identify and model the 
topic for each email campaign. The resulting topics could 
also be combined with historical customer interaction data 
to reflect customer interests and preferences. This study 
assumed that historical customer interaction data on email 
could represent customer interest in the content. 

Just like segmentation, where there is no standard 
method for finding the best number of groupings 36), there 
is no standard rule for determining the optimal number of 
topics. One quantitative approach that can be taken is to 
measure the coherence score. 

Based on 37), the coherence score is proven to measure 
the quality of the topics produced. A coherence score is 
calculated from the most important keywords for each 
topic. The higher the coherence score, the more coherent 
the extracted topic is. In determining the number of topics, 
the number selected is usually determined when the 
coherence score begins to slope as the number of topics 
increases. 

For this study, data were obtained from one of the 
companies in the hotel industry. The data was collected 
from the email marketing campaign period from July 2019 
to December 2020, which totaled 177 campaigns.  

The number of email addresses observed is 500 
thousand customer emails, with around 30 million emails 
sent and 3 million emails opened. All this interaction data 
is attached to each campaign. 

Biterm Topic Model (BTM) is used because it works 
better for short text than most traditional modeling 
techniques, such as Latent Dirichlet Allocation (LDA). 
Although LDA is commonly used for topic modeling 
techniques, it is less suitable for short text data 38).  

BTM is a method used for studying topics by modeling 
terms on the corpus containing short text documents 39). 40) 
used BTM on short review texts to analyze online textual 
content, and they found that BTM worked better than 
LDA. 

What is meant by "term" is any pair of words that can 
be made without regard to the order of the document. For 
example, the line "Today's special offer" would become 
{today, special}, {special offer}, and {today, offer} via 
extraction using BTM.  

BTM is more suitable for short texts because the data 
limitation is mitigated using terms, resulting in more 
information than individual words. BTM models the 
appearance of items throughout the document at once and 
learns from patterns found throughout the corpus. This 
learning process distinguishes BTM as a better solution to 
the data sparsity problem than conventional topic 

-510-



EVERGREEN Joint Journal of Novel Carbon Resource Sciences & Green Asia Strategy, Vol. 11, Issue 01, pp508-515, March 2024 

 
modeling methods 41).  

Data sparsity will be problematic if traditional models 
(such as LDA) are applied directly to short texts. BTM 
creates terms that co-occur throughout a corpus to aid 
topic learning and is used to identify subjects in the case 
of short textual material 42).  

The flexibility to model different subjects present in a 
text (which is a typical linguistic feature in short texts) 
cannot be accommodated by BTM because BTM was 
developed to explicitly model the production of word 
occurrence patterns (i.e., bitterms) found in a collection of 
short texts 43).  

BTM also tries to exploit the occurrence pattern of 
strong global words to infer hidden subjects. Through the 
creation of co-occurrence patterns of words (biterms), the 
BTM model is used to extract latent topics from Short 
Texts (STs) 44). 

BTM can be used for grouping documents into different 
topic categories. The concept is like text clustering, in 
which words that have semantically similar meanings are 
clustered together. The topics generated act as a key for 
topic-based segmentation and will be used to represent the 
campaign topic. Every customer email will have a set of 
topics assigned to them based on their historical 
interaction data.  

BTM assumes that the corpus is a mixture of various 
topics and the bitterm are drawn from a topic z 
independently. The probability that a bitterm is taken from 
a topic is calculated from the probability that both words 
in the bitterm appear in a topic. The joint probability of 
𝑏𝑖𝑡𝑒𝑟𝑚 𝑏 𝑤 ,𝑤  is depicted in Equation 1.  

 
𝑃 𝑏  ∑ 𝑃 𝑧  𝑃 𝑤 |𝑧 𝑃 𝑤 𝑧 ∑ 𝜃 𝜙 𝜙     (1) 
 

Unlike conventional topic modelling, BTM does not 
model individual documents because all documents in the 
corpus are aggregated into bitterms. BTM cannot directly 
get the proportion of topics during the topic search process. 
The assumption in BTM is that the topic proportion of a 
document is the same as the topic proportion of the 
bitterms produced by that document. This assumption 
determines the topic for each document d and is depicted 
in Equation 2.  
 
  𝑃 𝑧|𝑑  ∑ 𝑃 𝑧|𝑏 𝑃 𝑏|𝑑       (2) 
 
𝑃 𝑧|𝑏  calculated using Bayes’ theorem, where 
𝑃 𝑧|𝑑  𝜃  and 𝑃 𝑤 |𝑧  𝜙 𝑖 𝑧  as in Equation 3.  
 

  𝑃 𝑧|𝑏   
𝑤 𝑧 𝑤 𝑧

∑  𝑤 𝑧 𝑤 𝑧
       (3) 

While 𝑃 𝑏|𝑑  is taken from the estimated empirical 
distribution of bitterms in documents described in 
Equation 4.  

  𝑃 𝑏|𝑑  
∑

     (4) 

where 𝑛 𝑏  is the frequency of bitterm b in 
document d. 𝑃 𝑏|𝑑  is usually uniformly distributed 
across all biterms in the document because the text is short.  
 

2.2.Topic Based Segmentation. 

The study aims to aid email marketers in identifying the 
ideal customers or groups most likely to be interested and 
engaged with email. Every email would be linked to a 
specific topic of interest depending on the customer's 
interaction. Only emails previously proven to indicate 
customer interest are included in a topic segment. 

In this study, the performance of the original campaign 
will be compared to specific rule-based segmentations that 
email marketers commonly use and topic-based 
segmentation resulting from this study. Table 1 shows the 
five types of segmentation to be compared. 

The segmentation performance measurements not only 
measure the email open rate when using each type of 
segmentation but also see how well the segmentation 
excludes customer emails that have the potential not to 
open the email. In other words, expected segmentation is 
segmentation that selects customers who are predicted to 
open the email and excludes customers who are predicted 
not to open the email. 

 
Table 1. Types of Segmentation used for performance simulation. 

TYPES OF SEGMENTATION 

Type Description 

Original All original recipients of the email 

A Active customer email in the last year 

B Type A but filtered further using email topic 
preferences 

C Active customer email in the last three 
months 

D 
Type C but filtered further using email topic 
preferences 

 
The metrics used for comparison are accuracy, 

precision, and recall. Equations 5, 6, and 7 show the 
accuracy, precision, and recall calculations, while Figure 
1 shows the confusion matrix. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦      (5) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛        (6) 

 

𝑅𝑒𝑐𝑎𝑙𝑙    (7) 
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Predicted 

Negative Positive 

Actual 

Negative 
TN      

True Negative 
FN       

 False Negative 

Positive 
FP      

False Positive 
TP       

 True Positive 

Fig. 1: Confusion Matrix 
 

Figure 2 shows the flowchart of steps taken in this study. 
 

 
Fig. 2: Flow chart topic-based segmentation in email 

marketing 

 

3.  Results and Discussion 

The simulation carried out in this study will compare 
the segmentation formed based on accuracy, precision, 
and recall. Accuracy shows how many correctly predicted 
users will open or not open an email. The higher the 
accuracy, the more customers are predicted to be correct 
whether they open or not the emails sent. High accuracy 
reflects the optimal volume of email sending, so that the 
remaining email sending quota can be used for other 
purposes. 

Precision is the actual email open rate. Precision 
indicates how precisely segmentation can select 
customers who open emails compared to all customers in 
the segment. The higher the precision, the more customers 
in the segment are expected to open the email. In other 
words, the higher the precision, the higher the 
performance of the email open rate.  

Recalls show how many customers in a segment opened 
the email. Sending emails to fewer customers means 
lowering the number of customers who can open the email. 
The higher the recall, the more customers open the emails 
in the segment.  

Topic-based segmentation consistently outperforms 
other methods in terms of accuracy. The accuracy 
achieved by adding topic information has doubled in 

segment A. The average accuracy attained with topic-
based segmentation is 85%, while the average accuracy 
through conventional segmentation is only 60%. Higher 
accuracy indicates that customers in that segment are 
likelier to open and interact with the email.  

Figure 3 shows a comparison of the accuracy of each 
segmentation group. The original sections contain the 
original campaign data, which is guaranteed to be 100% 
accurate. 
 

 
Fig. 3: Accuracy of each segmentation group 

 
It has been demonstrated that adding information on 

topic interests and preferences can nearly double the 
performance of open email rates in terms of precision. An 
interesting finding revealed that active email user 
segmentation based on customers’ preferred topic had a 
slightly lower email open rate in the last three months than 
active email user segmentation in the previous year. This 
result indicates that email marketing could attract fewer 
active users with a specific interest. 

Figure 4 shows a comparison of precision for each 
segmentation. Topic-based segmentation reaches 55% in 
terms of recall. This score is lower than rule-based 
segmentation, which achieves over 90%. It is 
understandable, as more topic-based segmentation will 
result in fewer customer emails.  

 

 
Fig. 4: Precision or open rate of each segmentation group 

 
Figure 5 shows the recall comparison for each 

segmentation. Higher recall indicates that more customers 
who open the email are included in the segment. 
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Fig. 5: Recall each segmentation group. 

 
The original segment is the ground truth of campaign 

data to have a 100% perfect recall. Since the 40% decrease 
in recall from the rule-based segment is due to a reduction 
in the volume of emails sent, the average volume of emails 
sent for each segment must be monitored. 

Figure 6 shows the average volume sent in each 
segment. Email marketing with primary rule-based 
segments has a substantially larger sending volume than 
topic-based segments. Topic-based segmentation has an 
average recall reduction of approximately 40%, with a 
nearly 70% decrease in volume sent from rule-based 
segments.  

 

 
Fig. 6. Average volume sent for each segmentation group. 

 
The proportion of the reduced volume sent is far more 

significant than the decrease in the recall, where the email 
open rate or precision attained is around two times higher. 

 
4. Conclusion 

In this study, topic modeling was proven able to 
produce topics that are unique from each other and build 
fairly accurate segmentation. The results of this study also 
show that lack of transactional data in certain industries 
does not prevent good personalization, where direct email 
marketing data can be used to find out customer 
preferences represented by topics. 

Qualitatively, the topics generated from BTM are 
considered good by actual email marketers. Quantitatively, 
the resulting topics also produce good performance. The 
hit ratio for measuring the accuracy of these topics 
reached 69%, meaning most customers who opened the 
email had topic preferences that matched their historical 
interactions, which proves that customers have an interest 

and preference for certain topics. 
Topic-based segmentation achieved a 25% greater 

accuracy on average, a 100% higher precision on average, 
and a 40% lower recall on average; this was achieved due 
to a 70% reduction in email volume. This segmentation 
can be further enhanced by using RF scores to prioritize 
subscribers more likely to open the email. 

This study enables email marketers to understand their 
customers better and achieve a higher email marketing 
performance. The topics generated can also be used to 
develop future email marketing plans and strategies. 
Topic-based segmentation reduces email marketing costs 
and provides more relevance to customers, as proven by a 
higher level of interaction than rule-based segmentation. 

Modeling topics in email marketing is a complex start 
problem requiring a large amount of historical campaign 
and interaction data. The average number of campaigns 
run on a large scale each month is between 5-7 campaigns. 
More accurate segmentation can be achieved by 
increasing the email marketing data available. The email 
content data can also be used to develop word 
recommendations for higher interaction.  

This study only used data from one type of industry. A 
further study employing data from various industries 
could generate prospective topic preferences for cross-
industry marketing. 
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