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A B S T R A C T   

The remarkable performance of cooling devices employing nano- and microscale channels has drawn consid
erable interest, highlighting the need for surfaces with large slip lengths to improve their efficiency. However, 
the large errors in slip length associated with existing techniques hinder a clear understanding of slip phe
nomena. In this paper, we evaluate existing analytical methods for slip length measurement with atomic force 
microscopy (AFM) and propose a new reliable method. We performed force curve measurements on mica, silica 
and highly ordered pyrolytic graphite surfaces in water using an AFM equipped with a colloidal probe. The 
obtained force curves were analyzed through three methods: two commonly utilized procedures, namely the 
recursive and intercept methods, and a novel one called the two-parameter method which we developed. Our 
analyses showed that the recursive method yielded slip lengths with relatively large errors, fluctuation of ±5.8 
nm, which were due to inaccuracies in the cantilever’s spring constant and the fluid viscosity. On the other hand, 
it was found that the intercept method leads to restrictions on the choice of fitting range because of the simplified 
formula for viscous drag. As a result, by altering the data range, the calculated slip length shows significant 
variations within the ranges of ±27.5 nm. The two-parameter method, unlike the standard ones, overcome these 
drawbacks. This method requires no pre-measured parameters, and the slip length fluctuation is independent of 
the fitting range and only ±3.6 nm, which is around 2/3 of that observed in the recursive method and 1/8 of that 
in the intercept method. Our study optimizes existing analytical protocols and offers a new way for accessible and 
reliable calculations of slip lengths.   

1. Introduction 

Despite the long-accepted boundary condition that fluids do not slip 
at solid-liquid interfaces, recent advances in micro- and nanoscale 
measurement techniques have revealed that fluids do slip [1]. This is 
often referred to as boundary slip and is quantitatively evaluated by the 
slip length, defined as the distance from the solid surface to the point 
where the fluid velocity linearly extrapolates to zero [2–5]. For 
advancing diverse fields related to fluid slippages such as molecular 
separation[6], osmotic power generation [7], and microchip cooling 
[8], research has been conducted and to date suggested multiple 
possible factors influencing the slip length, such as wettability [9], 
surface roughness [10], species [11], pH [12], surface nanobubbles [13] 
and surface charge [14]. Nevertheless, it remains unclear how much 
each factor quantitatively contributes to the slip length due to the lack of 
experimental efforts compared to theoretical and simulation works. 

Considering the advancement and miniaturization of electronic de
vices, the peak heat flux has increased to a level that cannot be managed 
by simple air-cooling or water-cooling systems [15]. This situation re
quires the development of compact and efficient heat exchangers. With 
this background, microchannel heat exchangers, utilizing both 
single-phase and two-phase flows, have garnered attention due to the 
advantages of a large specific surface area, reduced thickness of the 
thermal boundary layer, and decreased thermal resistance, resulting in 
their superior heat transfer rates and compact designs [16]. For 
example, the impact of microchannel geometries and flow regimes on 
single-phase heat transfer characteristics has been actively studied [17, 
18]. A recent experiment showed that microfluidic cooling could ach
ieve a coefficient of performance exceeding 104[19] which is 10 to 100 
times better than traditional systems. Efforts are also being made to 
miniaturize two-phase flow cooling devices like heat pipes [20], and 
there is active development of them thinner than 0.6 mm for cooling 
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small and mobile devices such as tablets and smartphones [21]. How
ever, pressure drop within the microchannel, such as those in heat sinks 
and the wick of the heat pipes, limits the cooling performance [22]. 
Considering a pipe with a constant radiusR, a relationship between the 
slip length and pressure drop is expressed as follows [23]: 

Δp =
8ηLQ
πR4

(
1

1 + 4b/R

)

. (1) 

Here, Δp represents the pressure drop, η the viscosity, L the length of 
the pipe, Q the average flow rate, R the radius, and b the slip length. For 
example, with R at 1000 nm and b at 100 nm, the pressure drop Δp 
becomes 29 % less than that under the no-slip boundary condition. 
Because a larger slip length results in a smaller pressure drop, employing 
surfaces with a larger slip length on the inner walls of microchannels is 
an attractive approach for enhancing the efficiency of cooling devices. 

In this context, two-dimensional materials, characterized by atomic- 
scale thickness, smoothness, and flexibility, have garnered widespread 
attention. Particularly, graphene is known not only for its high thermal 
conductivity [24] but also its uniformity and flatness, making its surface 
highly slippery for fluids. Utilizing this property, water flow in the 
channel made from graphitic materials, such as graphene-transferred 
nanochannel [19,25] and carbon nanotube [26], has been extensively 
investigated. This slippery property is unique to graphitic materials and 
has not been observed in other two-dimensional materials so far 
including a hexagonal boron nitride [27,28], which has a similar crys
talline structure, flatness and wettability to graphite. The underlying 
reasons for this difference remain a subject of debate. Furthermore, a 
recent study has reported the translucency of slip length in graphene[5], 
which is similar to the wetting translucency previously reported [29], 
indicating the potential of fluid slippage tuning by varying the number 
of graphene layers. 

The slip length has been obtained by measuring either the velocity 
profiles, flow rate, or flow resistance. For example, velocity profiles near 
solid-liquid interfaces have been measured by fluorescence recovery 
after photobleaching [30–32], flow rate measurements using nano
channels [25,33], and flow resistance measurements using surface force 
apparatus [34,35] or AFM [2,4,5,36]. Especially, for the measurements 
of slip length on graphene, flow rate measurements in graphene nano
channels have been mainly utilized. However, the slip length obtained 
by this method represents an average over the entire channel and is 
highly susceptible to the effects of defects and contamination [33]. Thus, 
for measuring in small areas while avoiding such effects, a method with 
higher spatial resolution, like AFM, is preferred. The spatial resolution of 
slip length measurements with AFM corresponds to the radius of the 
sphere attached to the cantilever, typically in the tens of micrometers 

range. 
However, the reliability of the measured slip length has become a 

matter of concern. Specifically, the slip length at water-graphite in
terfaces largely varied in the previous studies. For example, the values 
reported using atomic force microscopy (AFM) range from 4 to 10 nm 
[5,13,37,38], and the spreading values of 0–200 nm were also reported 
inside graphene nanochannels [33]. Chen et al. recently developed a 
three-dimensional flow analysis model for rectangular graphene nano
channels to accurately measure the slip length and argued the impor
tance of a precise analysis model [25]. Therefore, for further 
understanding of the boundary slip conditions, the precise measurement 
of slip length with a rigorous analysis is essential. 

In slip length measurements with AFM, the force experienced is 
measured as a probe with a microsphere, referred to as a colloidal probe 
(shown in Fig. 1(a)), approaches a flat substrate surface, as shown in 
Fig. 1(c). Then, the slip length is determined by analyzing the force 
curve. Specifically, two analysis methods have been commonly utilized: 
one is an exact fitting of the force curve by Vinogradova‘s equation [3]. 
Another is the estimation of slip length from the x-axis intercept of the 
graph that the approach velocity per viscous drag ratio is plotted against 
the separation between the probe tip and the target surface [44]. For 
simplicity, we call the former one “the recursive method” and the latter 
one “the intercept method” in this paper. The recursive method strictly 
considers the forces acting on the entire probe, whereas the parameters 
such as the sphere radius, spring constant and fluid viscosity need to be 
measured in advance. It can lead to errors in the slip length measure
ments because the accurate determination of the spring constant is 
extremely difficult [45] and the local temperature near the probe may 
deviate from the ambient due to the irradiation of the optical laser [46]. 
On the other hand, the intercept method involves certain simplifica
tions, which enable the determination of slip length without the 

Fig. 1. Scanning electron microscope (SEM) images of (a) an AFM cantilever and (b) a microsphere attached to it. The length and width of the cantilever and the 
radius of the sphere were identified from these SEM images. (c) A schematic of the slip length measurement system. (d) An AFM experimental setup. The deflection of 
the cantilever is detected by measuring the reflected laser light from its backside. The substrate is adhered to the bottom of the liquid cell. 

Table. 1 
A brief review of AFM slip length measurements.  

Reference Substrate Liquid Slip length 
[nm] 

Method 

Guriyanova, et al.  
[39]. 

Silica Water 6 Recursive 

Honig, et al. [40]. Silica Sucrose 
solution 

0 Intercept 

Maali, et al. [41]. Mica Water 0.7 ± 1.0 Intercept 
Bonaccurso, et al.  

[42]. 
Mica Water 8–9 Recursive 

Li, et al. [43]. Graphite Water 8 Intercept 
Li, et al. [5]. Silica 

Graphite 
Water 0.9 ± 1.2 4.3 

± 3.5 
Intercept  
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pre-required parameters, as will be discussed later. However, errors 
should also arise from the simplifications themselves. Table 1 summa
rizes the previous reports of several slip length measurements using 
AFM. In prior research, slip lengths have been measured for some 
substrate-fluid combinations. However, some inconsistencies have been 
reported, for example, claims of no slip or finite slip lengths on the silica 
surfaces [39,40]. Such discrepancies have been often discussed in terms 
of factors such as determination of probe-substrate contact position and 
surface roughness [47], but variations in calculated slip lengths could 
also be due to the reliability of analytical formulas. Thus, it is necessary 
to evaluate the formulas themselves with respect to the effects of 
simplification and pre-required parameters as previously mentioned. 
More importantly, a novel analysis method that is not affected by these 
factors and has less error is highly desired. 

In this study, we analyzed the same force curve data measured on 
mica, silica and highly ordered pyrolytic graphite (HOPG) in pure water 
with different methods. These three surfaces possess nano-scale flatness 
and are often used in slip length measurements. We found that the two 
commonly utilized analyses cause significant errors in the slip length 
due to the uncertainty in the pre-measured parameters and the arbi
trariness of the fitting range. To solve these issues, we present an ac
curate and accessible analytical method that minimizes the error in the 
slip length. 

2. Theory 

In AFM force curve measurements, the probe detects three types of 
forces: Fh (viscous drag on the sphere), Fd (viscous drag on the canti
lever), and Fe (electric double layer force on the sphere). Fh is described 
by the following equation[3]: 

Fh = −
6πηR2ḣ

h
f ∗, (2)  

where η is the viscosity, R is the radius of the sphere, and h is the distance 
between the sphere and the substrate (shown in Fig. 1(c)). f* is a coef
ficient that describes the decrease in viscous drag owing to the boundary 
slip, derived by Vinogradova for two spherical surfaces[3]. Specifically, 
by taking the radius of one of the spheres to be infinite, the following 
equation is obtained. 

f ∗ = −
2Ah
BC

−
2h

C − B

{
(B + h)(B − A)

B2 ln
(

1+
B
h

)

−
(C + h)(C − A)

C2 ln
(

1+
C
h

)}

(3)  

A = b2(2+ α)

B = 2b2

(
2+ α+

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + α + α2

√ )

C = 2b2

(
2+α −

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + α + α2

√ )

α = b1/b2 − 1,

where b1 and b2 are the slip lengths of the sphere surface and the sub
strate surface, respectively. f* is equal to 1 in the case of the no-slip 
boundary condition (b1 = b2 = 0), and falls between 0 and 1 when the 
sphere or substrate has a finite slip length. In general, the radius of a 
sphere attached to the cantilever is tens of micrometers [2,4,36] to 
detect the viscous force. The viscous drag force experienced by the 
cantilever Fd can be expressed as follows. 

Fd = − 6πηLeż, (4)  

where Le is the effective length of the cantilever and z is the piezo po
sition[48]. Le can be calculated by fitting the force curve data obtained 
in the region where the probe and substrate are sufficiently far apart 
[48]. 

When two charged surfaces approach each other in low-ion- 
concentration fluids like pure water, their electric double layers over
lap, resulting in a repulsive force known as the electric double layer 
force. It is known that an exact mathematical expression of the electric 
double layer force is difficult [49] because the surface charge condition 
alters as the surfaces come closer due to the recombination of ions [50]. 
Instead, the experimental data obtained by approaching the probe at low 
velocities (~1 µm/s) was used as Fe for the calculations. 

As previously mentioned, two methods have been mainly utilized to 
determine the slip length from the force curves. One of them, the 
recursive method fits a force curve based on the force balance on the 
probe. The forces on the probe are balanced according to the following 
equation [48]: 

Fh + Fd + Fe + Fk = 0. (5) 

Here, Fk = kx represents the restorative force of the cantilever, where 
k is the spring constant and x is the deflection of the cantilever. By 
solving this equation as a recursive equation, the following equation is 
obtained: 

ẋn+1 =

− k
(

xn +
1
2

Δtxn

)

−
6πηR2 żn+1

hn+1
f ∗ − 6πηLeżn+1 + Fe(hn+1)

1
2

kΔt +
6πηR2

hn+1
f ∗

, (6)  

where Δt denotes the time step[48]. This equation enables the fitting of 
the force curve as shown in Fig. 2(a), determining the slip length. When 
the probe is sufficiently far from the substrate (~μm), the influence of 

Fig. 2. Examples of fitting force curves measured on a silica surface by different methods: (a) the recursive method, (b) the intercept method, and (c) two-parameter 
method. (a) plots the force curve measured at 80 µm/s. (b) plots data obtained by dividing the deflection velocity calculated from the force curve measured at 80 µm/ 
s by the same force curve. Here, only Fe is considered, and Fd is ignored. (c) is data corrected from the plot in (b) by also considering Fd. 
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the slip length is minimal and Fe can be considered sufficiently small. 
Therefore, the initial value of x is determined by the following equation: 

x0 =
6πηR2 ż

kz0
+

6πηLeż
k

, (7)  

where x0 ≪ z0 and ẋ˙ ≅ 0 are assumed. In this method, the force acting 
on the cantilever is accurately accounted for, enabling highly precise 
calculations in principle. However, the necessity for the prior values of k, 
R, and η implies that any inaccuracies in these parameters could 
adversely affect the accuracy of the calculation results. 

The intercept method determines the slip length by determining the 
intercept of V/Fh, where V= |ḣ˙| is the approach velocity of the probe tip. 
When the slip length is considerably smaller than the probe-substrate 
distance (b ≪ h), eq. (2) can be approximated as follows [44] 

Fh = −
6πηR2ḣ

h + b1 + b2
. (8) 

Employing V = |ḣ˙|, Eq. (8) can be expressed as 

V
Fh

=
h + b1 + b2

6πηR2 . (9) 

Because V/Fh is proportional to h + b1 + b2, the slip length is 
determined by its intercept on the x-axis as shown in Fig. 2(b). Here, the 
influence of Fe is eliminated by subtracting the experimentally measured 
Fe from the experimental data. This method has the advantage of being 
able to calculate slip length without the values of η and R. However, it is 
important to note that this method relies on the approximation where b 
≪ h and disregards Fd, which could potentially lead to discrepancies 
between the measurement data and the equation. 

We propose a new analytical method, named "two-parameter 
method," to overcome the limitations mentioned above. This approach 
involves transforming eq. (2) into the following form: 

V
xh

= A
h
f ∗
, (10)  

where xh = Fh/k is the component of deflection due to the viscous drag 
on the sphere Fh and A = k/6πηR2. Furthermore, we subtracted not only 
Fe but also Fd from the experimental data to address the issue of ignoring 
Fd in the intercept method. In this new approach, the parameter A and 
the slip length b2 in f* are used as two fitting parameters. This method 
addresses the necessity of prior knowledge of the parameters faced by 
the recursive method, as well as the issue of discrepancies between the 
equation and measured data in the intercept method. As a result, as 
shown in Fig. 2(c), the entire force curve fits well despite knowing the 
parameters in advance. It should be noted that the slip length of the 
sphere surface was measured to be b1 = 5.0 nm which is determined 
using Eq. (10), under the assumption that it is identical to that of the 
silica substrate surface[48]. 

3. Materials and methods 

Colloidal probes were fabricated by attaching a silica sphere (mi
croParticles, GmbH) to the tipless cantilever (MikroMasch, HQ:CSC37/ 
tipless/Cr-Au) with an adhesive (Epoxy Technology, EPO-TEK 353ND). 
In this study, two probes were used. Probe 1 was utilized for measure
ments on mica, while Probe 2 was employed for measurements on silica 
and HOPG surfaces. The spring constants were determined using the 
thermal noise method to be 0.36 N/m and 0.31 N/m for Probe 1 and 2, 
respectively. The dimensions of the cantilevers and the radii of the 
spheres for probes 1 and 2 were measured from the scanning electron 
microscope images, as shown in Fig. 1(a, b). For Probe 1, the length, 
width, and radius of the sphere were measured to be 370.7 µm, 39.4 µm, 
and 10.1 µm, respectively. For Probe 2, these were 370.2 µm for length, 
41.6 µm for width, and 10.2 µm for the radius of the sphere. The cut-out 

silica substrate was cleaned by ultrasonication in acetone for 30 min. 
The liquid cells for the measurements were fabricated by attaching the 
bare mica substrate, silica substrate and HOPG (Alliance Biosystems, 
SPI-1 Grade) substrates to the bottom of the cells. We chose those sur
faces in order to compare surfaces with almost no slip (mica), interme
diate slip (silica) and a large slip (HOPG). The colloidal probe and silica 
substrate were cleaned and hydrophilized by atmospheric plasma 
treatment (VACUUM DEVICE, PIB-10) before usage to keep the surface 
conditions constant. As shown in Fig. 3, the sphere surface and three 
substrate surfaces were nanoscopically flat. In this study, deionized 
water (RFP742HA, Advantec, Japan) was chosen as the target liquid 
because of its importance for a variety of scientific and industrial fields. 
Investigating the use of other solutions, for example, refrigerants and 
nonpolar solvents, as well as examining temperature dependencies, 
would be an intriguing research topic; however, it is beyond the scope of 
this study. 

Force curve measurements were performed using an AFM (Shimadzu 
Corp., SPM-8100FM). The sum of the Fh, Fd and Fe was measured at an 
approach velocity of 80 µm/s. As discussed in Section 2, in parts of the 
force curve where the distance between the probe and the substrate is 
sufficiently large, Fh and Fe become so small that they can be ignored. 
Therefore, we calculated Le from the values of Fd measured at distances 
greater than 1 µm between the probe and the substrate and Le was 
determined to be 292.7 μm for probe 1 361.9 μm for probe 2. Only Fe was 
measured at an approach velocity of 1 µm/s. At an approach velocity of 1 
µm/s, only Fe is measured because the viscous drags Fh and Fd, which are 
proportional to velocity, can be neglected. In the intercept method and 
two-parameter method, the influence of the electric double-layer force is 
eliminated by subtracting the data measured at 1 µm/s from the data 
obtained at 80 µm/s. Before starting the experiment, we waited for over 
two hours to allow the temperature to reach a steady state. The water 
temperature was monitored using a thermocouple and was stable at 24.0 
◦C during measurements on mica, 26.4 ◦C on silica, and 30.7 ◦C on 
HOPG, which was approximately 3–6 ◦C higher than room temperature. 
The accuracy of the thermocouple was ±0.5 ◦C, and the resolution was 

Fig. 3. AFM surface topography of (a) a silica sphere attached to the cantilever, 
where the surface shape of the sphere was flattened by a spherical fitting, (b) a 
mica surface, (c) a silica surface, and (d) an HOPG surface, respectively. The 
surface roughness was measured as Ra values of (a) 0.45 nm, (b) 0.29 nm, (c) 
0.29 nm, and (d) 0.35 nm, respectively. 
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0.1 ◦C. This temperature variation may be due to the difference in 
absorbance and thermal conductivity of the solid materials. Each mea
surement was conducted in about 8 min, during which time the ther
mocouple did not detect any temperature changes. This means that the 
temperature change during the experiment was less than 0.1 ◦C. 
Therefore, it can be considered that the experimental system was 
isothermal. We note that the local temperature near the probe tip should 
be much higher due to the irradiation of the optical laser [46]. Addi
tionally, during measurements, the water in the liquid cell was exposed 
to the atmosphere, so it is necessary to be aware that evaporation 
continuously occurred. In this study, there was still enough water left in 
the liquid cell after the experiments, indicating that the evaporation was 
mild. In the case of electrolyte solutions, evaporation could increase the 

concentration, thus changing the viscosity [51]; however, such an effect 
was not present in this study as pure water was used. 

4. Results and discussion 

4.1. Recursive method 

The calculated slip length using the recursive method is shown in 
Fig. 4. The fitting range was varied between lower limits of 10–50 nm 
and upper limits of 100–400 nm. It was found that the slip lengths do not 
depend on the fitting range. This is because the recursive method con
siders all the forces acting on the cantilever without any simplifications. 
Therefore, in the range where water can be considered as a continuum 

Fig. 4. Slip lengths calculated using the recursive method. The fitting was performed using data ranges with lower limits of 10–50 nm and upper limits of 100–400 
nm. (a) displays results obtained on a mica surface, while (b) and (c) show those on a silica and HOPG surface, respectively. The viscosities were (a) 0.91 mPa ⋅ s, (b) 
0.86 mPa ⋅ s, (c) 0.79 mPa ⋅ s, respectively. Error bars represent the standard error calculated from 16 measurements. 

Fig. 5. The impact of errors in spring constant and viscosity on slip length. Results are shown for (a)(d) on mica, (b)(e) on silica, and (c)(f) on HOPG surfaces. In (a) 
(b)(c), the spring constant was varied within a range of ±8 %, and the viscosity was fixed at 0.91 mPa ⋅ s for mica, 0.86 mPa ⋅ s for silica, and 0.79 mPa ⋅ s for HOPG. 
In (d)(e)(f), three types of viscosities corresponding to room temperature, the measured temperature, and the measured temperature +6 ◦C were used. For example, 
they are 24.0 ◦C, 30.7 ◦C, and 36.7 ◦C for HOPG. The spring constant was fixed at 0.36 N/m for mica and 0.31 N/m for silica and HOPG. Since the impact of the data 
range is minimal, the data range was calculated as 10–200 nm as a representative. 
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(higher than 1 nm[52]), the measured data and fitting curves agree well 
over the entire range, which is an advantage of the recursive method. 

In Fig. 5(a, b, c), the spring constant was varied by ±8 %, which 
corresponds to the error in the thermal noise method reported in a 
previous study [53]. In Fig. 5(d, e, f), three types of viscosities corre
sponding to room temperature, the temperature measured by a ther
mocouple, and the thermocouple’s temperature +6 ◦C were selected. 
This is because the temperature near the tip of the probe has been re
ported to be 6 ◦C higher than the surrounding liquid temperature due to 
the laser irradiation [33]. It should be noted that the temperature in
crease due to the laser irradiation should depend on the intensity of the 
laser and material of the probe and coating film and thus can be much 
higher than 6 ◦C. Here, the fitting range between 10 and 200 nm was 
chosen as a reference. The calculated slip lengths yielded a range of 
0–3.1 nm for mica, 5.3–10.6 nm for silica and 20.0–31.6 nm for HOPG 
due to viscosity variations, and 0–5.8 nm for mica, 5.6–10.9 nm for silica 
and 21.3–30.6 nm for HOPG due to spring constant errors. Thus, using 
this method, the slip length varied by up to ±5.8 nm and ±4.6 nm due to 
the errors in viscosity and spring constant, respectively. The results 
demonstrate that the unavoidable errors in the parameters can lead to 
significant errors in the calculated slip length. It is especially important 
to note that the combined effect of errors in each parameter can produce 
larger errors. 

4.2. Intercept method 

The results of the slip length calculations using the normal intercept 
method are shown in Fig. 6(a, b, c). The values were strongly dependent 
on both the lower and upper limits, varying within the range of 
10.9–65.8 nm for mica, 6.6–62.6 nm for the silica and 11.0–62.8 nm for 
the HOPG. The variation in slip length calculated by this method 
reached a maximum of ±27.5 nm. It was observed that an increase in 
both the upper and lower limits corresponded to larger slip lengths. This 

trend was consistent across the measurements. This should be attributed 
to the simplifications made to derive eq. (8), specifically the neglect of Fd 
and the assumption that b ≪ h. 

First, we consider the neglect of Fd. Fd can be disregarded when Fd is 
considerably smaller than Fh, corresponding to the case where h is small. 
This is expressed as follows: 

Fd

Fh
=

Leh
R2f ∗

≪1. (11) 

Fig. 6. Slip lengths calculated using the intercept method. The lower and upper limits were varied with 10–50 nm and 100–400 nm, respectively. (a), (b) and (c) 
depict results of the normal intercept method, while (d), (e) and (f) take into consideration the effect of Fd. (a) and (d) display results obtained on a mica surface, 
while (b) and (e) show those on a silica surface, and (c) and (f) are on an HOPG surface. 

Fig. 7. A schematic illustrating the velocity distribution of fluid near a solid- 
liquid interface. The red line represents a linear extrapolation of fluid veloc
ity based on the definition of slip length, while the blue curve shows a parabolic 
extrapolation resulting from the approximation of b ≪ h. Here, b denotes the 
exact slip length and bsimp represents the simplified slip length. 
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Transforming eq. (11) yields the following condition for h: 

h≪
R2f ∗

Le
<

R2

Le
. (12) 

As previously mentioned, in this study, R and Le were 10.1 μm and 
292.7 μm for probe 1 and 10.2 μm and 361.9 μm for probe 2, respec
tively. Consequently, eq. (12) gives h ≪ 348.5nm for probe 1 and h ≪ 
287.4nm for probe 2, which indicates the upper limit should be much 
smaller than these values in this study. This limitation can be addressed 
by subtracting Fd from the force curve to isolate Fh. The results are 
displayed in Fig. 6(d, e, f), which show less dependency of the calculated 
slip length on the upper limit. 

Next, we discuss the approximation of b ≪ h. While the slip lengths 
on the mica and silica surface showed no dependence on the lower limit 
after the consideration of Fd (Fig. 6(d, e)), a significant dependency was 
still observed for the HOPG surface as shown in Fig. 6(f). This is because 
of a simplified representation of slip length induced by the approxima
tion, as shown in Fig. 7. The exact slip length b is defined by linear 
interpolation of the velocity distribution, whereas the simplified slip 
length in eq. (8) corresponds to bsimp, which is a parabolic interpolation 
of the velocity distribution. The difference between b and bsimp depends 
on the ratio of the actual slip length b to the probe-substrate distance h. 
When b is much smaller than h, the difference between b and bsimp is 
small enough to ignore. If b ≪ h is not satisfied, the difference becomes 
pronounced. Therefore, because the graphite surface has a large slip 
length, the slip length calculated by the intercept method varies 
depending on the lower limit as shown in Fig. 6(f). Therefore, although 
the intercept method has the advantage of not being affected by errors in 
spring constant or viscosity, it should not be used for surfaces that are 
expected to have a large slip length, such as graphite and hydrophobic 
surfaces. 

4.3. Two-parameter method 

As shown in Fig. 8, the slip length calculated with two-parameter 
method showed minimal variations, range of 0–2.3 nm for mica, 
3.6–5.9 nm for silica and 15.0–22.1 nm for HOPG, and did not show any 
dependency on the fitting ranges. The variation in slip length was at 
most ±3.6 nm which represents the smallest variation among the three 
methods. The value of A = k/6πηR2, obtained through fitting, was found 
to be 2.10 × 1011 (m ⋅ s)− 1 for mica, 2.07 × 1011 (m ⋅ s)− 1 for silica and 
2.25 × 1011 (m ⋅ s)− 1 for HOPG. These values showed good agreement 
with the calculated values based on pre-measured data: 2.06 × 1011(m ⋅ 
s)− 1 for mica, 1.84 × 1011(m ⋅ s)− 1 for silica, and 2.00 × 1011(m ⋅ s)− 1 for 
HOPG. The slight variation in A falls within the error range of the spring 
constant and viscosity, indicating that the values obtained by the fitting 
are reasonable. Also, these slip lengths are within the ranges obtained by 
the recursive and intercept methods, confirming their consistency. 

Therefore, it is obvious that this new analysis is the most accessible and 
reliable method for measuring slip length with AFM. 

5. Conclusion 

To conclude, we analyzed force curve data by three different 
methods: the recursive method, the intercept method, and the two- 
parameter method we newly proposed. The recursive method was 
found to induce errors in the slip length due to the uncertainty of the pre- 
measured parameters. Although the maximum fluctuations of slip length 
induced by the variations in the viscosity and spring constant were 
recorded at ±5.8 nm and ±4.6 nm, respectively, it is important to note 
that the synergetic effects of these factors can lead to larger errors. 
Furthermore, we revealed that the choice of fitting range significantly 
impacts the slip length calculations in the intercept method. The fluc
tuation in slip length was up to ±27.5 nm. Though we successfully 
eliminated the regulation of the upper limit by isolating Fh from the force 
curve, the lower limit needed to meet the conditionb ≪ h. Thus, we 
concluded that the intercept method is not suitable for substrates with 
large slip lengths. Two-parameter method addressed the issues of pre
vious methods, significantly minimizing the error of slip length. In our 
experiments, the error in slip length was reduced to a mere ±3.6 nm, 
which was at most 8 times lower than the values calculated by the 
conventional methods. These results significantly improved the accu
racy of AFM-based slip length measurements and will be valuable for the 
development of nanofluidic devices utilizing the slippery properties of 
carbon-based two-dimensional materials. 
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