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Abstract: Cloud technology is increasingly widespread as thriving businesses and research 
organizations seek to leverage its on-demand access, service models, and deployment patterns. 
However, further enhancements are still required to achieve optimal performance within this field. 
One challenging aspect is load balancing, specifically the equilibrium distribution of workload 
across virtual machines, which is a computationally complex problem. The present work 
extensively reviewed the state-of-the-art methods for load balancing in the cloud, encompassing 
traditional techniques, heuristics, meta-heuristics, and hybrid approaches. This paper provides a 
comprehensive historical assessment and comparative analysis of the prominent literature on load 
balancing, serving as a valuable resource for researchers aiming to develop new and effective 
load-balancing algorithms in the domain of fog-cloud networks. In this study, a thorough historical 
evaluation and comparative research of load-balancing literature can provide important insights 
into the development, efficacy, and adaptability of load-balancing strategies in a variety of 
scenarios. There are many fascinating directions that researchers in this area might go in, 
addressing both the past developments and the upcoming difficulties of load balancing in the 
dynamic environment of computing and networking. 

 
Keywords: Carbon Emission; Meta-heuristic; Workload Balancing Algorithms; OoS; 

Fog-Cloud Networks 
 

1.  Introduction 
The concept of several types of fog-cloud computing 

is transformed into one that includes numerous cloud 
services that are provided as utilities, such as energy, 
water, and telephone. Various forms of distributed 
computing paradigms, including mainframe, cluster, and 
grid computing, have emerged to fulfill the vision of 
utility computing. 

Due to the widespread use of distributed computing, 
an organization must store a massive amount of data and 
efficiently retrieve it. Hence, there is a need for a 
computing system that not only provides services but 
also caters to the diverse requirements of customers 
across various domains simultaneously. In terms of 
utility, the term used to describe this concept is known as 
cloud computing and the gear can send real-time data to 
the cloud, allowing printing processes to be remotely 
monitored1). According to this concept, users can use 
cloud services as a "pay-per-use" method is available for 
the customers. This approach is backed by many data 
centers that combine and effectively employ resources by 
utilizing virtualization breakthroughs. In a cloud 

computing model, customers subscribe to the desired 
services and enter into a Service Level Agreement (SLA) 
with the cloud vendor. The SLA specifies the Quality of 
Service (QoS) and establishes other conditions governing 
the provision of the service. Aprilliani2) clearly 
expresses that the co-precipitation process was used to 
create a carbon-Fe3O4 composite, resulting in AC-M 
(Activated Carbon-Mixture), which are the parts of OoS 
in load balancing. To improve the load balancing process, 
this type of composite material could be employed in 
hardware components like sensors, transmitters, or 
network equipment and the energy efficiency of network 
components could be improved by using co-precipitated 
materials with features. The load balancing approach 
may be affected by reduced energy use because it will 
make resource allocation more effective. The popularity 
of fog-cloud applications among customers leads to a 
significant increase in demand for resources such as 
cores, storage systems, requirements in hardware, 
requirements in software, high bandwidth, and many 
more. Also, this results in a decrease in the makespan in 
the cloud, which increases efficiency in resource 
utilization. In order to maintain a strong service resource 
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starvation should be kept to a minimum and use IoT & 
AI domains in hybrid methods as this may result in 
overheads3). In accordance with some policies and 
scheduling algorithms, tasks are distributed to VMs. To 
solve these problems in this situation, more effective and 
viable load balancing algorithms should be developed. 
The structure of the study is organized as follows Section 
2 illustrates fundamental concepts related to workload 
balancing within fog-cloud networks. Section 3 covers 
the historical analysis of load balancing as per studies. 
Section 4 presents load balancing algorithms taxonomy 
which is used in cloud computing, focusing on each 
category, and conducting an analysis. Section 5 provides 
a summary of existing studies in the context of the 
suggested approach. Section 6 outlines the findings 
derived from the survey. Section 7 discusses future 
directions and offers concluding thoughts. The novelty of 
this analysis lies in its forward-looking, cutting-edge 
approach to a critical aspect of fog-cloud computing, 
which is increasingly important in the modern computing 
landscape. By putting these tactics into practice, 
Researchers can increase the uniqueness and 
applicability of your study in comparison to previous 
efforts, significantly advancing the topic of workload 
balancing in fog-cloud networks. This study gives 
practical insights for those wishing to install or enhance 
workload balancing in fog-cloud networks and illustrates 
the relevance and application of load balancing 
algorithms in the real world. 

 
2.  Balance of Loads Required 

The portion of various tasks that are assigned to the 
VM in a cloud computing environment is referred to as 
the load. The cloud computing system can classify loads 
as underloaded, overloaded, or balanced. Load balancing 
algorithms aim to enhance system throughput by 
transparently transferring workloads from heavily loaded 
nodes to less burdened nodes through cloud migration. 
This approach ensures a more balanced distribution of 
system loads. A crucial component of cloud assignment 
planning is the load balancing of jobs that may be reliant 
on or independent of virtual machines (VMs)4). 

 
2.1 Balancing loads QoS Measures 

In order to assess the efficiency of various load 
balancing methods, several fundamental load balancing 
measures must be used. The following list of 
performance measures in the cloud computing 
environment, also known as QoS (Quality of Service) 
metrics have an impact on load balancing. 

Throughput: The number of processes or user 
requests (tasks) that a virtual machine can execute 
successfully in each amount of time. A high throughput 
translates into better performance. 

Response Time: This is the amount of time it takes 
for a task to start responding once it has been sent to a 

virtual machine. So, this time should be shorter to attain 
a larger performance. The ability of a system to provide 
continuous and consistent service even when one or 
more arbitrary nodes fail is known as fault tolerance. 

Migration time: The duration required to migrate a 
virtual machine or task from one physical computer to 
another is known as migration time. This migration can 
occur between hosts or even across data centers. 
Minimizing this time is crucial to achieving effective 
load balancing outcomes. The degree of imbalance 
among virtual machines is quantified and evaluated. 

Power Consumption: This refers to the amount of 
energy consumed by the equipment used in cloud 
computing or by a particular data center. 

Carbon Emission: This refers to the amount of 
energy consumed by the equipment used in cloud 
computing or by a particular data center. 

Carbon Emission: The carbon emissions generated by 
an electric service provider have a detrimental impact on 
the environment, necessitating their reduction or control. 
Resource utilization refers to the effective utilization of 
system resources such as CPU, memory, storage, and 
networking. In the event of a system failure, the 
workload is shifted to another virtual machine to enhance 
system reliability. 

Bandwidth (BW): This regulates the simultaneous 
flow of incoming and outgoing traffic between internet 
agents and the local network. Managing the traffic 
disparity through the network is crucial. 

These are the primary metrics utilized for evaluating 
load balancing, although additional factors such as BW, 
Overhead, Cost, Accuracy, Predictability, Thrashing, 
Associated Overhead, Reliability, ANOVA5) and 
Associated Cost may also be considered based on 
specific research requirements. 

 
3. Overview of Surveys (OoS)  

Every selected publication in this study utilized the 
keyword "Load Balancing in Cloud Computing" either in 
the title or as a keyword. Various reputable journals such 
as Elsevier, IEEE, Springer, Wiley, and other 
international journals were included. Numerous 
publications have been dedicated to exploring this topic 
within the realm of cloud computing. These publications 
are categorized into two main groups: survey/review 
articles and experimental-based articles. This section 
focuses specifically on survey/review articles, which are 
further analyzed, based on certain parameters, and 
summarized in Table 1.  

Table 2 contains a comparison of our survey's results 
with those of previous surveys in terms of various 
factors. 
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4. Cutting-Edge Algorithms and Analysis 

The load balancing algorithms mentioned in the 
literature were classified based on one of the following 
criteria: 

Dynamic and Static 
Depending on the initiator of the process and the 

system's current condition. 

Table 1. Overview of Literature Review 
Year Ref Author(s) Remarks 
2015  6) Mala Kalra et al. Performance and effectiveness of metaheuristic algorithms such as Particle 

Swarm Optimization (PSO), Genetic Algorithm (GA), Ant Colony Optimization 
(ACO), Least Common Ancestors (LCA), and BAT are investigated and compared 
in the context of cloud and grid computing 

7) Sulthan Rafii et al. Analyzed the effect of carbon dioxide (CO2) caused by variation in Ant-Based 
Phylogenetic Reconstruction (ABPR) on growth rate in HS-9. 

2016  8) Jiangtao Zhang et al. Articles and algorithms are inspected and viewed to achieve the goals of resource 
providing.  
Algorithm techniques are categorized and methodically examined.  

Addressed the problems and shortcomings of conventional methods. 
 9) Alireza Sadeghi Milani 

et al. 
Proposed a thorough literature review of the Dynamic and Hybrid load balancing 
strategies currently in use.  
Outlined the characteristics of several load balancing systems, including benefits 
and drawbacks.  
Various cloud metrics are used to perform detailed classification.  

Addressed the difficulties and unresolved problems posed by these algorithms. 
2017  10) Einollah Jafarnejad 

Ghomi et al. 
Analyzed and provided a modern classification of load balancing and work 
scheduling methods.  
Analyzed and assessed seven different kinds of load balancing algorithms, then 
condensed the results into Quality of Services (QoS) measures.  

Gave insight into unresolved problems and suggested directions for further 
investigation. 

11) Minxian Xu et al. Identified the difficulties and examined the load-balancing methods in use to assign 
VMs to hosts in IaaS.  
Algorithms that have been surveyed are categorized using classification.  
A comprehensive and comparative analysis of previous load balancing techniques 
was presented. 

Gave the authors a new perspective on potential future improvements. 
12) Avnish Thakur et al. Presented a classification of taxa that balances their load based on statistics and 

inspiration from nature.  
Presented a flowchart for each algorithm.  
State-of-the-art algorithms were examined, analyzed, and summarized in a tabular 
format.  
Pie charts were utilized to present the metrics used in the various articles.  

Talked about the difficulties and unresolved problems, as well as potential 
solutions. 

2018 13) Sambit Kumar Mishra 
et al. 

Outlined a taxonomy analysis of static and dynamic load balancing algorithms.  
Outlined and presented a thorough approach to load balancing techniques.  
Sorted the algorithms into groups according to the related performance measures.  

In order to evaluate the performance in terms of Makespan and Energy usage, 
graphs were employed to simulate the behavior of several heuristic algorithms. 

2019 14) AR. Arunarani et al. Discussed a thorough study on work scheduling and the corresponding measures.  
Addressed the different scheduling-related problems and obstacles to be solved.  
To determine the value of scheduling characteristics, many scheduling methods are 
explored.  
A systematic review of the literature based on three metrics: methods, applications, 
and parameter based. 

Recognized the challenges for cloud computing-related future research. 
2020 15) Devaraj, A. F. S. et al. Suggested Hybridization of firefly and Improved Multi-Objective Particle Swarm 

Optimization (FIMPSO) model demonstrated efficient operation, maximum CPU 
utilization, proper resource usage, and job response times. 

16) Azizi, S. et al. Presented a greedy randomized VM placement (GRVMP) algorithm with 
multiple performance matrices for use in real-world production 
environments (Amazon EC2). 
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2021 17) Tian, W.et al. Divides a VM request into a number of sequential sub-requests, each of which is 

treated as a regular VM request and has its own start time, finish time, and capacity 
requirement. 

By accomplishing the predetermined load balancing objective, it becomes 
possible to proactively establish a threshold for each virtual machine (VM) request 
on every physical machine. This, in turn, instructs the scheduler to make necessary 
preparations prior to VM migration. 

18) Saxena, D.et al. By doing experiments on the Google Cluster dataset, Planet Lab, and Bit brains 
VM traces, three real-world workload datasets are used to evaluate the proposed 
framework. 

2022 19) M. A. Habib et al. 

 

Investigated two game structures photovoltaic (PV) and carbon footprint (CF) 
power system for analysis in data.  

20) Manoj Kumar Gupta et 
al. 

Discussed about Carbon fiber reinforced polymers (CFRPs) and Carbon 
Fibers. 

The study investigates the detailed study of automotive and aerospace. 
2023 21) Joshila Grace LK et al. Focused on Swarm intelligence methods are a type of microbe algorithm that 

have long been demonstrated to be quite successful. 
22) Sharma A. et al. ‘Ant colony optimization- Breadth first computation-Minkowski Static’ (ABMS) 

approach and ‘Ant colony optimization-Breadth first computation-Minkowski 
Dynamic’ (ABMD) technique have been simulated. 

 
Table 2. Comparison of the Current and Previous Surveys 

Ref [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] 
Current 
Survey 
(2023) 

Year 2015 2016 2017 2018 2019 2020 2021 2022  

Comparative 
Evaluation √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ √ 

Cutting-Edge √ × × √ √ × √ √ √ √ √ √ √ √ √ √ 

Visual 
Presentation × √ × √ √ × √ √ √ √ √ √ √ √ √ √ 

Classification 
System √ × × × √ √ √ √ × √ √ √ √ √ √ √ 

Flowchart 
Representation × × × × × × √ × × × × √ √ √ √ √ 

Survey of 
Survey (SoS) × × × × × × × × × × × × × √ × √ 

 
 
Statistics-based and nature-inspired approaches 

In this section, we have categorized the load balancing 
algorithms into four main groups based on the types of 
algorithms utilized for this purpose, ranging from classic 
approaches to hybrid heuristics, as depicted in Fig. 1. 

 

 
Fig. 1: Categorization of Load Balancing Techniques 
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The subsequent subsections provide a brief overview 

of each algorithm within these groups. We have reviewed 
and evaluated the various algorithms used and 
implemented by researchers in each category based on 
specific criteria. The load balancing algorithm is 
categorized as follows: 

 
4.1 Traditional Algorithm 

The traditional algorithm encompasses well-known 
CPU scheduling techniques. CPU scheduling allows one 
process to run while others wait in a queue, efficiently 
utilizing the CPU. The operating system (OS) selects a 
process from the ready queue and allocates CPU time for 
execution. In distributed computing systems, various 
load balancing scheduling algorithms are available. 
Conventional algorithms can be categorized as 
preemptive or non-preemptive. Preemptive algorithms 
involve interrupting an ongoing execution to prioritize 
and complete a higher priority task before resuming the 
interrupted process. Priority, either internal or external, 
influences preemptive scheduling21). Examples of such 
algorithms include Round Robin and Priority-based 
scheduling. Non-preemptive scheduling algorithms, on 
the other hand, do not consider priority and allow the 
task that completes first to utilize the resources and SJF 
(Shortest Job First). Typically, a ready queue is 
maintained as a linked list, where tasks await execution 
based on their arrival time. 

 
4.2 Heuristic Algorithms  

Heuristic algorithms are employed when classical or 
traditional methods are slow or fail to provide exact 
solutions. Heuristics serve as optimization strategies to 
solve problems more efficiently and are often referred to 
as approximation algorithms. These techniques aim to 
generate solutions within an acceptable time frame, even 
if they may not be the optimal ones. Heuristic algorithms 
utilize informed guesses to determine potential solutions, 
either independently or in conjunction with other 
optimization techniques. Static heuristics are employed 
when the duration of a task is known in advance, while 
dynamic heuristics handle dynamically arriving tasks. 
This section focuses on heuristic algorithms such as 
Min-min, Max-min, RASA (a hybrid approach), MOF 
(Bio-MOF) in CO222) and Improved Maxmin. The 
algorithms, research areas, tools, and prospects are 
discussed. Although significant contributions have been 
made to the development of load balancing algorithms, 
there is still room for improvement. 

 
4.3 Meta-heuristic Algorithm 

Metaheuristics originate from the fields of artificial 
intelligence and operations research23). Traditional 
heuristic techniques often produce a limited number of 
alternative solutions and struggle to approach optimality. 
To overcome the limitations of heuristics, metaheuristics 
were developed as iterative improvement techniques by 

taking the study of BG, SOFC24–25) and reduction in CO2 
into consideration. Metaheuristics combine higher-level 
approximate approaches to guide local improvement 
processes effectively and efficiently explore the search 
space using Hybrid Taguchi–PCA-GRA26). In the words 
of Voss27), a meta-heuristic is "an iterative master process 
that guides and modifies the operations of subordinate 
heuristics to develop high-quality solutions effectively. 
Iterations may involve manipulating single or multiple 
related solutions. The subordinate heuristics can be basic 
local searches, high-level or low-level operations, or 
construction techniques." The three primary operators in 
this framework are transition, evaluation, and decision, 
which are employed to search for potential solutions28). 

Perturbative and constructive transitions are the two 
popular techniques used in combinatorial problems 29). 
As presented in Fig. 2, metaheuristic algorithms 
employed in load balancing can be classified into 
different categories. These categories include 
Swarm-based Algorithms31), Single Solution 
approaches30), Population-based Algorithms, and Local 
Search techniques30).  

 

 
Fig. 2: Taxonomy of Meta-heuristic Techniques 

 
In this study, the algorithms have been categorized and 

grouped based on their search strategy and 
solution-oriented features to study the importance of 
workload balancing techniques by taking the data from 
articles published from 2012 to 2023. Examples of such 
algorithms encompass Simulated Annealing31), Tabu 
search31), Ant colony optimization32-33), Artificial Bee 
Colony/Honeybee34-35), Particle Swarm Optimization36-37), 
Artificial Bee Colony/Honeybee37), and Intelligent Water 
Drop (IWD)38). 

 
4.4 Hybrid Algorithm 
In this subsection, we have presented a general overview 
of hybridization. Subsequently, we have examined and 
analyzed several popular hybrid load balancing strategies. 
Furthermore, a comprehensive classification, depicted in 
Fig. 3 below, is presented, highlighting the 
characteristics of hybrid approaches, and showcasing 
various hybridization techniques. Hybrid methods have 
gained prominence by combining different classes of 
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metaheuristic algorithms to leverage their advantages 
while mitigating their limitations. This synergy is 
believed to be beneficial for hybrids39). The integration 
of various mechanisms within this system has proven to 
be effective, leading to its widespread adoption in the 
optimization field. As per the previous studies, the 
exploration capabilities of population-based approaches 
are significant and have been divided into three sections 
based on the search space, as depicted in Fig. 3. 
 

 
Fig. 3: Taxonomy of Hybrid Heuristic Algorithms 

 
5. Summary of Existing Studies 

In this research, Authors have distributed the results in two 
categories: 

 
5.1 Classification based on parameters 

Table 3 given above emphasizes QoS characteristics of the 
metaheuristic algorithms used in various papers in order to 
evaluate the efficacy of suggested load balancing approaches.  

As shown in Fig. 4, we also used a graph to represent this 
analysis. 

 
Fig. 4: Graphical Quality of services (QoS) Metrics Display 

5.2 Technique-based categorization 

In this specific category, our attention was exclusively 
directed towards metaheuristic techniques, as illustrated 
in Table 4. This is clear that a substantial portion of these 
techniques were utilized between 2019 and 2023 to 
address workload balancing challenges in fog-cloud 
environments. 

 
6. Discussion 

Our survey commenced by examining the available 
literature, as presented in Table 1. Subsequently, in Table 
2, we compared our survey with an existing study in the 
field. Finally, we conducted an extensive analysis of load 
balancing methods and their corresponding parameters, 
which is summarized in our overall analysis and survey. 
Heuristic methods are created to tackle complicated 
issues with little effort. When the search space expands 
in proportion to the magnitude of the problem, it cannot 
be solved. The literature makes it clear that heuristic 
approaches are unable to identify the nearly ideal answer 
in an acceptable amount of time. Additionally, this 
approach is useless for handling complicated multimodal 
and combinatorial issues. Due to its advantages over 
heuristics, meta-heuristic algorithms have been used by 
many academics to overcome the limitations of heuristic 
techniques. These methods can be used in numerous 
series of problems because they are not problem specific. 
To prevent becoming trapped in local optima, they might 
merge with other systems. Due to exploration and 
exploitation, these algorithms can quickly identify close 
to ideal solutions. These can be used to solve multimodal 
and combinatorial problems. Although the literature 
demonstrates that these algorithms perform better, due to 
some inherent drawbacks of algorithms, they do not 
ensure the presence of an optimal solution 
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Table 3. Parameter-Driven Categorization 

R
eferences 

Q
os 

R
eliability 

R
esource 

U
tilization 

C
arbon 

E
m

ission 

Pow
er 

C
onsum

ption 

Perform
ance 

D
egree of 

Im
balance 

Fault 
Tolerance 

M
akespan 

E
xecution 

tim
e/Flow

 
Tim

e 

R
esponse 
Tim

e 

T
hroughput 

L
atency G

ap 

D
atacenters 

Processing 
Tim

e 

C
ost 

(V
M

/D
ata 

C
entre) 

Security 

Privacy 

40 × × × × √ × × × × × × × √ × × × × 

41 × × √ × × √ √ × √ √ √ × × √ × × × 

42 × × × × × × × × × × √ × × √ √ × × 

43 × × × × × √ √ √ × × √ × × × × × × 

44 × × √ × √ × × √ × √ × × × × × × × 

45 √ × × × × × × × × × × × × × × × × 

46 × × × × × × × × × × × × × × × √ √ 

47 × √ √ × × √ × × × × × × × × × × × 

48 × × √ × × √ × × √ × × × × × × √ √ 

49 × × ×  × √ × × × × √ × × √ × × × 

50 × × × √ √ √ × × × × × × × × × × × 

51 × √ × √ √ × × × × × × × × × × × × 

52 × × √ √ × √ × × × × × × × × × × × 

53 × × √ × × √ × × ×  √ × × × × × × 

54 √ × √ × × √ × × × × ×  √ √ × × × 

55 √ × √ × × × × × × × × × √ √ × × × 

56 √ × × × × √ × × × × × × × × × × × 

57 × × × √ × × × × × × × × × × × × × 

- 2359 -



EVERGREEN Joint Journal of Novel Carbon Resource Sciences & Green Asia Strategy, Vol. 10, Issue 04, pp2353-2364, December 2023 

 
58 × √  √ × × × × × × × × × × × × × 

59 × × √ √ × √ √ × × × × × × × × × × 

60 × × √ √ × × × √ × × × × × × × × × 

61 × × × √ × × × × × × × × × × × × × 

62 × × × × √ √ × × ×  √ × × × × × × 

63 × × × √  × × × × × × × × × × × × 

64 × × × × √ × × × × × × × × × × × × 

65 × × √ × √ × × × × × × × × × × × × 

66 × × × × √ × × × × × × × × × × × × 

67 × × × × × × × × × √ × × × × × × × 

68 × × √ √ × × √ × ×  √ × × × × × × 

 
Table 4. Divisions in workload balancing techniques based on Parameters (Year 2012 to 2023) 

W
orkload 

B
alancing 

Techniques 

SH
C

 

SA
 

G
A

 

PSO
 

A
C

O
 

H
O

N
E

Y
B

E
E

 

IW
D

 

B
FO

 

L
C

O
 

FA
 

C
S 

G
SA

 

SO
 

Year  
2012 to 
2015 

   Ref [48]          

Year  
2016 to 
2019 

Ref [40] 
Ref 

[41][42] 
[43] 

Ref 
[44][45][

46] 

Ref 
[49][50][

51] 

Ref [53] 
[54] [55] 

[56] 
Ref [59]   Ref [63] Ref 

[64][65] Ref [66] Ref [67] Ref [68] 

Year  
2020 to 
2023 

  Ref [47] Ref [52] Ref [57] 
[58] Ref [60] Ref [61] Ref [62]      
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Binary PSO, for instance, has a low rate of 

convergence, and local optima can be a problem for 
traditional PSO. GSA is known for its extensive 
computational time, while GA often faces challenges 
such as early convergence and unpredictable outcomes. 
GA also involves complex parameter settings for 
crossover, selection, and encoding strategies. The quality 
of the initial population can significantly impact the 
solution quality, and techniques like local search can be 
employed in algorithms such as PSO and GA to find 
suitable starting populations. Researchers have explored 
modifying transition operators in metaheuristic 
algorithms to improve result quality, for example, by 
focusing on pheromone updates in ACO. Hybrid 
approaches, combining metaheuristic and heuristic 
algorithms or multiple metaheuristic algorithms, aim to 
leverage the strengths of each algorithm and compensate 
for their limitations. This integration allows for the 
exploration of diverse solutions and helps achieve 
optimal performance and solution quality. Hybridization 
techniques69) have been applied in different contexts, 
such as combining GA with SA or PSO with BF and TS 
to explore advantageous solutions in specific local areas. 
In earlier studies, researchers have been using different 
models like ACO, CS, and PSO by using hybridization 
methods70) to overcome the problem of local optima. 
Furthermore, some other researchers worked on other 
combinations including Genetic Algorithm with fuzzy 
theory and ACO with network theory. The "power of two 
choices" approach in ACO71), XCS and BCM-XCS72), 
MtLDF73), the taxonomy of fog74), and Firefly 
algorithm75) has been shown to outperform other 
algorithms, as reported in the literature. 

 
7. Summary and Future Perspective 

In the resource pool-constrained architecture of cloud 
computing, it is essential to evenly allocate the 
workloads among the different fog-cloud nodes (VMs). 
This ensures efficient resource utilization while 
considering various parameters such as power usage, 
carbon emissions, and other quality of service (QoS) 
standards at data centers. To comprehensively address 
this scenario, authors have conducted an Overview of 
Surveys (OoS) to provide a specialized division of 
workload-balancing algorithms. In this study, authors 
have established a hierarchy that clarifies the existing 
algorithms of workload balancing. The performance and 
outcomes of each algorithm type are thoroughly 
examined and summarized in tables. By addressing the 
identified challenges and optimizing the load distribution 
across multiple VMs, it is possible to enhance these 
aspects. There is significant room for improvement in the 
identified algorithms, making further research in this 
area a top priority. In this paper, a significant 
advancement in the topic is the creation of a hierarchy 
for workload balancing algorithms in fog-cloud networks. 
In the end, it fosters a better understanding of workload 

balancing difficulties and solutions within the context of 
fog-cloud computing by helping to organize, categorize, 
and clarify the available knowledge. 
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