
九州大学学術情報リポジトリ
Kyushu University Institutional Repository

Study on characteristics of liquid film in
upward annular two-phase flow

張, 華誠

https://hdl.handle.net/2324/7157347

出版情報：Kyushu University, 2023, 博士（工学）, 課程博士
バージョン：
権利関係：



 

 

Study on characteristics of liquid film in 

upward annular two-phase flow 

By 

Huacheng, Zhang 

 

Thesis submitted to Kyushu University for the degree of Doctor of Philosophy 

 

Examiner: Prof. Shoji Mori  

Co-examiner: Prof. Yasuyuki Takata  

Prof. Satoshi Watanabe  

 

Graduate School of Engineering  

Kyushu University  

Fukuoka, JAPAN  

June 2023



I 

 

Contents 

 

Contents ................................................................................................................................................ I 

List of figures ..................................................................................................................................... IV 

List of tables .................................................................................................................................... VIII 

Nomenclature ..................................................................................................................................... IX 

CHAPTER 1 ........................................................................................................................................ 1 

Introduction .......................................................................................................................................... 1 

1.1 Role of annular flow in practical applications ............................................................................ 1 

1.2 Previous studies in annular flow ................................................................................................ 3 

1.3 Current status and objectives of this study ................................................................................. 7 

1.4 Structure of the thesis ................................................................................................................. 9 

References ...................................................................................................................................... 10 

CHAPTER 2 ...................................................................................................................................... 15 

Effect of density ratio and surface tension on liquid film thickness and disturbance wave height ... 15 

2.1 Introduction .............................................................................................................................. 15 

2.2 Experimental apparatus and procedures ................................................................................... 17 

2.2.1 Working fluids .................................................................................................................... 17 

2.2.2 Experimental apparatus ...................................................................................................... 17 

2.2.3 Test section ......................................................................................................................... 19 

2.2.4 Film thickness measurement methods and measurement accuracy ................................... 20 

2.2.5 Experimental conditions .................................................................................................... 22 

2.2.6 Film thickness data processing .......................................................................................... 24 

2.2.7 Uncertainty analysis ........................................................................................................... 25 

2.3 Results and discussion .............................................................................................................. 25 

2.3.1 Film thickness .................................................................................................................... 25 

2.3.2 Disturbance wave height .................................................................................................... 37 



II 

 

2.3.3 Comparison of the current model with previous databases ............................................... 41 

2.4 Conclusions .............................................................................................................................. 42 

References ...................................................................................................................................... 44 

CHAPTER 3 ...................................................................................................................................... 48 

Effect of density ratio and surface tension on characteristics of disturbance waves ......................... 48 

3.1 Introduction .............................................................................................................................. 48 

3.2 Experimental apparatus and procedures ................................................................................... 50 

3.3 Results and discussion .............................................................................................................. 51 

3.3.1 Wave velocity ..................................................................................................................... 51 

3.3.2 Wavelength, wave pitch and intermittency ........................................................................ 59 

3.3.3 Wave frequency .................................................................................................................. 65 

3.4 Conclusion ................................................................................................................................ 71 

References ...................................................................................................................................... 72 

CHAPTER 4 ...................................................................................................................................... 77 

Effect of density ratio and surface tension on interfacial shear stress and pressure drop .................. 77 

4.1 Introduction .............................................................................................................................. 77 

4.2 Experimental apparatus and procedures ................................................................................... 78 

4.3 Results and discussion .............................................................................................................. 79 

4.3.1 Pressure gradient and interfacial shear stress ..................................................................... 79 

4.3.2 Interfacial friction factor .................................................................................................... 82 

4.3.3 Pressure drop prediction..................................................................................................... 89 

4.4 Conclusion ................................................................................................................................ 92 

References ...................................................................................................................................... 94 

CHAPTER 5 ...................................................................................................................................... 97 

Summary and prospect ....................................................................................................................... 97 

5.1 Summary .................................................................................................................................. 97 

5.2 Prospect .................................................................................................................................... 99 

References .................................................................................................................................... 101 



III 

 

Acknowledgement ........................................................................................................................... 102 

Appendix A. Circuit design of film thickness measurement sensor ................................................ 104 

Appendix B. Preparation of working fluids ..................................................................................... 105 

Appendix C. Dynamic performance of the film thickness measurement sensors ........................... 105 

 

  



IV 

 

List of figures 

 

Fig. 1.1 Flow patterns of gas-liquid two-phase flow in a vertical tube. 1 

Fig. 1.2 Schematic illustration of annular flow. 2 

Fig. 1.3 Simplified scheme of plant with boiling water reactor. 3 

Fig. 1.4 Schematic illustration of liquid film configuration. 5 

Fig. 2.1 Schematic illustration of the experimental facility. 18 

Fig. 2.2 Schematic illustration of the test section. 19 

Fig. 2.3 
Cross-sectional view of the test section when filled with working 

liquid and (a) PTFE Rod and (b) working gas. 
21 

Fig. 2.4 Fig. 2.1 Static calibration by nonconductive rods. 21 

Fig. 2.5 
Test matrix represented on the (a) Hewitt–Roberts flow map and (b) 

Mishima–Ishii flow map. 
22 

Fig. 2.6 
Snapshots of annular flow of Nitrogen-Water system under the 

pressure 0.2 MPa in the 5.0 mm inner diameter tube. 
23 

Fig. 2.7 
The probability density function of film thickness when 𝑗𝐿  = 0.1 m/s, 

𝑗𝐺= 18.6 m/s with a density ratio of 434. 
24 

Fig. 2.8 
Measurement of film thickness over time and the schematic 

illustration of the corresponding 𝑡𝐹𝑏𝑎𝑠𝑒, 𝑡𝐹𝑎𝑣𝑒 , and 𝑡𝐹𝑚𝑎𝑥. 
26 

Fig. 2.9 

Comparison of average film thickness under different experimental 

conditions when plotted against (a) 𝑗𝐺, (b) 𝑅𝑒𝐺, (c) 𝑊𝑒𝐺; the figures 

on the left side and right side correspond to the 𝑗𝐿  = 0.1 and 0.8 m/s, 

respectively. 

27 

Fig. 2.10 

Fig. 2.2 The comparison of normalized predicted average film 

thickness corresponding to the Cfi from the correlation of (a) Wallis, 

(b)Ju, and (c) Belt. 

30 

Fig. 2.11 

Comparison of normalized measured average film thickness from 

different databases with normalized predicted average film thickness 

obtained from Eq. (2.24). 

32 

Fig. 2.12 
Film thickness measurement results under the superficial liquid 

velocity of (a) 0.1, (b) 0.4, and (c) 0.8 m/s. 
34 



V 

 

Fig. 2.13 

Comparison of film thickness time trace under a superficial liquid 

velocity of 0.1 m/s and density ratios of 434 and 32 with the gas 

Weber numbers of 55, 275, 470, and 900. 

36 

Fig. 2.14 
Disturbance wave height measurement results under the superficial 

liquid velocity of (a) 0.1, (b) 0.4, and (c) 0.8 m/s. 
37 

Fig. 2.15 Schematic illustration of force balance on disturbance wave. 38 

Fig. 2.16 
Effect of liquid Weber number and gas Weber number on wave height 

for different density ratios and superficial liquid velocity. 
40 

Fig. 2.17 Comparison of measured wave height with predicted wave height. 40 

Fig. 2.18 

Effect of liquid and gas Weber numbers on normalized wave height 

from different databases for different density ratios and superficial 

liquid velocity. 

41 

Fig. 2.19 
Comparison of normalized measured wave height from different 

databases with normalized predicted wave height. 
42 

Fig. 3.1 
Disturbance wave velocity at the superficial liquid velocities of (a) 

0.1, (b) 0.4, and (c) 0.8 m/s. 
51 

Fig. 3.2 
Schematic of wall and interfacial shear stresses acting on the liquid 

film. 
54 

Fig. 3.3 
Comparison of the normalized measured average film thickness with 

the friction factor ratio 𝐶𝑓𝑤/𝐶𝑓𝑖. 
54 

Fig. 3.4 
Comparison of the measured wave velocity with the predicted wave 

velocity. 
55 

Fig. 3.5 
Comparison of the measured wave velocity with the predicted wave 

velocity when previous databases were employed. 

55 

Fig.3.6 Comparison of measured wave velocities from the database of the 

current experiments of [35], [36], and [37] and with wave velocity 

predicted by the correlations of (a) Eqs. (3.3) and (3.5); (b) [38]; (c) 

[39]; (d) [25]; (e) [29]; and (f) [34]. 

57 

Fig.3.7 Schematic illustration of the disturbance wave characteristics 59 

Fig. 3.8 Wave pitch at the superficial liquid velocities of (a) 0.1, (b) 0.4, and 

(c) 0.8 m/s. 

60 

Fig. 3.9 Comparison of wave pitch with the disturbance wave height. 61 



VI 

 

Fig. 3.10 Comparison of the ratio of wave pitch with 𝜌𝐺/𝜌𝐿 ∙ 𝑅𝑒𝐿/𝑅𝑒𝐺. 61 

Fig. 3.11 Comparison of measured 𝐿/𝐻 with predicted 𝐿/𝐻 from Eq. (3.8). 62 

Fig. 3.12 Disturbance wave wavelength under the superficial liquid velocity of 

(a) 0.1, (b) 0.4, and (c) 0.8 m/s. 

63 

Fig. 3.13 Disturbance wave intermittency under the superficial liquid velocity 

of (a) 0.1, (b) 0.4, and (c) 0.8 m/s. 

64 

Fig. 3.14 Wave Comparison of the ratio of wave intermittency with average 

film thickness. 

64 

Fig. 3.15 Time trace of the measured film thickness for the water–nitrogen 

system at different 𝑗𝐿 and 𝑗𝐺. The identified disturbance wave is 

indicated with the red circle. 

65 

Fig. 3.16 Disturbance wave frequency at the superficial liquid velocities 

of (a) 0.1, (b) 0.4, and (c) 0.8 m/s. 

66 

Fig. 3.17 Comparison of liquid Strouhal number with Lockhart–Martinelli 

parameter. 

67 

Fig. 3.18 Comparison of the measured Strouhal number from the databases of 

the current experiments of [35], [51], [49], [48], [37], and [50] with 

the wave velocity predicted by the correlations of (a) the present 

work, (b) [48], (c) [35], (d)[45], (e) [38], and (f)[47]. 

68 

Fig.4.1 Schematic of the test section. 79 

Fig. 4.2 Measured pressure gradient over 0.5 m. 80 

Fig. 4.3 4.3. Comparison of the interfacial shear stress calculated by Eqs. 

(4.1) and (4.4). 

81 

Fig. 4.4 Interfacial shear stress calculated by Eq. (4.4). 82 

Fig. 4.5 Comparison between 𝑅𝑒𝐺 and (a) 𝐻/𝐷, and (b) 𝐶𝑓𝑖. 83 

Fig. 4.6 Comparison between 𝑘𝑆/𝐷 and (a) 𝐻/𝐷; (b) 𝑡𝐹𝑎𝑣𝑒/𝐷 85 

Fig. 4.7 Comparison between 𝐶𝑓𝑖 and (a) 𝐻/𝐷; (b) 𝑡𝐹𝑎𝑣𝑒/𝐷. 86 

Fig. 4.8 Comparison of measured and predicted interfacial friction factor by 

correlations of (a) present work; (b) Moeck [2]; (c) Fore et al. [4]; (d) 

Ju et al. [5]; (e) Belt et al. [8]; (f) Henstock and Hanratty [9]. 

88 

Fig. 4.9 Comparison of measured and predicted pressure gradient by 

correlations of (a) present work; (b) Cicchitti [30]; (c) Awad and 

91 



VII 

 

Muzychka [31]; (d) Sun and Mishima [34]; (e) Kim and Mudwar 

[35]. 

Fig. A1 Circuit diagram of each sensor. 104 

Fig. C1 Schematic illustration of printed calibration rod with dimensional 

information. 

106 

Fig. C2 Schematic illustration of printed calibration rod with 

dimensional information. 

106 

   



VIII 

 

List of tables 

 

Table 1.1 

Summary of properties for working fluids of Steam–Water under 

BWR operating condition and Air–Water under low atmospheric 

pressure and room temperature 

8 

Table 1.2 Summary of properties for working fluids in current experiments 8 

Table 2.1 
Summary of experimental conditions of the databases employed in 

this study. 
32 

Table 3.1 Summary of the experimental conditions of the employed databases. 56 

Table 3.2 Previous models of wave velocity. 57 

Table 3.3 Summary of the experimental conditions of the databases employed. 69 

Table 3.4 Previous models of wave frequency. 70 

Table 4.1 Summary of the experimental conditions of the employed databases. 86 

Table 4.2 Previous models of interfacial friction factor. 87 

Table 4.3 Previous correlations for predicting two-phase pressure drop. 90 

 

 

  



IX 

 

Nomenclature 

 

Latin letters 

𝐵𝑊𝑅 boiling water reactor 

𝐶 Chisholm parameter 

𝐶𝑓 friction factor 

𝐷 tube diameter 

𝐺 mass flux 

𝐸 entrainment rate 

𝑓 wave frequency 

𝑔 acceleration due to gravity 

𝐻 wave height 

𝐼 electric current 

𝐼𝑁𝑇 intermittency 

𝑗 volumetric flux 

𝑘𝑆 equivalent sand-grain roughness 

𝐿 wave pitch 

𝑁𝜇 viscosity number 

𝑃 pressure 

𝑅 electrical resistance 

𝑅𝐷 deposition rate 

𝑅𝑒 Reynolds number 

𝑆 sensor 

𝑆𝑟 Strouhal number 

𝑡𝐹 film thickness 

𝑢 velocity 

𝑉 voltage 

𝑣 velocity 

𝑊𝑒 Weber number 

𝑋 
Lockhart-Martinelli parameter.  

Lockhart-Martinelli multiplied. 



X 

 

Greek symbols 

𝛼𝑑 droplet volume fraction 

𝜆 wavelength 

𝜇 dynamic viscosity 

𝜌 density; electrical conductivity 

𝜎 surface tension 

𝜏 shear stress 

Φ two-phase frictional multiplier 

Subscripts 

𝑎𝑣𝑒 average value 

𝑏𝑎𝑠𝑒 base film 

𝑐 calibration; core 

𝐺 gas phase 

𝑖 interface 

𝐿 liquid phase 

𝑚𝑎𝑥 maximum value 

𝑠 single-phase 

𝑇𝑃 two-phase 

𝑤 tube wall; disturbance wave 

  



1 

 

CHAPTER 1  

Introduction 

 

1.1 Role of annular flow in practical applications 

 

Gas-liquid annular flow is one of the two-phase flow regimes together with bubble flow, slug 

flow, and churn flow as shown in Fig. 1.1. It occurs in various industrial equipment, such as nuclear 

reactors, heat exchangers, pipelines, and steam boilers and many other gas-liquid interacting 

applications [1–4]. In the regime of annular flow, as shown in Fig. 1.2, a continuously flowing gas 

core locates in the center and is surrounded by a liquid film attaching to the tube wall. Intermittent 

disturbance waves exist at the gas–liquid interface and large amount of liquid are transferred by the 

disturbance waves [5]. Meanwhile, the ripples on top of disturbance waves are sheared by the gas 

stream, which leads to the creation of droplets entrained in the gas core [6,7]. The entrained droplets 

may deposit back to the liquid film. Because the thin liquid film between two successive disturbance 

waves leads to the dryout on the heating surface and limits the performance of the heating components, 

complete knowledge of the characteristics of annular flow is of great significance for the industries 

[5,8]. 

 

 

Fig. 1.1 Flow patterns of gas-liquid two-phase flow in a vertical tube 
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Fig. 1.2 Schematic illustration of annular flow 

 

In the heat transfer applications, particularly in systems such as Boiling Water Reactors (BWRs) 

as shown in Fig. 1.3, annular flow plays a critical role. In the BWR vessel, heat is generated in fuel 

rods as a result of nuclear fission. Water is supplied to cool down the fuel rods and generate steam 

that spins turbines to get electricity. To guarantee adequate cooling of the fuel rods, they must be 

permanently covered with a liquid film. If liquid film along the fuel rods dries out, the heat transferred 

to the water will be reduced and the fuel rods will keep being heated up. The fuel rods quickly become 

so hot that it burns through the surface and the vessel floor, causing radiation release. This is the direct 

cause of the Three Mile Island and Fukushima nuclear accident. The flow between fuel rods can be 

roughly considered as the flow in a heated tube for the simplicity of investigation. Due to the high 

heat flux, the subcooled water flows upward as a boiling two-phase flow. The flow pattern changes 

from bubble flow, slug flow, churn flow to annular flow. In the annular flow, disturbance waves move 

upward with supplying water to the heated surface. When the interval of the disturbance waves 

become large accidentally, the dryout of liquid film occurs. In order to clarify the dryout mechanism, 

it is necessary to fully understand the behavior of liquid film and be able to predict characteristics of 

annular flow with reasonable accuracy over wide range of conditions to keep the nuclear power 

reactors safe from burnout. 
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Fig. 1.3 Simplified scheme of plant with boiling water reactor (https://www.cameco.com). 

 

1.2 Previous studies in annular flow 

 

Over the past decades, significant attention has been received for annular flow. Through using X-

ray imaging, Hewitt and Robers identified different two-phase flow patterns including slug flow, 

churn flow, annular flow, wispy annular flow, and bubble flow [9]. Later, Mishima and Ishii 

introduced two criteria for the annular flow regimes considering the mechanisms of flow-regime 

transitions. One is based on the flow reversal in the liquid film section along large bubbles, as the 

annular flow is characterized by the liquid film flow with the same direction of the gas phase. The 

other one is the onset of the entrainment criteria, since destruction of liquid slugs or large waves by 

entrainment [10]. As a result, an accurate knowledge of the entrained liquid fraction is essential in the 

analysis and modeling of annular flows. 

Experimental observations of the annular flow shows that the disturbance waves travelling on the 

liquid film interface are the main source of droplet entrainment [6]. Ishii and Grolmes proposed 

shearing off of the disturbance wave crest as the primary mechanism of entrainment for the low 

viscosity liquid such as water [6]. Based on this entrainment mechanism, Ishii and Mishima 

developed a correlation for the prediction of the entrainment fraction in quasi equilibrium annular 

flow region [11]. Since then, extensive experimental and theoretical investigation on droplet 

entrainment has been conducted  and correlations for entrainment rate have been proposed [12–15]. 

In addition to the entrained droplets in the gas core, another important feature of annular flow is 

the wavy structure of the liquid film. The characteristics of liquid film such as base, average, and 

maximum liquid film thickness, wave height, wave velocity, wave frequency, wavelength, and wave 
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pitch, as indicated in Fig. 1.4, have been investigated by numerous researchers. Ishii and Grolmes 

correlated the average film thickness through the comprehensive consideration of interfacial shear 

stress and liquid film velocity [6]. Henstock and Hanratty proposed a correlation for film thickness, 

which is derived from the relationship between interfacial friction factor and film thickness [16]. 

Fukano and Furukawa measured film thickness using water and glycerol solution at atmospheric 

pressure and predicted the film thickness using gas Froude number, liquid Reynolds numbers, and 

quality [17]. Kumar et al. used flush-wire conductivity probes to measure the wave velocity and film 

thickness of air–water annular flow in a duct. They derived a model for predicting the wave velocity 

by matching the interfacial shear in the gas and liquid and correlated the base film thickness with 

liquid and gas Reynolds numbers based on experimental results [18]. Han et al. investigated the effect 

of gas flow rate on the velocity, height, and frequency of disturbance wave. An average velocity model 

for the wave and base regions to determine the wave velocity was proposed. They also described the 

disturbance wave height using the liquid Reynolds number [4]. Hazuku et al. experimented with air–

water two-phase flow, and a correlation was proposed between the minimum film thickness with 

respect to the interfacial shear stress and the liquid Reynolds number [19]. Sawant et al. experimented 

on air–water annular flow under the pressures of 0.12, 0.4, and 0.58 MPa in a 9.4 mm inner diameter 

pipe with various liquid flow rates. Through a comprehensive analysis of experimental data, they 

revealed that using gas Weber number and liquid Reynolds number can predict the dependence of 

disturbance wave height on pressure, gas flow rate, and liquid flow rate. They reported that only the 

gas Weber number and liquid phase Reynolds number can satisfactorily predict the dependence of 

disturbance wave velocity on pressure, liquid, and gas flow rates and that wavelength can be described 

by liquid and gas Reynolds numbers. They also noted that the correlations available in the literature 

could not fully predict the wave velocity in their experimental data. [20]. Berna et al. reviewed 

previous databases and derived a new correlation for predicting the wave velocity by using the gas 

Reynolds number, liquid Reynolds number, and surface tension factor defined by Ishii and Grolmes 

[6]. After reviewing previous studies, they obtained a new correlation using the Reynolds and Froude 

numbers for liquid film thickness prediction [21]. By conducting air–water annular flow experiments, 

Wolf et al. measured wave velocity and frequency and revealed that wave velocity and frequency take 

a fairly short distance of about 100 times of diameters to reach a quasi-steady state when liquid is 

introduced to a porous wall [22]. Ju et al. reviewed the experimental data on annular flow available 

in the literature and derived two correlations for the wave velocity from liquid interfacial velocity and 

interfacial shear stress. Their correlations performed better than the other correlations in the literature 

[23]. Schubring et al. studied air–water annular flow by using a high-speed camera and revealed the 
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relationship between wave pitch and liquid and gas flow rates [24]. Alekseenko et al. measured the 

wave pitch in downward annular flow experiments by using a high-speed laser-induced fluorescence 

technique and emphasized that wave pitch decreased with gas velocity and slightly increased with 

liquid viscosity and flow rate [25]. Vasques et al.  comprehensively studied the properties of 

disturbance waves by using the brightness-based laser-induced fluorescence technique. They 

demonstrated that wave intermittency decreases when the flow rate of the base film increases, and 

that this reduction may either be due to a decrease in the wave pitch at low liquid Reynolds numbers 

or an increase in disturbance wave wavelength [26]. Nevertheless, in contrast to film thickness, wave 

velocity, and wave height, which have been extensively studied, the investigation in terms of wave 

pitch remains limited. Establishing a physical model of wave frequency is difficult because annular 

flow is a complex problem involving strongly coupled physics. Generally, wave frequency is 

described by using the Strouhal number, a dimensionless form of wave frequency. Thus far, several 

empirical correlations for the Strouhal number have been established on the basis of experimental 

data. Azzopardi correlated wave frequency data by plotting the Strouhal number against the excess 

liquid Reynolds number [27]. Sawant et al. derived a new correlation for wave frequency by applying 

the Strouhal number, liquid Reynolds number, and density ratio [20]. On the basis of the experimental 

results for air–water annular flow in a pipe with an inner diameter of 76.2 mm, Al-Sarkhi et al. 

reported that wave frequency strongly depends on the modified Lockhart–Martinelli parameter and 

derived a new correlation [28]. Dasgupta et al. compared the measured wave frequency of air–water 

annular flow in an 11 mm diameter vertical tube with previous correlations and noted that the 

correlation from Sekoguchi et al. can predict the data with an error of 30% [29,30]. On the basis of 

experimental investigation, Wang et al. noted that the wave frequency increases with liquid flow rate 

and reaches the maximum value when the liquid Reynolds number is ca. 6000–8000. Further 

increases in the liquid flow rate lead to waves with less frequency [31].  

 

 

Fig. 1.4 Schematic illustration of liquid film configuration. 
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On the other hand, in many industrial applications especially energy facilities, it is critical to 

provide accurate prediction of pressure drop of two-phase flow system for increasing energy 

conversion efficiency. Meanwhile, accompanied by the wavy structure of the gas-liquid interface, the 

gas at the core flows upward with a larger frictional pressure drop than it in a smooth wall tube as a 

single-phase flow due to the higher interfacial shear stress, 𝜏𝑖, induced by the roughened interface. 

Considering that interfacial shear stress can make a critical contribution to the pressure drop of two-

phase annular flow, interfere with force balances of both gas core and liquid film, and be coupled 

with liquid film characteristics, accurate prediction of interfacial shear stress has received huge 

attention and attracted numerous researchers. Conventionally, the interfacial shear stress is expressed 

by the equation involving gas density, gas velocity, and interfacial friction factor which is denoted by 

𝐶𝑓𝑖. Wallis [32] derived the correlations for the interfacial friction factor considering the liquid film 

as a type of wall roughness of single phase flow. Since then, a large amount of correlations of 

interfacial friction factor were proposed. To the author’s best knowledge, these correlations can be 

roughly divided into 4 types based on the derivation method. The first type of 𝐶𝑓𝑖 correlations are the 

Wallis-type correlations which are mostly arithmetic modifications of Wallis correlation. For example, 

Moeck raised the exponent of the dimensionless average film thickness and altered other coefficients 

[33]. Fukano and Furukawa introduced the liquid kinetic viscosity to account for the effect of the 

change in the working fluids viscosity [17]. Fore et al. added gas Reynolds number to Wallis 

correlation to better predict 𝐶𝑓𝑖  over a wide range of gas Reynolds numbers and liquid film 

thicknesses [34]. Ju et al. derived 𝐶𝑓𝑖 correlation by introducing Weber numbers and viscosity number 

which are related to the dimensionless average film thickness into Wallis correlation [35]. The second 

type of 𝐶𝑓𝑖 correlations relate the interfacial friction factor to the sand-grain roughness of turbulent 

single-phase flow in rough pipes. Oliemans et al. [36] obtained the correlation for interface roughness 

employing gas Weber number and combined it with the phenomenological Colebrook equation [37], 

which expresses the Darcy friction factor as a function of Reynolds number and wall roughness, to 

predict 𝐶𝑓𝑖 . Zhao and Bi modified the coefficients in Churchill equation [38], which is a famous 

approximation of Colebrook equation, to predict the 𝐶𝑓𝑖  of gas-liquid flow in vertical triangular 

channel [39]. Belt et al. found the relationship between the average film thickness and equivalent 

sand-grain roughness, which is obtained from the Churchill equation, and derived the empirical 

correlation for 𝐶𝑓𝑖 [40]. The third type of 𝐶𝑓𝑖 correlations can be treated as the modification of Wallis 

equation by using a computed single-phase gas friction factor for a smooth walled tube, 𝐶𝑓𝑠, in replace 

of the constant 0.005 in Wallis equation, represented by Henstock [16], Asali [41], Hajiloo [42], and 
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Aliyu [43,44]. Last but not least, the forth type of 𝐶𝑓𝑖 correlations is based on the dimensional analysis 

on the experimental data as derived by Cioncolini et al. [45]. 

 

1.3 Current status and objectives of this study 

 

Although several researchers have investigated the annular flow through experimental and 

analytical approaches. However, most experimental data and analysis available in the literature are 

limited to the air–water system under near atmospheric and room temperature while the physical 

properties of working fluids in these studies are very different from those of the steam–water annular 

flow in BWRs [19,20,25,31,46–49]. As shown in Table 2.2, the fluids properties of steam-water under 

BWR operating condition and steam-water under atmospheric pressure and room temperature 

including information on gas density, liquid density, surface tension, gas viscosity, and liquid viscosity, 

denoted by 𝜌𝐺 , 𝜌𝐿, 𝜎, 𝜇𝐺, and 𝜇𝐿, are listed respectively. It is readily clear that the density ratio of 

liquid and gas, surface tension, and liquid viscosity, which affect the flow behavior mostly,  are quite 

different between these two conditions [32,50]. Therefore, experimental investigations and 

mechanistic models for the annular two-phase flow with a wide range of the density ratio, surface 

tension, and viscosity are required . Moreover, it is in urgent need of studying the annular flow 

behavior under BWR operating conditions. However, conducting experiments in BWR condition 

demand for high cost and the experimental condition, which is under high pressure and temperature, 

is challenging to achieve. Therefore, few experimental data of annular flow under BWR operating 

condition is available in the literature [51]. 

In this study, I investigate the characteristics of the annular using nitrogen gas, HFC134a gas, 

water, and 95% (v/v) aqueous ethanol solution under different pressure conditions. A wide range of 

density ratio and surface tension will be achieved. Meanwhile, I employ the HFC134a gas and 95% 

ethanol aqueous solution, whose properties under comparatively low pressure and temperature 

conditions (0.7 MPa, 40 °C) are similar to those of steam and water under BWR operating conditions 

(7 MPa, 285 °C) as the working fluids. The properties of working fluids in this study are summarized 

in Table 2.3. Through conducting gas-liquid annular flow experiments, the liquid film thickness will 

be  carefully measured with respect to time. A detailed schematic illustration for the liquid film time 

trace under various density ratios, surface tension, and superficial liquid velocity can be obtained. 

Through systematical analysis and mechanistic interpretation, the annular flow behavior coupled with 

fluid properties and experimental conditions are expected to be clarified and the empirical correlation 

will be proposed for predicting the characteristics and behaviors of annular flow. 
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Overall, the objectives of current study can be summarized as follows: 

1. Conduct upward vertical annular flow experiments of Nitrogen–Water system under 0.2 MPa 

and 0.4MPa, HFC134a–Water system under 0.7 MPa and Nitrogen–95% Ethanol system under 

0.2 MPa. 

2. Investigate the effect of density ratio and surface tension on the annular flow characteristics 

including film thickness, wave height, wave pitch, wave frequency, wave velocity, and interfacial 

shear stress.  

3. Based on the experimental data and comprehensive analysis, propose models to predict the 

characteristics of annular flow. 

 

Table 1.1 Summary of properties for working fluids of Steam–Water under BWR operating 

condition and Air–Water under low atmospheric pressure and room temperature 

System 
Pressure 

(MPa) 

Temperature 

(℃) 

ρG 

(kg/m3) 

ρL  

(kg/m3) 

σ 

(mN/m) 

μG 

(μPaS) 

μL  

(μPaS) 

ρL /ρG 

(-) 

Steam–

Water 
7.0 285 37.1 738.1 17.4 19.7 90.8 20 

Air–

Water 
0.12 25 1.41 998.0 72.3 18.4 932.0 707 

 

Table 1.2 Summary of properties for working fluids in current experiments 

System 
Pressure 

(MPa) 

Temperature 

(℃) 

ρG 

(kg/m3) 

ρL  

(kg/m3) 

σ 

(mN/m) 

μG 

(μPaS) 

μL  

(μPaS) 

ρL /ρG 

(-) 

Nitrogen–

Water 

0.2 25 2.3 997.0 67.4 17.7 850.0 434 

0.4 25 4.5 997.0 67.4 17.7 850.0 222 

HFC134a–

Water 
0.7 40 31.5 992.0 59.0 12.3 570.0 32 

Nitrogen–

95% Ethanol 
0.2 25 2.3 850.0 30.7 17.7 1420.0 370 

 

The originality of this paper is specifically introduced below: 

1. Experiments of vertical upward annular flows with wide range of gas-liquid density ratio and 

surface tension are performed. 

2. The single unifying relationship between the wave height and gas Weber number differs under 

different liquid flow rates is found and interpreted. A unique relationship between the height 
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and pitch of the disturbance wave is found. 

3. Models are derived to predict the average film thickness, height, velocity and frequency of 

the disturbance wave and evaluated by multiple databases. 

 

1.4 Structure of the thesis 

 

In order to achieve the objectives stated above, this thesis has been structured into six different 

Chapters.  

Chapter 1 is the introduction on emphasizing the significance of two-phase pipe flow in practical 

applications and research on the annular flow up to the present. 

Chapter 2 of this thesis introduce the study on the effect of density ratio and surface tension on 

the average film thickness and disturbance wave height based on the experimental result of annular 

flow in a 5mm tube.  

 Chapter 3 focuses on the effect of density ratio and surface tension on the velocity, wavelength, 

pitch, intermittency and frequency of disturbance waves. Unique relationships on the wave pitch and 

intermittency are introduced. 

Chapter 4 discusses experimental investigation on the pressure drop and interfacial shear stress 

of annular flow.  

Chapter 5 summarizes the conclusions drawn from this study and recommendations for further 

work. 

In the appendix, the detailed information on the film thickness measurement sensors, prepared 

working liquids, and dynamic performance of the sensors are described. 
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CHAPTER 2  

Effect of density ratio and surface tension on liquid film thickness and disturbance wave 

height 

 

In this chapter, I use nitrogen gas and water under the system pressures of 0.2 and 0.4 MPa, 

as well as HFC134a gas and water under the system pressure of 0.7 MPa as working fluids to conduct 

annular flow experiments. The density ratio can be varied between 32 and 434. Based on my 

experimental data, I report a direct link between the film thickness, wave height, and dimensionless 

numbers. The analysis indicates the Weber number which represents the ratio of the fluid inertia force 

to the surface tension force is critical for the film thickness behavior. To examine this, I perform the 

experiments using nitrogen gas and 95% (v/v) of aqueous ethanol solution under the system pressure 

of 0.2 MPa. Finally, two models are proposed to predict the averaged film thickness and wave height, 

which are then compared with previous data. 

 

2.1 Introduction 

 

Annular two-phase flow is a common but highly crucial flow regime encountered in many 

practical applications, such as nuclear reactors, refrigeration systems, and steam boilers [1,2]. It is 

characterized as a continuously flowing gas core at the center and a liquid film attached to the channel 

wall. Notably, the film thickness, together with the disturbance wave that occurs at the gas–liquid 

interface, is of great significance to the nuclear industry because the dryout of the liquid film always 

occurs at the thin base film between two successive disturbance waves when the interval of the 

disturbance waves becomes large [3,4]. This may result in the burnout of the heating components, 

and an accurate film thickness prediction is required. Moreover, the film thickness and wave height 

play a crucial role in droplet entrainment in annular two-phase flow [5]. Hence, the film thickness 

and disturbance wave in the annular flow have been studied by several researchers. 

Based on the consideration of the interfacial shear stress τi and the assumption of the interfacial 

friction factor (Cfi) and liquid film velocity using empirical correlations, Ishii and Grolmes [5] 

expressed the film thickness in terms of liquid Reynolds number and τi. Henstock and Hanratty [6] 

correlated the Cfi with a group of dimensionless numbers and used the Cfi relationship to derive the 

correlation for the film thickness. Fukano and Furukawa [7] measured film thickness using water and 

glycerol solution at atmospheric pressure and predicted the film thickness using gas Froude number, 
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liquid Reynolds numbers, and quality. Kumar et al. [8] observed the air–water annular flow in a 

rectangular duct and correlated the base film thickness with liquid and gas Reynolds numbers based 

on experimental results. Han et al. [9] investigated the disturbance wave in the air–water annular flow 

and described the disturbance wave height using the liquid Reynolds number. Hazuku et al. [10] 

experimented with air–water two-phase flow, and a correlation was proposed between the minimum 

film thickness with respect to the τi and the liquid Reynolds number. Sawant et al. [11] experimented 

on air–water annular flow under the pressures of 0.12, 0.4, and 0.58 MPa with various liquid flow 

rates. Through a comprehensive analysis of experimental data, they revealed that using gas Weber 

number and liquid Reynolds number can predict the dependence of disturbance wave height on 

pressure, gas flow rate, and liquid flow rate. Next, after conducting an extensive review of previous 

studies, Berna et al. [12] obtained a new correlation using the Reynolds and Froude numbers for liquid 

film thickness prediction. 

Previous studies considerably contributed to the development of models for the film thickness 

and disturbance wave in annular flows [13–18]. However, most experiments and mechanistic models 

are accomplished through investigating air–water annular flows under atmospheric conditions, but 

the liquid–gas density ratio is relatively high under such conditions. Considering that the density ratio 

is rather low in actual nuclear applications, experimental investigations and mechanistic models for 

the annular two-phase flow with a wide range of the density ratio are required. 

 In this study, I investigate the characteristics of the film thickness and disturbance waves using 

nitrogen gas, HFC134a gas, water, and 95% (v/v) aqueous ethanol solution under different pressure 

conditions. A wide density ratio range of 32–434 is achieved and the surface tension varies from 30.7 

to 72.0 mN/m. During the experiments, the liquid film thickness is carefully measured with respect 

to time in the vertical upward annular flows. A detailed schematic illustration for the liquid film time 

trace under various density ratios, surface tension, and superficial liquid velocity is presented. From 

the experimental data analysis, the relationship between dimensionless numbers and film thickness 

as well as between dimensionless numbers and wave height are revealed. Finally, two models are 

derived to predict the average film thickness and wave height, which are then compared with 

experimental data from previous research. Compared with the previous study by Sawant et al. [11], 

this work constitutes a significant step forward in extending the density ratio from 147 to 32 which is 

closer to the density ratio in boiling water, evaluating the film thickness behavior of working fluids 

with different surface tension, and interpreting the observed phenomenon through theoretical analysis. 
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2.2 Experimental apparatus and procedures 

 

2.2.1 Working fluids 

 

The experimental conditions are summarized in Table 1.2, including information on gas density, 

liquid density, surface tension, gas viscosity, and liquid viscosity, which are obtained from literature 

and denoted by 𝜌𝐺, 𝜌𝐿, 𝜎, 𝜇
𝐺
, and 𝜇𝐿, respectively [19]. Distilled water with a 0.03-wt% salt solution 

and 95% (v/v) of aqueous ethanol solution with a 0.8-wt% salt solution is employed as the working 

liquid. The electrical conductivity of the water is 1000 ± 100 S/cm and is measured before and after 

each experiment. 

 Nitrogen gas under 0.2 and 0.4 MPa and HFC134a gas under 0.7 MPa are used as the working 

gas. With the nitrogen and HFC134a gases under different pressures, the liquid–gas density ratio 

ranges from 32 to 434, while the steam–water density ratio in the boiling water reactor operating 

condition is around 30. 

 

2.2.2 Experimental apparatus 

 

A schematic of the experimental apparatus is shown in Fig. 2.1. The test section, which is made 

of non-conductive polycarbonate resin, is placed vertically. The working liquids are supplied from 

liquid tanks and transported by a feed pump. The flow rate of the working liquids is measured using 

a flow meter (Vision 1005-2F66 series, Badge Meter) with an accuracy of ± 3%. A heater comprising 

the temperature controller is placed in the liquid tank to keep the liquid temperature constant. The 

working gas is generated from the HFC134a liquid tank, which comprises a heater as well for gas 

generation, and its flow rate is measured using a YOKOGAWA EJA115 flow transmitter with an 

accuracy of ± 5%. To superheat the HFC134a gas, another hereafter is placed downstream of the 

HFC134a liquid tank. The working liquid and gas are mixed in a mixer at the inlet of the test section 

and then flow upward to the test section. The system pressure in the test section is controlled by a 

flow control valve at the test section downstream and measured by a Huba 510 pressure transmitter 

with an accuracy of ± 0.5%. During the experiment, to ensure that the HFC134a gas does not condense 

in the test section, the pressure and temperature of the HFC134a gas are controlled minutely. A 

separator is placed downstream of the test section to separate the gas–liquid mixture. The separated 

liquid flows back to the liquid tank, whereas the gas is ejected into the atmosphere. However, in the 

experiment condition of the HFC134a–water system, the HFC134a gas flows into a condenser 
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installed in the reservoir and is cooled below the saturation temperature and collected. 

 

 

Fig. 2.1 Schematic illustration of the experimental facility. 

 

 A detailed schematic illustration of the test section is shown in Fig. 2.2. The test section is 

1,500 and 5 mm in length and inner diameter, respectively. A developing length (L/D = 300) is 

selected to ensure that the measurements correspond to the fully developed equilibrium annular flow, 

which is in accordance with the correlation proposed by Kataoka and Ishii [20]. The liquid–gas mixer 

comprises a porous tube with an average pore diameter of 120 μm and an inner diameter of 5 mm 

which is almost equal to that of the test section. The liquid is supplied to the test section through the 

porous wall, whereas the gas is injected from the bottom of the mixer unit directly into the center of 

the test section. For the annular flow, this injection method using a porous tube can minimize the 

initial entrainment, also known as the entrance effect [21]. 
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Fig. 2.2 Schematic illustration of the test section. 

 

2.2.3 Test section 

 

To measure the liquid film thickness in annular two-phase flows, several methods have been 

proposed, e.g., conductance probe, capacitance probe, optical camera, and X-ray methods 

[11,15,16,22–29]. In this study, the constant electric current method (CECM), a variant of the 

conductance probe method, is used to measure the time-varying liquid film thickness [27]. The CECM 

has a constant current density and high linearity in the liquid film, enabling accurate measurement 

even in thin film thickness regions. Two sets of sensors with an accuracy of ± 5%, named S1 and S2, 

are installed in the test section for the film thickness measurement (Fig. 2.2). Each sensor comprises 

one pair of conductance probes. The axial distance between one pair of conductance probes, 𝑙, is 5.0 

mm. The electric current of the main circuit is fixed at 1.0 mA, which is provided by the constant 

current power source (the maximum output voltage is 2,000 V) and measured using a standard electric 

resistance of 1 kΩ. The time-varying voltage and current output from these sensors are recorded 
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simultaneously using a YOKOGAWA DL850E digital oscilloscope with an accuracy of ± 0.5% at a 

sampling frequency of 5 kHz over the length of the 10,000 data points (2 s). An isolation amplifier is 

placed between the sensors and oscilloscope, to protect the oscilloscope from voltage overshoot. As 

shown in the cross-sectional view of the test section in Fig. 2.2, four M1 screws, which are employed 

to detect the electric current in the liquid film and form the conductance probe, are fixed vertically to 

the channel and connected by copper wire on the outside. 

 

2.2.4 Film thickness measurement methods and measurement accuracy 

 

To measure the film thickness, it is necessary to perform the calibration. I first insert a 

nonconductive polytetrafluoroethylene (PTFE) rod into the test section. The inner diameter of the 

PTFE rod, 𝐷𝑐, is 4.6 mm. Then the liquid film thickness is kept constant at 0.2 mm as shown in Fig. 

2.3(a) and its electrical resistance over 𝑙, which is denoted by 𝑅𝑐, can be expressed by: 

𝑅𝑐 =
𝑉𝑐

𝐼𝑐
= 𝜌

𝑙
𝜋

4
(𝐷2−𝐷𝑐

2)
, (2.1) 

where 𝐷 = 5.0 mm is the inner diameter of the test section, 𝜌 denotes the electrical conductivity of 

the working liquid, and 𝐼𝑐 and 𝑉𝑐 denote the measured electric current of the main circuit and the 

measured voltage output between one pair of conductance probes during the calibration, respectively. 

Similarly, when two-phase flow in the test section with a film thickness of 𝑡𝐹 as shown in Fig. 2.3(b), 

the measured electrical resistance of the liquid film over 𝑙 can be expressed by: 

𝑅𝑚 =
𝑉

𝐼
= 𝜌

𝑙
𝜋

4
(𝐷2−(𝐷−𝑡𝐹)2)

, (2.2) 

where 𝐼  and 𝑉  denote the measured electric current of the main circuit and the measured voltage 

output between one pair of conductance probes in the two-phase flows experiments, respectively; The 

measured film thickness is obtained as both an axial mean value over an axial length of 5.0 mm and 

an azimuthal value. The cross-sectional average of the time-varying liquid thickness signals from the 

constant current holdup sensors is obtained by combining Eq. (2.1) and Eq. 2.2): 

𝑡𝐹 =
𝐷

2
[1 − [1 −

𝑉𝑐𝐼(𝐷
2−𝐷𝑐

2)

𝑉𝐼𝑐𝐷2
]
0.5

]， (2.3) 

The calibration is performed before and after each experiment. 
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Fig. 2.3 Cross-sectional view of the test section when filled with working liquid and (a) PTFE Rod 

and (b) working gas. 

 

Fig. 2.4 shows an example of static calibration using the non-conductive PTFE rods and water 

with 0.8-wt% salt solution. The rods with a diameter of 4.0, 4.2, 4.4, 4.6, and 4.8 mm are used in the 

calibration corresponding to a film thickness of 0.5, 0.4, 0.3, 0.2, and 0.1 mm. As shown in the figure, 

the error between the film thickness calculated by Eq. (2.3) and the actual film thickness is around ± 

5%. Fig. 2.4 also shows that this method is extremely linear, so its linearity is expected to hold even 

in thin film thickness regions since the current density is always uniform in a constant electric current 

method (CECM) [27]. 

 

 

Fig. 2.4 Static calibration by nonconductive rods. 
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2.2.5 Experimental conditions 

 

 As described above, the gas–liquid flow experiments are performed under the pressure of 0.2 

and 0.4 MPa for the nitrogen–water, 0.2MPa for the nitrogen-95% aqueous ethanol solution system, 

and 0.7 MPa for the HFC134a–water system. The superficial liquid velocity, denoted by 𝑗𝐿, at the test 

section is set at 0.1, 0.4, and 0.8 m/s for each pressure condition. The Hewitt–Roberts and Mishima–

Ishii flow regime maps [30,31] are employed to indicate the flow regime of experiments 

corresponding to different experimental conditions (Fig. 2.5). Most flows are classified into the 

annular flow. Some flows with a superficial gas velocity of around 0.1 m/s are close to the transition 

regime of annular and churn flows. 

 

 

 

Fig. 2.5 Test matrix represented on the (a) Hewitt–Roberts flow map and (b) Mishima–Ishii flow 

map [30,31]. 
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Fig. 2.6 Snapshots of annular flow of Nitrogen-Water system under the pressure 0.2 MPa in the 5.0 

mm inner diameter tube. 

 

In the Fig. 2.6, the flow configuration of Nitrogen-Water annular flows under 0.2 MPa with 𝑗𝐿 =

0.1 and 0.8 𝑚/𝑠 and 𝑗𝐺 = 15 and 40 𝑚/𝑠 is shown. It is readily apparent that under low liquid flow 

rate the liquid film and gas core can be clearly distinguished while under high liquid flow rate the 

number of bubbles in the liquid film increases extensively. As a result, it is difficult to determine the 

gas-liquid interface since the large number of bubbles move with very high speed. This could be 



24 

 

attributed to the increase of the fraction of the droplets or remnants of transitional liquid structures 

impacting on the liquid film and overturning of the fast-moving waves.  

 

2.2.6 Film thickness data processing 

 

From the obtained data of film thickness time trace, the probability density function is calculated 

and plotted against film thickness (Fig. 2.7). To compute the probability density function, the film 

thickness is divided into intervals with a width of 1 μm, ranging from 0 to 5 mm. The frequency of 

measured film thickness in each interval is counted. Then, the probability density function can be 

calculated by dividing the frequency for each interval by the total number of film thickness 

measurements, which is 10,000.  

 

  

Fig. 2.7 The probability density function of film thickness when 𝑗𝐿  = 0.1 m/s, 𝑗𝐺= 18.6 m/s with a 

density ratio of 434. 

 

I define the film thickness with the highest probability as the base film thickness denoted by 

𝑡𝐹𝑏𝑎𝑠𝑒 and the film thickness with the 99% cumulative probability as the maximum film thickness 

denoted by 𝑡𝐹𝑚𝑎𝑥. This definition of maximum film thickness is employed by Fukano and Furukawa 

[7] and Hazuku et al. [10], showing a good fitting with the film thickness time trace. Then, the 

disturbance wave height, 𝐻 , is defined as the difference between the base and maximum film 

thicknesses. It is worth noting that the local wave height may deviate from the measured wave height 

which is measured as the mean value of the 5 mm measurement section as mentioned in section 2.4. 
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The average film thickness, 𝑡𝐹𝑎𝑣𝑒, is the arithmetic mean value of film thickness.  

2.2.7 Uncertainty analysis 

 

The superficial liquid and gas velocities were calculated from the electrical signals obtained by 

flow meters using the calibration relationships. To calibrate the superficial liquid velocity, I measured 

the water flows into a measuring cylinder in a specific period. To calibrate the superficial gas velocity, 

I immersed an upside-down laboratory measuring cylinder in a transparent bucket and measure the 

nitrogen gas that flows into the cylinder. Researchers showed that the maximum error of the liquid 

and gas superficial velocities calculation is ± 3% and ± 5%, respectively. Considering that the error 

of liquid and gas velocities and the change of room temperature during experiments (no more than 

15°C) exist, the maximum error of calculated dimensionless numbers is around 10%. Finally, 

considering an error of ± 5% exists in the film thickness measurement, the error of disturbance wave 

height measurement is approximately ± 10%. It is worth noting that measurements were repeated at 

least three times and the experiments are repeated to ensure repeatability. The standard deviation of 

the measurement results is less than 0.01 mm. The random uncertainty in the film thickness 

measurement is estimated to be 0.02 mm. 

 

2.3 Results and discussion 

 

2.3.1 Film thickness 

 

In Fig. 2.8, I present the measurement results obtained by two sensors and the illustration of the 

corresponding film thickness. Apparently, the base film thickness as defined above can approximately 

interpret the thickness of the liquid film from the inner tube wall to the wave trough and the maximum 

film thicknesses I defined can represent the distance from the inner tube wall to the wave peak. It 

should be emphasized here that deviations in the maximum film thickness exist when the threshold 

is changed. After comparing all the data points, it is shown that the mean deviation in 𝑡𝐹𝑏𝑎𝑠𝑒 is 3.5% 

and 5.3% when 98.5% and 99.5% are selected as the threshold, respectively. However, the 

comparison shows that there is no obvious relationship observed between the deviation and flow 

conditions. Consequently, the deviation in 𝐻  is 5.6% and 8.3% when the threshold is 98.5% and 

99.5%, respectively. 
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Fig. 2.8 Measurement of film thickness over time and the schematic illustration of the corresponding 

𝑡𝐹𝑏𝑎𝑠𝑒, 𝑡𝐹𝑎𝑣𝑒 , and 𝑡𝐹𝑚𝑎𝑥. 

 

The comparison of the average film thickness under different density ratios, surface tension, and 

liquid superficial velocities is shown in Fig. 2.9. To examine the effect of the superficial gas velocity 

𝑗𝐺, superficial liquid velocity 𝑗𝐿, density ratio, and surface tension on the average film thickness, the 

measured average film thickness is plotted against the superficial gas velocity in Fig. 2.9 (a). The 

figures on the left and right correspond to the superficial liquid velocities of 0.1 and 0.8 m/s, 

respectively. The average film thickness decreases as the superficial gas velocity increases under the 

same density ratio and superficial liquid velocity due to higher drag force. Moreover, the average film 

thickness increases with an increase in the density ratio under the same gas velocities, attributable to 

the higher drag force at the interface when the density ratio becomes smaller. However, the average 

film thickness slightly decreases at high 𝑗𝐿 condition since the wave crests are easily sheared off due 

to the low surface tension.  

In Fig. 2.9 (b) and (c), the average film thickness is plotted against the gas Reynolds number, and 

gas Weber number, respectively, which are defined as follows: 

𝑅𝑒𝐺 =
𝜌𝐺𝑗𝐺𝐷

𝜇𝑔
, (2.4) 

𝑊𝑒𝐺 =
𝜌𝐺𝑗𝐺

2𝐷

𝜎
, (2.5) 

where 𝑔 denotes gravity. The figures show that the average film thickness decreases with an increase 

in density ratio under the same gas Reynolds number. Notably, when plotted against the gas Weber 

number, the average film thickness is almost the same as under the same superficial liquid velocity, 

indicating that the gas Weber number could converge the effect of density ratio on the average film 

thickness within a wide range of gas-liquid density ratios (32 to 434) even the surface tension varies. 

It should be noted here that the effect of tube diameter is not examined in current research due to the 
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limitation of the experimental apparatus. Thus, the dependency of average film thickness on such 

dimensionless numbers might vary and require more experimental investigation to evaluate. 

 

  

 

Fig. 2.9 Comparison of average film thickness under different experimental conditions when plotted 

against (a) 𝑗𝐺, (b) 𝑅𝑒𝐺, (c) 𝑊𝑒𝐺; the figures on the left side and right side correspond to the 𝑗𝐿  = 0.1 

and 0.8 m/s, respectively. 
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To predict the average film thickness, I employed a model based on the work of Anderson and 

Mantzouranis [32]. In this model, the assumption exists that the liquid film velocity, 𝑢, follows the 

universal velocity profile of Von Karman [33], which is expressed in the form of three equations 

corresponding to three regions in the liquid film velocity profile, as follows: 

laminar layer: for 𝑦+ < 5, 𝑢+ = 𝑦+, (2.6) 

buffer layer: 5 < 𝑦+ < 30, 𝑢+ = −3.05 + 5 ln 𝑦+, (2.7) 

turbulent layer: for 𝑦+ > 30, 𝑢+ = 5.5 + 2.5 ln 𝑦+, (2.8) 

where 𝑢+  denotes the dimensionless velocity parameter and 𝑦+  denotes the dimensionless film 

thickness. 𝑢+ and 𝑦+ are calculated as follows: 

𝑢+ =
𝑢

𝑢∗
. (2.9) 

𝑦+ =
𝜌𝐿𝑢

∗𝑦

𝜇𝐿
. (2.10) 

where 𝑢∗  denotes the friction velocity, defined as 𝑢∗ = √
𝜏𝑤

𝜌𝐿
 ; 𝜇𝐿  denotes the liquid viscosity, 𝑦 

denotes the distance from the tube wall, and 𝜏𝑤  denotes the wall shear stress. Nonetheless, it is 

assumed that the 𝜏𝑤 equals the 𝜏𝑖,, due to the very thin liquid film compared with the tube diameter; 

thus, the 𝜏𝑤 is calculated as 𝜏𝑤 = 𝜏𝑖 = 𝐶𝑓𝑖
𝜌𝐺

2
𝑗𝐺
2. The 𝐶𝑓𝑖, is obtained from the empirical correlation 

of Wallis et al. (1969) as 𝐶𝑓𝑖 = 0.005(1 + 300
𝑡𝐹𝑎𝑣𝑒

𝐷
). 

Now, it is possible to calculate the liquid film velocity in each region with knowledge of the 

velocity profile in the liquid film and the 𝜏𝑤. The liquid mass flow, 𝑊, is calculated by integrating 

the liquid film velocity over the liquid film cross-sectional area 𝑑𝐴 as 𝑊 = ∫𝜌𝐿𝑢𝑑𝐴, where 𝑑𝐴 =

2𝜋 (
𝐷

2
− 𝑦)𝑑𝑦. 

Then, the liquid mass flow can be divided into three regions, as mentioned previously, and 

calculated as follows: 

laminar layer: for 𝑦+ < 5, 𝑊𝑙
+ = 12.5 −

125

3𝑅𝑒∗
, (2.11) 

buffer layer: 5 < 𝑦+ < 30, 𝑊𝑏
+ =

1

2𝑅𝑒∗
(5.55 − 5 ln 𝑦+)𝑦+

2
+ (5 ln 𝑦+ − 8.05)𝑦+, (2.12) 

turbulent layer: for 𝑦+ > 30,𝑊𝑡
+ =

1

2𝑅𝑒∗
(4.25 − 2.5 ln 𝑦+)𝑦+

2
+ (2.5 ln 𝑦+ + 3)𝑦+. (2.13) 
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where 𝑅𝑒∗ =
𝐷𝜌𝐿𝑢∗

2𝜇𝐿
, and 𝑊 = 𝜋𝐷𝜇𝐿𝑊

+. Then, the total liquid mass flow is obtained by 𝑊 = 𝑊𝑙 +

𝑊𝑏 +𝑊𝑡. Notably, this calculated liquid mass flow should be roughly equal to the measured liquid 

mass flow. Hence, given only the experimental conditions, such as 𝑗𝐺  and 𝑗𝐿 , the average film 

thickness is calculated without any experimental data at all. 

 Because liquid droplets could be entrained in the gas core and affect the liquid film thickness, 

the entrainment fraction should be considered in the model. A droplet entrainment correlation 

proposed by Sawant et al. [34], which has been examined by several researchers [35,36] and shows 

a satisfying prediction, is introduced as follows: 

𝐸 = (1 −
𝑅𝑒𝑓𝑓𝑙𝑖𝑚

𝑅𝑒𝐿
) tan(2.31 × 10−4𝑅𝑒𝐿

−0.35𝑊𝑒𝐺
′′−1.25), (2.14) 

𝑅𝑒𝐿 =
𝜌𝐿𝑗𝐺𝐷

𝜇𝐿
, (2.15) 

𝑅𝑒𝑓𝑓𝑙𝑖𝑚 = 250 ln(𝑅𝑒𝐿) − 1265, (2.16) 

𝑊𝑒𝐺
′′ =

𝜌𝐺𝑗𝐺
2𝐷

𝜎
(
𝜌𝐿−𝜌𝐺

𝜌𝐺
)1/4, (2.17) 

where 𝐸 denotes the entrainment fraction, 𝑅𝑒𝐿 denotes the liquid Reynolds number, 𝑅𝑒𝑓𝑓𝑙𝑖𝑚 denotes 

the limiting liquid film Reynolds number, and 𝑊𝑒𝐺
′′ denotes the modified gas Weber number. 

 In Fig. 2.9, the average film thickness calculated from Anderson’s model with and without 

entrainment consideration from Sawant et al. [34] is shown as the dotted and solid lines, respectively. 

Similar to the measured average film thickness, the average film thickness curves obtained from 

Anderson’s model under different density ratios but similar surface tension collapse onto a single 

curve when plotted against the gas Weber number. However, under higher superficial liquid velocity 

or lower surface tension conditions, Anderson’s model overpredicts the average film thickness 

although the droplet entrainment is considered. This fact could be interpreted by the underestimation 

of the 𝐶𝑓𝑖 at high superficial liquid velocity and low surface tension conditions when using the Wallis 

correlation and coincides with the findings of Wang et al. [23]. Recently, several researchers derived 

correlations for predicting the 𝐶𝑓𝑖. Belt et al. [37] improved the Wallis correlation to predict the 𝐶𝑓𝑖 

based on the physical analysis, as follows: 

𝐶𝑓𝑖 = 2(1.158
𝑡𝐹𝑎𝑣𝑒

𝐷
+ 3.413 × 10−4). (2.18) 

Based on the theoretical analysis of experimental data, Ju et al. [38] correlated the 𝐶𝑓𝑖 using a group 

of dimensionless numbers, as follows: 
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𝐶𝑓𝑖 = 0.0028 + 4.28𝑊𝑒𝐿
0.28𝑊𝑒𝐺

′′−0.53𝑁𝜇𝐿
0.25. (2.19) 

where 𝑊𝑒𝐿 denotes the liquid Weber number, and 𝑁𝜇𝐿 denotes the liquid viscosity number. They are, 

respectively, defined as follows: 

𝑊𝑒𝐿 =
𝜌𝐿𝑗𝐿

2𝐷

𝜎
, (2.20) 

𝑁𝜇𝐿 =
𝜇𝐿

√𝜌𝐿𝜎√
𝜎

𝑔∆𝜌

. 
(2.21) 

 The correlations of 𝐶𝑓𝑖 from Belt et al. [37] and Ju et al. [38] are employed in Anderson’s 

model to predict the average film thickness. The normalized predicted average film thickness, defined 

by the average film thickness divided by the tube diameter, with respect to different 𝐶𝑓𝑖 correlations 

under the consideration of entrainment is compared (Fig. 2.10). Clearly, these two correlations can 

be employed to predict the normalized average film thickness of most data within a deviation of 30%. 

 

   

Fig. 2.10 The comparison of normalized predicted average film thickness corresponding to the Cfi 

from the correlation of (a) Wallis, (b)Ju, and (c) Belt. 
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Fig. 2.10 (Continued) 

 

However, this method of predicting average film thickness can be cumbersome and difficult. 

Thus, in the following section, to predict the average film thickness, another easy-to-use model 

established through theoretical and experimental analysis is provided. 

In Anderson’s model, the dimensionless film thickness can be expressed using the gas Weber 

number, liquid Reynolds and Weber number. Substituting the expressions for the friction velocity, 𝜏𝑤, 

𝐶𝑓𝑖, Eq. (2.5), Eq. (2.15), and Eq. (2.20) into Eq. (2.10) and replacing the distance from the tube wall 

with the tube diameter to simplify the equation under the consideration that the distance from the tube 

wall is a function of tube diameter, I obtain the following equation: 

𝑦+ = √0.5𝐶𝑓𝑖𝑅𝑒𝐿
2𝑊𝑒𝐿

−1𝑊𝑒𝐺. (2.22) 

This suggests that the dimensionless film thickness should be a function of the gas Weber number, 

liquid Weber number, and liquid Capillary number. Assuming the dimensionless film thickness equals 

the normalized average film thickness approximately, multiple regression with the current 

experimental data is conducted, and the following equation is obtained: 

𝑡𝐹𝑎𝑣𝑒

𝐷
= 0.28𝑅𝑒𝐿

−0.14𝑊𝑒𝐿
0.25𝑊𝑒𝐺

−0.36. (2.23) 

To evaluate Eq. (2.23), the normalized average film thickness from the experimental data of 

current experiments and previous databases of Wang et al. (2021) and Fukano and Furukawa [7] 

(Table 2.2) with the normalized predicted average film thickness using Eq. (2.23) are compared, as 

shown in Fig. 2.11. Most normalized average film thickness can be approximately predicted within 

20% deviation using this correlation. With the databases from Fukano and Furukawa (1998) and 
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Wang et al. (2021), the effect of tube diameter is examined while the effect of liquid viscosity is 

examined by the database of Fukano and Furukawa (1998). Although the effect of density ratio, 

viscosity, surface tension, and liquid and gas flow rates are covered by these databases, this correlation 

is determined based on the current experiments empirically and might result in deviations when 

applied to other conditions; thus, more data are needed to examine the relationship under other 

condition ranges. However, the investigation will provide guidelines for the prediction of average 

film thickness. 

 

 

Fig. 2.11 Comparison of normalized measured average film thickness from different databases with 

normalized predicted average film thickness obtained from Eq. (2.23). 

 

Table 2.1 Summary of experimental conditions of the databases employed in this study. 

Reference Inner 

diameter 

(mm) 

Superficial 

liquid velocity 

range (m/s) 

Corresponding data 

range 

Density ratio 

range 

Current 

experiments 

5.0 0.1, 0.4, and 0.8 Nitrogen–Water (0.2 

and 0.4 MPa) and 

HFC134a–Water (0.7 

MPa) 

32–434 
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Table 2.1 (continued) 

Sawant et al. 

[11] 

9.4 0.05, 0.1, 0.15, 

0.3, and 0.54 

Air–Water 

0.12, 0.4, and 0.58 

MPa 

147–712 

Wang et al. [23] 25.4 0.06, 0.15, 0.3, 

and 0.5 

Air–Water 

Near Atmospheric 

Pressure 

874 

Fukano and 

Furukawa [7] 

26.0 0.04, 0.06, and 

0.1 

Air–Water and 45 

wt% Glycerol 

solution 

0.103–0.117 MPa 

786–876 

 

It has been reported that the base film thickness, average film thickness, and maximum film 

thickness collapsed onto a single curve under the same liquid flow rate when plotted against the gas 

Weber number [39,40]. Fig. 2.12 shows the average film thickness, base film thickness, and maximum 

film thickness plotted against the gas Weber number. The dotted and solid lines correspond to the 

average film thickness obtained from Anderson’s model using the 𝐶𝑓𝑖 correlation of Belt et al. (2009) 

with and without entrainment, respectively. The average film thickness is the same under the same 

liquid Weber number and superficial liquid velocity, which coincides with a previous report from Ju 

et al. [41]. 

 Although the dependence of average film thickness on the gas Weber number has been 

described by a few researchers, the dependence of base and maximum film thicknesses on the gas 

Weber number is barely reported and the effect of surface tension is hardly examined by experimental 

investigation. As shown in Fig. 2.12, the base and maximum film thicknesses also collapse onto a 

single curve under the same superficial liquid velocity within the range of error, even though the 

density ratio and surface tension differ. However, since the range of surface tension in current 

experimental data has limited variety and the surface tension alternates considerably at high 

temperatures, especially under BWR operating conditions, more experimental data with various 

surface tension is needed to verify this tendency.  
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Fig. 2.12 Film thickness measurement results under the superficial liquid velocity of (a) 0.1, (b) 0.4, 

and (c) 0.8 m/s. 
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Fig. 2.12  (Continued) 

 

 In Fig. 2.13, I present the film thickness time trace measured under the superficial liquid 

velocity of 0.1 m/s and gas Weber number around 55, 275, 470, and 900, as indicated in Fig. 2. 12(a). 

The time trace on the left and right sides of the diagram corresponds to the density ratios of 434 and 

32, respectively. Interestingly, this figure also shows that for the same value of 𝑊𝑒 in the gas phase, 

the disturbance wave height and base film thickness are almost the same. Both film thickness and 

wave height decrease as gas Weber number increases, irrespective of density ratio and surface tension. 

This observation confirms the relationship between film thickness and gas Weber number as shown 

in Fig. 2. 13. The above phenomena are most likely to be attributable to the enhanced drag force due 

to increased gas velocity. On one hand, a larger drag force induces larger shear stress at the gas–liquid 

interface, which increases the liquid film velocity. As a result, both the film thickness and wave height 

decrease because the liquid flow rate is constant. Conversely, higher 𝜏𝑖 tends to deform the gas–liquid 

interface because the retaining force cannot maintain the interface shape. This causes the liquid to be 

sheared off from the liquid film and entrained in the gas core as droplets. Consequently, film thickness 

and wave height decrease as the Weber number increases. 
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Fig. 2.13 Comparison of film thickness time trace under a superficial liquid velocity of 0.1 m/s and 

density ratios of 434 and 32 with the gas Weber numbers of 55, 275, 470, and 900. 
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2.3.2 Disturbance wave height 

 

The disturbance wave height is plotted against the gas Weber number Fig. 2.14. Similar to the 

film thickness, the wave height collapses onto a single curve when plotted against the gas Weber 

number even when the gas-liquid density ratio, which simulates high-pressure condition, is very small 

(𝜌𝐿/𝜌𝐺 = 32), and surface tension is changed. Sawant et al. (2008a) reported that the wave height 

shows a similar tendency in annular flows in an air–water system at the pressures of 0.12, 0.4, and 

0.58 MPa with a density ratio between 147 and 712, indicating that the gas Weber number could 

reveal the effect of density ratio on the wave height. The results confirm the observation of Sawant 

et al. (2008a) and suggest that the single unifying relationship between wave height and gas Weber 

number still exists when the surface tension is changed and the density ratio is as low as 32 which is 

close to the density ratio in the BWR operating condition. 

 

 

Fig. 2.14 Comparison of disturbance wave height against gas Weber number. 

 

To predict the wave height, I propose a simple model based on Ishii’s analysis of the force balance 

between drag force and surface tension force that acts on the wave crest [5]. The drag force tends to 

deform the interface, whereas the surface tension force tends to maintain the interface. As shown in 

Fig. 2.14, the drag force 𝐹𝑑 and the surface tension force 𝐹𝜎 act on the wave crest, and I assume that 
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they are equal. Then, I have the following equation: 

1

2
𝐶𝐷𝜌𝐺(𝑗𝐺 − 𝑣𝑤)

2𝐴𝐷𝑊 = 𝜎𝜋(𝐷 − 2𝑡𝐹𝑏𝑎𝑠𝑒), (2.24) 

where 𝑣𝑤  denotes the velocity of the disturbance wave, 𝐴𝐷𝑊  denotes the axial projected area of 

disturbance wave height, and 𝜎 denotes the surface tension. The left- and right-hand sides of Eq. (2.24) 

represent the drag force given in terms of the drag coefficient 𝐶𝐷  and surface tension force, 

respectively. Considering 𝑗𝐺 ≫ 𝑣𝑤 and 𝑡𝐹𝑏𝑎𝑠𝑒 ≪  𝐷, the wave height 𝐻 is obtained from Eq. (2.24) 

as a function of 𝐶𝐷 and gas Weber number, as follows: 

𝐻 =
1

2
𝐷(1 − √1 −

8

𝐶𝐷𝑊𝑒𝐺
). (2.25) 

Notably, this wave height model can satisfactorily explain the phenomenon that wave height is a 

function of gas Weber number, as shown in Fig. 2.15. 

 

 

Fig. 2.15 Schematic illustration of force balance on disturbance wave. 

 

Based on current experimental data, correlation of drag coefficient is proposed: 

𝐶𝐷 = 6.7𝑊𝑒𝐿
−0.15𝑊𝑒𝐺

−0.55. (2.26) 

The correlation is determined by multiple regression, and the dimensionless numbers in the 
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correlation are decided based on the following considerations. As shown in the experimental results, 

the disturbance wave height is a function of gas Weber number under the same superficial liquid 

velocity. Therefore, the gas Weber number is employed in the correlation. However, as discussed 

above, the single unifying relationship between the wave height and gas Weber number differs under 

different liquid flow rates. Therefore, another parameter that counts the effect of working liquid is 

required to predict the wave height. After the multiple regression analysis, it is found that the wave 

height can be predicted better with gas Weber number along with liquid Weber number, as defined in 

Eq. (2.19), than other dimensionless number groups. This agrees with the former study by Ju et al. 

(2015) that the gas and liquid Weber numbers are used to predict wave height. As a result, the liquid 

Weber number is employed as the second parameter. It is worth noting that both 𝐶𝐷 and 𝐶𝑓𝑖 in Eq. 

(2.19) are empirical parameters. However, 𝐶𝐷 could differs from 𝐶𝑓𝑖 since 𝐶𝐷 is correlated to describe 

the drag force while 𝐶𝑓𝑖  is used to describe the interfacial shear stress. Meanwhile, the current 

experiment does not contain the effect of the viscosity; hence, further study is needed to examine the 

applicability of the correlation when fluids exhibit various viscosities. 

 After substituting the correlation of drag coefficient into Eq. (2.26), I obtain the function of 

wave height, as follows: 

𝐻 =
1

2
𝐷(1 − √1 −

8

6.7𝑊𝑒𝐿
−0.15𝑊𝑒𝐺

0.45). (2.27) 

 Fig. 2.16 shows the plot of the wave height obtained from the current experimental data 

against 𝑊𝑒𝐿
−0.15𝑊𝑒𝐺

0.45. The wave height approximately collapses onto a single curve irrespective of 

the density ratio, surface tension, and superficial liquid velocity. The comparison of the current wave 

height data with the predicted wave height obtained from Eq. (2.27) is shown in Fig. 2.17. It is readily 

apparent that the correlation predicts the experimental disturbance wave height data within ± 20% 

deviation. 
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Fig. 2.16 Effect of liquid Weber number and gas Weber number on wave height for different density 

ratios and superficial liquid velocity. 

 

   

Fig. 2.17 Comparison of measured wave height with predicted wave height. 
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2.3.3 Comparison of the current model with previous databases 

 

The normalized wave height, which is defined as the wave height divided by the tube diameter, 

from four databases by Sawant et al. (2008a), Wang et al. (2021), and Fukano and Furukawa (1998), 

is plotted against 𝑊𝑒𝐿
−0.15𝑊𝑒𝐺

0.45 (Fig. 2.17). The experimental conditions are summarized in Table 

2. 2. A wide range of superficial gas velocity, superficial liquid velocity, density ratio, and tube 

diameter is included in these databases; hence, the influence of these factors on the wave height could 

be examined by the current model. Fig. 2.19 shows the plot of the normalized measured wave height 

against normalized predicted wave height with the current experimental data and previous four 

databases. It is readily apparent that the current model can satisfactorily predict the disturbance wave 

height from previous experimental databases within ± 20% deviation. However, considering the 

current experiments are conducted with a tube of 5.0 mm inner diameter, the effect of tube diameter 

is not investigated and needed to be verified by more investigation. 

 

  

Fig. 2.18 Effect of liquid and gas Weber numbers on normalized wave height from different 

databases for different density ratios and superficial liquid velocity. 
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Fig. 2.19 Comparison of normalized measured wave height from different databases with 

normalized predicted wave height. 

 

2.4 Conclusions 

 

Comprehensive investigation of film thickness and disturbance wave height under low gas–liquid 

density ratio is crucial in industrial applications, whereas existing studies are either based on high 

gas–liquid density ratio or lack the focus on the density ratio. In this study, the experiments of 

nitrogen–water, HFC134a–water annular, and nitrogen–95% aqueous ethanol solution flows with the 

gas–liquid density ratio between 32 and 434 are performed. The effect of surface tension is examined 

by altering the working liquids from water to 95% aqueous ethanol solution. The film thickness and 

disturbance wave height are obtained from the experimental results and numerically investigated. In 

summary, the major findings of this study are as follows. 
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1. The base film thickness, average film thickness, maximum film thickness, and wave height 

are found to be the same when plotted with the gas Weber number under the same liquid flow 

rate condition. This could be interpreted by the fact that the gas Weber number includes the 

effect of drag force of the gas phase and the surface tension force, which codetermine the 

shape of the interface. 

2. A theoretical model based on Von Karman’s universal velocity profile and Anderson’s model 

considering the droplet entrainment is developed to predict the average film thickness. In 

addition, through the analytical investigation and multiple regression, another easy-to-use 

model expressed in terms of dimensionless numbers is proposed for the average film 

thickness prediction. Both models are evaluated by previous databases. Finally, when plotted 

with gas Weber number, the average, base, and maximum film thicknesses each is the same 

under the same gas Weber number and liquid flow rate regardless of density ratio and surface 

tension. 

3. Further data analysis of the disturbance wave height reveals that it tends to collapse onto a 

single curve when plotted against a group of dimensionless numbers, 𝑊𝑒𝐿
−0.15𝑊𝑒𝐺

0.45. Then, 

to estimate the disturbance wave height, I propose another simple theoretical model based on 

Ishii’s study, which can explain the dependence of wave height on gas Weber number. Three 

previous databases are employed to evaluate the proposed model, and the model can predict 

the wave height satisfactorily within the error range. 
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CHAPTER 3  

Effect of density ratio and surface tension on characteristics of disturbance waves 

 

In this chapter, the characteristics of disturbance waves, including velocity, frequency, 

wavelength, intermittency, and pitch are comprehensively investigated by conducting gas–liquid 

upward annular flow experiments in a 5 m m. The film thickness time trace is recorded with respect 

to time, and the information on disturbance waves is subsequently extracted. The effect of liquid and 

gas flow rate, density ratio, and surface tension on the disturbance wave is quantitatively analyzed. 

Different predictive models of the wave velocity are proposed. Physical model for wave frequency 

prediction is derived on the basis of the mass conservation equation. A simple empirical model with 

good prediction accuracy of wave frequency is also derived. Compared with existing correlations 

available in the literature, the newly derived models show better performance under a wide range of 

flow conditions. 

 

3.1 Introduction 

 

Disturbance waves have received considerable attention because the liquid film between two 

successive disturbance waves can easily dry out with the existence of heat flux on the wall and 

disturbance waves move with the liquid supply along the heated wall. Numerous experimental 

investigations on the disturbance wave characteristics including velocity, wavelength, and frequency 

have been performed within the past decades. Through conducting air–water annular flow 

experiments [1], Wolf measured the wave velocity and frequency and revealed that the wave velocity 

and frequency take a fairly short distance, of the order of 100 diameters, to reach a quasi-steady state 

when liquid is introduced a porous wall. Kumar measured the wave velocity of the air–water annular 

flow in a duct using flush-wire conductivity probes [2]. A model for predicting the wave velocity by 

matching the interfacial shear in the gas and liquid phase was derived. Han investigated the effect of 

gas flow rate on the characteristics and an average velocity model for the wave and base regions was 

developed to determine the wave velocity [3]. Sawant conducted air–water annular flow experiments 

in a 9.4mm inner diameter pipe under different pressure [4]. They reported that only the gas Weber 

number and liquid phase Reynolds number can satisfactorily predict the dependence of disturbance 

wave velocity on pressure, liquid and gas flow rate while the wavelength can be described by liquid 

and gas Reynolds number. They also noted that the correlations available in the literature could not 



49 

 

fully predict the wave velocity in their experimental data. Berna revied previous databases and 

derived a new correlation for predicting wave velocity using gas Reynolds number, liquid Reynolds 

number [5], and the factor of surface tension defined by Ishii and Grolmes [6]. Ju reviewed 

experimental data of annular flow available in the literature and derived two correlations for wave 

velocity from liquid interfacial velocity and interfacial shear stress, respectively [7]. Their 

correlations showed better performance compared to the other correlations in the literature. 

Since the annular flow is a complex phenomenon involving strongly coupled physics, it is 

difficult to establish a physical model for the wave frequency. Generally, wave frequency is described 

using the Strouhal number, a dimensionless form of wave frequency while several empirical 

correlations for the Strouhal number have been established based on experimental data so far. 

Azzopardi  correlated wave frequency data through plotting the Strouhal number against the excess 

liquid Reynolds number [8]. Sawant derived a new correlation for wave frequency using the Strouhal 

number, liquid Reynolds number, and density ratio [4]. Based on the experimental results of air–water 

annular flow in the 76.2mm inner diameter pipe, Al-sarkhi reported that wave frequency strongly 

depends on the modified Lockhart–Martinelli parameter, and a new correlation was derived [9]. 

Dasgupta compared the measured wave frequency of air–water annular flow in an 11mm diameter 

vertical tube with previous correlations [10] and noted that the correlation from Sekoguchi  can 

predict the data within the error of 30% [11]. Based on the experimental investigation, Wang noted 

that the wave frequency increases with the liquid flow rate and reaches the maximum when the liquid 

Reynolds number is ca. 6000–8000 [12]. Further increase in liquid flow rate leads to waves with less 

frequency.  

Notably, since the wave pitch and wave intermittency play an important role in the pressure drop 

models and momentum balance for the annular flow [13,14], they have also been investigated by 

several researchers. Schubring studied air–water annular flow using a high-speed camera and revealed 

the relationship between wave pitch, wave intermittency, and flow rate of liquid and gas [15].  

Alekseenko measured the wave pitch in the downward annular flow experiments using a high-speed 

laser-induced fluorescence technique and highlighted that the wave pitch decreased with gas velocity 

and slightly grow with liquid viscosity and flow rate [16]. Vasques comprehensively studied the 

properties of disturbance waves using the brightness-based laser-induced fluorescence technique [17]. 

It is shown that the wave intermittency decreases when the flow rate of the base film increases and 

its decrease may either be due to a decrease in the wave pitch at low liquid Reynolds numbers or due 

to an increase in the disturbance wave wavelength. Nevertheless, compared with numerous studies 

on the film thickness, wave velocity, and wave height, the effect of fluid properties on the wave pitch 
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and wave intermittency is still not clear. 

Although disturbance wave characteristics have been extensively inspected, most experimental 

investigations available in the literature were conducted by using air and water under nearly 

atmospheric pressure, whereas the variety of fluid properties was limited. In this chapter, the effect 

of density ratio and surface tension on velocity, frequency, wavelength, intermittency, and pitch of 

disturbance waves will be experimentally studied by using nitrogen gas, HFC134a gas, water, and 

95% (v/v) aqueous ethanol solution as working fluids under the pressure from 0.2 MPa to 0.7 MPa. 

New models for wave velocity and frequency will be developed, evaluated with available databases, 

and compared with previous empirical correlations. 

 

3.2 Experimental apparatus and procedures 

 

In this chapter, the experimental facility for vertical annular flow measurement was the same as 

it in the Chapter 2. With the time trace measured by the two sensors, the cross-correlation function 

was used to calculate the time lag between the same disturbance wave recorded by the two sensors 

successively. Then, the wave velocity, 𝑣𝑤 , was calculated by dividing the distance between two 

sensors by the time lag. A developing length (L/D = 300) was achieved to ensure that the 

measurements corresponded to the fully developed equilibrium annular flow, which is in accordance 

with the correlation proposed by Kataoka and Ishii [18]. The uncertainty of the velocity measurement 

was estimated at 10%. 

As summarized in Table 1.2, the experimental working fluids in this chapter were the same as 

those in the previous section. The properties of the working liquid and gas are listed. Gas density, 

liquid density, surface tension, gas viscosity, and liquid viscosity are denoted as 𝜌𝐺 , 𝜌𝐿, 𝜎, 𝜇𝐺, and 𝜇𝐿, 

respectively. The density of the working liquid was obtained with an electronic scale and measuring 

cylinder. However, with the help of the A&D SV-10 viscometer with an accuracy of 5% and a Rhesca 

5200tn tester with an accuracy of 9%,  the dynamic viscosity and surface tension of the working liquid 

were measured before and after each experiment respectively. The density and dynamic viscosity of 

the working gas were obtained from the literature [19]. Nitrogen gas under 0.2 and 0.4 MPa and 

HFC134a gas under 0.7 MPa were used as the working gases. The superficial liquid velocity, denoted 

by 𝑗𝐿, at the test section was set at 0.1, 0.4, and 0.8 m/s for each pressure condition. All the flows in 

current experiments were classified as annular flow indicated by the flow maps from Hewitt and 

Roberts and Mishima and Ishii  [20,21] and confirmed by the high-speed camera.   
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3.3 Results and discussion 

  

3.3.1 Wave velocity 

 

The effects of density ratio and surface tension on the wave velocity at different superficial liquid 

velocities are shown in Fig. 3.1. It is shown that the wave velocity increases as superficial gas velocity 

and superficial liquid velocity increase. Moreover, the wave velocity tends to increase as the density 

ratio decreases under the same 𝑗𝐺 and 𝜎, which could be attributed to the increase in the interfacial 

shear stress when the density ratio decreases. It is worth noting that, from the comparison between 

red plots (representing data with 𝜌𝐿/𝜌𝐺 = 434 and 𝜎 = 67.4 𝑚𝑁/𝑚) and pink plots (representing 

data with 𝜌𝐿/𝜌𝐺 = 370  and 𝜎 = 30.7 𝑚𝑁/𝑚 ), the difference in wave velocity of most plots is 

approximately 10% which is comparable to the measurement error. Therefore, it is difficult to 

determine the exact effect of surface tension on wave velocity based on the current experimental 

results. Additional research may be necessary to fully understand the underlying mechanisms. An 

attempt has also been made to bring the wave velocity data closer to each other by plotting the wave 

velocity against the mass flux and momentum flux of the gas. However, this attempt was not 

successful. 

 

    

Fig. 3.1 Disturbance wave velocity at the superficial liquid velocities of (a) 0.1, (b) 0.4, and (c) 

0.8 m/s. 
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Fig. 3.1 (Continued) 

 

A model based on the balance between wall and gas–liquid interfacial shear stress acting on the 

liquid film was developed to predict wave velocity. As shown in Fig. 3.2, the model was established 

on the basis of the assumption that the wall shear stress 𝜏𝑤 is approximately equal to the interfacial 

shear stress 𝜏𝑖 because the liquid film is considerably thinner than the tube diameter as suggested and 

evaluated by previous studies [22–24]. Conventionally, wall shear stress and interfacial shear stress 

can be expressed as 

𝜏𝑤 =
1

2
𝐶𝑓𝑤𝜌𝐿𝑢𝐿

2, (3.1) 

𝜏𝑖 =
1

2
𝐶𝑓𝑖𝜌𝐺(𝑗𝐺 − 𝑢𝐿)

2, (3.2) 

where 𝐶𝑓𝑤  and 𝐶𝑓𝑖  are the wall and interfacial friction factors, respectively, and 𝑢𝐿  is the average 

velocity of the liquid film. Here, the gas core is treated as moving with a velocity relative to the liquid 

film, which is 𝑗𝐺 − 𝑢𝐿. Then, the relative velocity 𝑗𝐺 − 𝑢𝐿 is used for computing 𝜏𝑖 considering the 

gas core as the control volume. The average deviation between 𝑗𝐺 and 𝑢𝐿 is 16% except experiments 

of HFC134a-water annular flows. For experiments of HFC134a-water annular flows, the average 

deviation is 46%. For simplifying the model and predicting the wave velocity by using only easily 

accessible information, the liquid film is roughly assumed to be flat on the gas–liquid interface with 

an average film thickness considering that the liquid film is very thin compared with the tube diameter 

[25].  

The velocity profile in the liquid film is complicated due to the nature of turbulent flow and the 

instability of the gas–liquid interface. However, given that the liquid film is very thin and almost 

equal shear stresses act on both sides of the liquid film [26,27], the liquid film is assumed as plane-

Couette flow. Then, the velocity profile could be symmetric and the liquid interfacial velocity 𝑢𝑖 can 
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be reasonably assumed to be two times the average liquid velocity, i.e., 𝑢𝑖 = 2𝑢𝐿 . However, this 

assumption may need more verification by optical observation. Previous reports stated that the 

interfacial velocity is almost equal to the wave velocity [25,28,29]. Thus, the wave velocity is also 

close to two times the average liquid velocity, i.e., 𝑣𝑤 ≈ 2𝑢𝐿. Then, the wave velocity is obtained by 

combining Eqs. (3.1) and (3.2) in the form of 

𝑣𝑤 =

2𝑗𝐺√
𝐶𝑓𝑖

𝐶𝑓𝑤

𝜌𝐺
𝜌𝐿

(1+√
𝐶𝑓𝑖

𝐶𝑓𝑤

𝜌𝐺
𝜌𝐿
)

. (3.3) 

Conventionally, the friction factor is related to the average film thickness as proposed by [30] 

and widely adopted by later studies [31,32]. Therefore, comparing the friction factor ratio 
𝐶𝑓𝑖

𝐶𝑓𝑤
 

obtained from Eq. (3.3) using measured wave velocity with the normalized average film thickness, 

as shown in Fig. 3.3, is interesting. Obviously, the friction factor ratio collapses into a single curve 

when plotted with the normalized average film thickness irrespective of the density ratio and surface 

tension. In previous report [33], the normalized average film thickness was expressed by a 

dimensionless number group that included the liquid Reynolds number, liquid Weber number, and 

gas Weber number, which are denoted as 𝑅𝑒𝐿, 𝑊𝑒𝐿, and 𝑊𝑒𝐺, respectively. Therefore, the friction 

factor ratio should also be related to this dimensionless number group. After employing multiple 

regression, a correlation for the friction factor group based on the current experimental result is 

developed as 

𝐶𝑓𝑖

𝐶𝑓𝑤
= 81𝑅𝑒𝐿

0.05𝑊𝑒𝐿
0.25𝑊𝑒𝐺

−0.68, (3.4) 

The predictive value of this model was plotted against the current experimental data as shown 

in Fig. 3.4. The current experimental data are predicted within the ±20% error band. Then, as 

presented in Table 3.2, multiple databases [9,34–36] were used to examine the developed model and 

the comparison of the measured and predicted value by Eqs. (3.3) and (3.4) are shown in Fig. 3.5. 

Although the current model can predict the data of [35] and [37] with good agreement, the data of 

[36,38] are overestimated.  



54 

 

 

Fig. 3.2 Schematic of wall and interfacial shear stresses acting on the liquid film. 

 

 

Fig. 3.3 Comparison of the normalized measured average film thickness with the friction factor 

ratio 𝐶𝑓𝑤/𝐶𝑓𝑖. 
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Fig. 3.4 Comparison of the measured wave velocity with the predicted wave velocity. 

 

 

Fig. 3.5 Comparison of the measured wave velocity with the predicted wave velocity when 

previous databases were employed. 

 

Given that the effect of the pipe diameter on the current correlation is not considered, the current 

experimental data, along with available previous databases (wherein tube diameter ranges from 5 mm 

to 76.2 mm), were used to fit the empirical constants as 
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𝐶𝑓𝑖

𝐶𝑓𝑤
= 50𝑅𝑒𝐿

0.1𝑊𝑒𝐿
0.15𝑊𝑒𝐺

−0.61, (3.5) 

The modified model, which is expressed by Eqs. (3.3) and (3.5), and several existing proposed 

wave velocity correlations [9,25,29,34,39] summarized in Table 3.3 were evaluated by using the 

current and previous databases. The comparison between the measured wave velocity and the 

predicted wave velocity is presented in Fig. 3.6. 

 

Table 3.1 Summary of the experimental conditions of the employed databases. 

Reference Inner 

diameter 

(mm) 

Superficial 

liquid velocity 

range 

(m/s) 

Corresponding data 

range 

Density 

ratio range 

Surface 

tension 

range 

(N/m) 

Current 

experiments 

5.0 0.1, 0.4, and 

0.8 

Nitrogen–water (0.2 

and 0.4 MPa), 

nitrogen–95% 

aqueous ethanol 

solution (0.2 MPa), 

and HFC134a–water 

(0.7 MPa) 

32–434 30.7–67.4 

Al-sarkhi et al. 

(2012) 

76.2 0.0035, 0.01, 

0.02, and 0.04 

Air–water near 

atmospheric 

pressure 

832 73.0 

Sawant et al. 

(2008) 

9.4 0.05, 0.1, 0.15, 

0.3, and 0.54 

Air–water 

0.12, 0.4, and 0.58 

MPa 

147–712 72.3 

Schubring et al. 

(2010a) 

23.4 0.04, 0.06, 

0.08, 0.12, 

0.15, 0.19, 

0.23, 0.27, 

0.35, and 0.39 

Air–water near 

atmospheric 

pressure 

832 73.0 

Vasques et al. 

(2018) 

11.7 0.013, 0.021, 

0.029, and 

0.038 

Air–water near 

atmospheric 

pressure 

819 73.3 
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Table 3.2 Previous models of wave velocity. 

Reference Correlation 

Al-sarkhi et al. 

(2012) 
𝑣𝑊 = 1.942𝑗𝐿𝑋

∗−0.91, where 𝑋∗ = √
𝜌𝐿

𝜌𝐺

𝑗𝐿

𝑗𝐺
 

Berna et al. (2014) 

𝑣𝑊 = 50𝑅𝑒𝐺
−0.38𝑅𝑒𝐿

0.16𝐶𝑊
−0.13 √𝜌𝐺𝑗𝐺+√𝜌𝐿𝑗𝐿

√𝜌𝐺+√𝜌𝐿
, 

where 𝐶𝑊 = 0.028𝑁𝜇
−0.8 for 𝑁𝜇 ≤ 1/15 

𝐶𝑊 = 0.025 for 𝑁𝜇 > 1/15, 

𝑁𝜇 =
𝜇𝐿

(𝜌𝐿𝜎√
𝜎
𝑔∆𝜌)

1/2

 

Ju et al. (2019b) 𝑣𝑊 = 10.1𝑗𝐿𝑊𝑒𝐿
−0.392𝑊𝑒𝐺

′′0.227, where 𝑊𝑒𝐺
′′ =

𝜌𝐺𝑗𝐺
2𝐷

𝜎
(
∆𝜌

𝜌𝐺
)1/4 

Kumar et al. (2002) 𝑣𝑊 =
𝐶𝑗𝐺+𝑗𝐿

1+𝐶
, where 𝐶 = 5.5(

𝜌𝐺

𝜌𝐿
)1/2(

𝑅𝑒𝐿

𝑅𝑒𝐺
)1/4 

Schubring et al. 

(2010b) 
𝑣𝑊 = 2.55𝑗𝐺(𝑅𝑒𝐺𝜒)

−1/3, where 𝜒 =
𝜌𝐺𝑗𝐺

𝜌𝐺𝑗𝐺+𝜌𝐿𝑗𝐿
 

 

  

Fig. 3.6 Comparison of measured wave velocities from the database of the current 

experiments of [35], [36], and [37] and with wave velocity predicted by the correlations of (a) 

Eqs. (3.3) and (3.5); (b) [38]; (c) [39]; (d) [25]; (e) [29]; and (f) [34]. 
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Fig. 3.6 (Continued) 

 

Fig. 3.6 clearly shows that the newly developed model has relatively good performance and can 

predict most experimental data with a prediction error of less than 20%. Last but not least, the models 

of Al-Sarkhi, Kumar, and Schubring underestimate the wave velocity of the current experimental data 

and the experimental data from [35]. An effort has also been made by authors to derive a simpler 

empirical correlation for 𝑣𝑤 by directly linking 𝑣𝑤 with various dimensionless numbers in the form 

of the power function but failed. 
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3.3.2 Wavelength, wave pitch and intermittency 

 

The shape of the disturbance wave was described using wave height 𝐻, pitch 𝐿, and wavelength 

𝜆 as shown in Fig. 3.7. The wave pitch is defined as the longitudinal distance between the two points 

where the film thickness of the disturbance wave exceeds the base film thickness. The wavelength, 

denoted by 𝜆 , is defined as the spacing between two successive disturbance waves and can be 

obtained by: 

𝜆 =
𝑣𝑊
𝑓

 (3.6) 

Meanwhile, the wave intermittency, 𝐼𝑁𝑇, is defined as: 

𝐼𝑁𝑇 =
𝐿

𝜆
 (3.7) 

In what follows, more detailed discussions are given of wave pitch, wavelength, and intermittency. It 

is worth noting that the wave pitch and wavelength discussed in the following section refer to the 

mean value during the sampling time of each measurement. 

 

 

Fig. 3.7 Schematic illustration of the disturbance wave characteristics 

 

Fig. 3.8 shows the dependence of the pitch of the disturbance wave on superficial gas velocity 

under different flow conditions. The measured wave pitch should refer to the mean value during the 

sampling time of each measurement. Wave pitch can be observed to decrease with superficial gas 

velocity, grow weakly with superficial liquid velocity, and increase weakly with decreasing surface 

tension. This tendency is similar to that previously reported by [49,51]. Meanwhile, wave pitch is 

found to decrease with the decrease in density ratio. However, the effect of liquid viscosity is barely 

clear in current experiments since the viscosity varies in limited range and the effect of surface tension 

or density ratio cannot be neglected when liquid viscosity varies. In view of the similar tendency of 

wave height observed in previous research [48], wave pitch was plotted against wave height, as 
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presented in Fig. 3.9. Here, the wave height, 𝐻, is defined as the difference between the base and 

maximum film thickness. The base and maximum film thickness are defined as the film thickness 

with the highest probability and the film thickness with 99% cumulative probability [48]. In most 

cases, wave pitch is shown to be roughly proportional to wave height under the same surface tension, 

density ratio, and superficial gas velocity even though the superficial liquid velocity varies. This 

finding indicates that a unique relationship should exist between the height and pitch of the 

disturbance wave to maintain geometric similarity under certain flow conditions.  

 

 

  

 

Fig. 3.8 Wave pitch at the superficial liquid velocities of (a) 0.1, (b) 0.4, and (c) 0.8 m/s. 

 



61 

 

 

Fig. 3.9 Comparison of wave pitch with the disturbance wave height. 

 

Interestingly, the experimental result shows that the ratio of wave pitch and wave height is close 

to a single line regardless of flow conditions when plotted against 
𝜌𝐺

𝜌𝐿

𝑅𝑒𝐿

𝑊𝑒𝐺
  as shown in Fig. 3.10. 

However, as mentioned above, the viscosity in the current experiments only varies within a limited 

range and needs to be examined through further investigation.  

 

  

Fig. 3.10 Comparison of the ratio of wave pitch with 𝜌𝐺/𝜌𝐿 ∙ 𝑅𝑒𝐿/𝑅𝑒𝐺. 

 

Based on current experimental data, the ratio of wave pitch and wave height is finally correlated 
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as: 

𝐿

𝐻
= 115(

𝜌𝐺
𝜌𝐿

𝑅𝑒𝐿
𝑊𝑒𝐺

)−0.2 (3.8) 

The comparison of the measured 
𝐿

𝐻
 and predicted 

𝐿

𝐻
 by Eq. (3.8) is shown in Fig. 3.11. It can be seen 

that the 
𝐿

𝐻
 can be predicted within the error of 25% with Eq. (3.8).  

 

  

Fig. 3.11 Comparison of measured 𝐿/𝐻 with predicted 𝐿/𝐻 from Eq. (3.8). 

 

The wavelength is plotted against the superficial gas velocity as shown in Fig. 3.12. For the 

effect of superficial gas velocity, the wavelength decreases with the superficial gas velocity. However, 

when the superficial gas velocity becomes high, the wavelength barely changes. For a fixed 

superficial gas velocity, it can be seen that the wavelength decreases with the increase of superficial 

liquid velocity and density ratio. This coincides with the previous study of [54,55]. As for the effect 

of surface tension, the wavelength increases as surface tension decreases under the  𝑗𝐿 of 0.1m/s. 

When 𝑗𝐿 is higher than 0.1m/s, the wavelength only slightly increases with the decrease of surface 

tension. 
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Fig. 3.12 Disturbance wave wavelength under the superficial liquid velocity of (a) 0.1, (b) 0.4, 

and (c) 0.8 m/s. 

 

The wave intermittency is obtained by Eq. (3.7) and presented in Fig. 3.13. It can be seen that 

the intermittency increases with decreasing superficial gas velocity and increasing superficial liquid 

velocity and density ratio. However, the effect of surface tension on the intermittency is practically 

negligible as reflected in current experimental results.  

It has been suggested by [56] and later extended by [57] that the relationship between average 

film thickness and wavelength should exist. However, it is found that a unique relationship between 

average film thickness and intermittency, rather than the wavelength, exists based on the current 

experimental result as shown in Fig. 3.14. It is shown that the intermittency increases as average film 

thickness increases due to the increase of wave pitch of the decreases of wavelength. Keeping in mind 

that the average film thickness is a function of 𝑅𝑒𝐿 , 𝑊𝑒𝐿 , and 𝑊𝑒𝐺 , the intermittency can be 

expressed by the dimensionless number group based on the current experimental result as: 

𝐼𝑁𝑇 = 0.5𝑅𝑒𝐿
0.1𝑊𝑒𝐿

0.1𝑊𝑒𝐺
−0.15 (3.9) 
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Fig. 3.13 Disturbance wave intermittency under the superficial liquid velocity of (a) 0.1, (b) 

0.4, and (c) 0.8 m/s. 

 

 

Fig. 3.14 Comparison of the ratio of wave intermittency with average film thickness. 
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3.3.3 Wave frequency 

 

The measured film thickness time trace for the water–nitrogen system with different 𝑗𝐿 and 𝑗𝐺 is 

shown in Fig. 3.15. The dashed line indicates the threshold for the disturbance wave as defined by 

𝑡𝐹𝑡ℎ𝑟 = 𝑡𝐹𝑏𝑎𝑠𝑒 +
1

2
(𝑡𝐹𝑚𝑎𝑥 − 𝑡𝐹𝑏𝑎𝑠𝑒). Meanwhile, the red circle indicates each identified disturbance 

wave whose local film thickness exceeds 𝑡𝐹𝑡ℎ𝑟. The threshold is readily observed to work well with 

little misidentification. The error of the frequency measurement is estimated at 10% due to the 

uncertainty in the film thickness measurement [48]. 

 

 

 

Fig. 3.15 Time trace of the measured film thickness for the water–nitrogen system at different 

𝑗𝐿 and 𝑗𝐺. The identified disturbance wave is indicated with the red circle. 

 

As shown in Fig. 3.16, the tendency of the experimental data on the wave frequency plotted 

against superficial gas velocity is comparable with that of the wave velocity. As can be observed from 

Fig. 3.16, the wave frequency increases with the increase in superficial gas velocity and superficial 

liquid velocity. Moreover, the wave frequency increases with the decrease in density ratio. This 

behavior coincides with that previously reported by [50]. Regarding the difference between red and 
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pink plots, a deviation of around 10% is observed for most plots which is of a similar magnitude to 

the measurement error of the frequency. 

 

 

Fig. 3.16 Disturbance wave frequency at the superficial liquid velocities of (a) 0.1, (b) 0.4, and 

(c) 0.8 m/s. 

 

Conventionally, the Strouhal number 𝑆𝑟 , a dimensionless form of the disturbance wave 

frequency, is used to scale the wave frequency as suggested by previous research [9,35,37,44–46]. 

The Strouhal number of gas and liquid phases, 𝑆𝑟𝐺 and 𝑆𝑟𝐿, are defined as: 

𝑆𝑟𝐺 =
𝑓𝐷

𝑗𝐺
, (3.10) 

𝑆𝑟𝐿 =
𝑓𝐷

𝑗𝐿
. (3.11) 

Based on experimental data from various fluid systems, [47] suggests that the liquid Strouhal 

number can be well correlated using the Lockhart–Martinelli parameter which is defined as: 
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𝑋 = √
𝜌𝐿

𝜌𝐺

𝑗𝐿

𝑗𝐺
. (3.12) 

As shown in Fig. 3.17, most data from current experiments collapse onto a single curve when 

the liquid Strouhal number is plotted against Lockhart–Martinelli parameter. This finding supports 

the proposition made by [45], which states that the frequency is directly related to the gas superficial 

velocity, while the effect of liquid superficial velocity is relatively negligible. Based on the current 

experimental data together with previous databases [35,37,48–51] as listed in Table 3.4, a new 

empirical correlation for wave frequency is derived as: 

𝑆𝑟𝐿 = 0.526𝑋−0.71. (3.13) 

 

 

Fig. 3.17 Comparison of liquid Strouhal number with Lockhart–Martinelli parameter. 

 

The comparison between the measured and predicted frequency by Eq. (3.13) is shown in Fig. 

3.18 (a). The previous wave frequency correlations as summarized in Table 3.5 were evaluated with 

the current experimental data in the form of frequency as presented in Fig. 3.18 (b)–(f) [9,35,45,47,48].  

It is readily apparent that models from the present work, [48], [35], and [45] have relatively 

satisfying performance for a wide range of flow conditions with an error of about 30%. However, as 

shown in Fig. 3.18, it is difficult to predict wave frequency from all the databases with only one single 

model. This could be attributed to the fact that frequency measurement error exists in different 

databases when different film thickness measuring methods (i.e., conductance probe and laser-
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induced fluorescence), disturbance wave identification threshold, and disturbance wave frequency 

determining methods (i.e., power spectral density analysis and directly counting) are applied [36,52]. 

The authors attempted to develop correlations with various dimensionless numbers by multiple 

regression. However, the resulting correlations exhibit significant deviation in predicting wave 

frequency. 

 

 

   

  

Fig. 3.18 Comparison of the measured frequency of [35], [51], [49], [48], [37], and [50] 

with the frequency predicted by correlations of (a) this work, (b) [48], (c) [35], (d)[45], (e) [38], 

and (f)[47]. 
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Fig. 3.18 (Continued) 

 

Table 3.3 Summary of the experimental conditions of the databases employed. 

Reference 

Inner 

diameter 

(mm) 

Superficial 

liquid velocity 

range 

(m/s) 

Corresponding data 

range 

Density ratio 

range 

Surface 

tension range 

(N/m) 

Current 

experiments 
5.0 

0.1, 0.4, and 

0.8 

Nitrogen–water (0.2 

and 0.4 MPa), 

Nitrogen–95% 

aqueous ethanol 

solution (0.2 MPa), 

and HFC134a–water 

(0.7 MPa) 

32–434 30.7–67.4 

Belt et al. 

(2010) 
50.0 

0.01, 0.02, 

0.04, and 0.08 

Air–water near 

atmospheric pressure 
819 73.3 

de Jong 

(2003) 
9.525 

0.07, 0.15, and 

0.31 

Air–water near 

atmospheric pressure 

under normal and 

microgravity 

832 73.0 

 

 



70 

 

Table 3.3 (continued) 

Han (2006) 9.525 
0.11, 0.13, 

0.15, and 0.16 

Air–water near 

atmospheric pressure 
832 73.0 

Lin (2020) 20.0 
0.12, 0.22, and 

0.39 

Air–water near 

atmospheric pressure 
832 73.0 

Sawant et al. 

(2008) 
9.4 

0.05, 0.1, 0.15, 

0.3, and 0.54 

Air–water 

0.12, 0.4, and 0.58 

MPa 

147–712 72.3 

Schubring et 

al. (2010a) 
23.4 

0.04, 0.06, 

0.08, 0.12, 

0.15, 0.19, 

0.23, 0.27, 

0.35, and 0.39 

Air–water near 

atmospheric pressure 
832 73.0 

Vasques et al. 

(2018) 
11.7 

0.013, 0.021, 

0.029, and 

0.038 

Air–water near 

atmospheric pressure 
819 73.3 

 

Table 3.4 Previous models of wave frequency. 

Reference Correlation 

Alamu and 

Azzopardi (2011) 
𝑆𝑟𝐿 = 0.4292𝑋−0.908 

Al-sarkhi et al. 

(2012) 
𝑆𝑟𝐿 = 1.1𝑋

−0.93 

Azzopardi et al. 

(2006) 
𝑆𝑟𝐿 = 0.25𝑋

−1.2 

Lin et al. (2020) 

𝑆𝑟𝐺 = 0.047𝑅𝑒𝐿
𝐸𝑋0.177(

𝜌𝐿

𝜌𝐺
)−0.37, where 𝑅𝑒𝐿

𝐸𝑋 = 𝑅𝑒𝐿 − 𝑅𝑒𝐿
𝑜𝑛,  

𝑅𝑒𝐿
𝑜𝑛 = (

30

0.347
)3/2(

𝜌𝐿

𝜌𝐺
)3/4(

𝜇𝐺

𝜇𝐿
)3/2. 

Sawant et al. (2008) 𝑆𝑟𝐺 = 0.086𝑅𝑒𝐿
0.27 (

𝜌𝐿
𝜌𝐺
)
−0.64
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3.4 Conclusion 

 

Upward annular flow experiments employing HFC134a and nitrogen gas as the working gas and 

water and 95% aqueous ethanol solution as the working liquid at the pressures of 0.2, 0.4, and 0.7 

MPa were conducted. On the basis of the current experimental results, I investigated the effect of 

density ratio, and surface tension on wave velocity, wave pitch, wavelength, intermittency and wave 

frequency. Predictive models for wave velocity and frequency were developed and evaluated by using 

multiple previous databases. The derived correlations are compared with the correlations available in 

the literature. The main conclusions are as follows: 

(1) In general, the wave velocity increases with the increase of superficial liquid velocity and 

superficial gas velocity and decreases as the surface tension decreases. However, when both 

superficial liquid velocity and superficial liquid velocity are low, the effect of surface tension is 

not obvious in the current experiments. A wave velocity model based on the simple shear stress 

balance on the liquid film is developed.  

(2) The wave pitch is found to decrease with the decrease of density ratio and weakly increase with 

decreasing surface tension. It is also shown that a unique relationship exists between wave pitch 

and wave height under the same flow condition. The disturbance wave wavelength is found to 

decrease with the increase of the density ratio. Under a low liquid flow rate, the wavelength also 

decreases as the surface tension increases while the effect of surface tension is indistinctive under 

a high liquid flow rate. The wave intermittency increases with the increase of density ratio, albeit 

the effect of surface tension is not obvious in current experiments. 

(3) The wave frequency increases with the increase of superficial gas velocity and superficial liquid 

velocity while it also increases with the decrease of density ratio. A new correlation is developed 

for the prediction of disturbance wave frequency in the form of gas Strouhal number. The new 

correlation can predict most of the data with an error of about 25%. 
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CHAPTER 4 

Effect of density ratio and surface tension on interfacial shear stress and pressure drop 

The interfacial shear stress and pressure drop of upward vertical Nitrogen-Water, HFC134a-

Water, and Nitrogen-95% Ethanol annular flows are comprehensively investigated with considering 

the effect of liquid-gas density ratio and surface tension. A direct link between disturbance wave 

height and the equivalent sand-grain roughness is found through the analogy to the famous Moody 

chart for single-phase turbulent flow. A predictive model of interfacial friction factor is developed 

based on this finding. To predict the pressure drop of annular flow, another model is proposed which 

shows good predictive performance for annular flow with various working fluids including steam-

water annular flow under 7MPa. 

 

4.1 Introduction 

 

Annular flow is a two-phase flow regime that is encountered in many industries, such as nuclear 

reactors and refrigeration systems. It consists of a continuously flowing gas core, liquid film attaching 

to the tube wall, and intermittent disturbance waves at the gas–liquid interface. In many industrial 

applications especially energy facilities, it is critical to provide accurate prediction of pressure drop 

of two-phase flow system for increasing energy conversion efficiency. Meanwhile, accompanied by 

the wavy structure of the gas-liquid interface, the gas at the core flows upward with a larger frictional 

pressure drop than it in a smooth wall tube as a single-phase flow due to the higher interfacial shear 

stress, 𝜏𝑖, induced by the roughened interface. Considering that interfacial shear stress can make a 

critical contribution to the pressure drop of two-phase annular flow, interfere with force balances of 

both gas core and liquid film, and be coupled with liquid film characteristics, accurate prediction of 

interfacial shear stress has received huge attention and attracted numerous researchers.  

Conventionally, the interfacial shear stress is expressed by the equation involving gas density, 

gas velocity, and interfacial friction factor which is denoted by 𝐶𝑓𝑖. Wallis [1] derived the correlations 

for the interfacial friction factor considering the liquid film as a type of wall roughness of single phase 

flow. Since then, a large amount of correlations of interfacial friction factor were proposed. To the 

author’s best knowledge, these correlations can be roughly divided into 4 types based on the 

derivation method. The first type of 𝐶𝑓𝑖 correlations are the Wallis-type correlations which are mostly 

arithmetic modifications of Wallis correlation. For example, Moeck raised the exponent of the 

dimensionless average film thickness and altered other coefficients [2]. Fukano and Furukawa 
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introduced the liquid kinetic viscosity to account for the effect of the change in the working fluids 

viscosity [3]. Fore et al. added gas Reynolds number to Wallis correlation to better predict 𝐶𝑓𝑖 over a 

wide range of gas Reynolds numbers and liquid film thicknesses [4]. Ju et al. derived 𝐶𝑓𝑖 correlation 

by introducing Weber numbers and viscosity number which are related to the dimensionless average 

film thickness into Wallis correlation [5]. The second type of 𝐶𝑓𝑖 correlations relate the interfacial 

friction factor to the sand-grain roughness of turbulent single-phase flow in rough pipes. Oliemans et 

al. [6] obtained the correlation for interface roughness employing gas Weber number and combined 

it with the phenomenological Colebrook equation [7], which expresses the Darcy friction factor as a 

function of Reynolds number and wall roughness, to predict 𝐶𝑓𝑖. Belt et al. found the relationship 

between the average film thickness and equivalent sand-grain roughness, which is obtained from the 

Churchill equation, which is a famous approximation of Colebrook equation, and derived the 

empirical correlation for 𝐶𝑓𝑖 [8]. The third type of 𝐶𝑓𝑖 correlations can be treated as the modification 

of Wallis equation by using a computed single-phase gas friction factor for a smooth walled tube, 𝐶𝑓𝑠, 

in replace of the constant 0.005 in Wallis equation, represented by Henstock [9], Asali [10], Hajiloo 

[11], and Aliyu [12,13]. Last but not least, the fourth type of 𝐶𝑓𝑖  correlations is based on the 

dimensional analysis on the experimental data as derived by Cioncolini et al. [14]. 

Although interfacial shear stress of annular flow has been investigated extensively [14–17], most 

experimental investigations available in the literature were conducted by using air and water under 

nearly atmospheric pressure, whereas the variety of fluid properties was limited. The present authors 

have already reported on the effect of density ratio and surface tension on the liquid film thickness 

and disturbance wave height [18], and velocity, pitch, and frequency of disturbance waves [19]. In 

this work, the effect of density ratio and surface tension on interfacial shear stress will be 

experimentally studied by using nitrogen gas, HFC134a gas, water, and 95% (v/v) aqueous ethanol 

solution as working fluids under the pressure from 0.2 MPa to 0.7 MPa in a 5.0 mm inner diameter 

tube. New models will be proposed for predicting interfacial shear stress and pressure drop for vertical 

upward annular flow. 

 

4.2 Experimental apparatus and procedures 

 

In this chapter, same experimental facility as described in Chapter 2 is employed. However, to 

measure the pressure drop, a Kyowa PD-A differential pressure transducer was installed to measure 

the differential pressure over 0.5 m from 0.105 m downstream the inlet of the test section as shown 
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in Fig 4.1. The uncertainty of the differential pressure measurement was estimated at 10%. As 

summarized in Table 1.2, the experimental conditions in this study were the same as those in Chapter 

2 & 3. The properties of the working liquid and gas are listed in Table 1.2. Gas density, liquid density, 

surface tension, gas viscosity, and liquid viscosity are denoted as 𝜌𝐺, 𝜌𝐿, 𝜎, 𝜇
𝐺
, and 𝜇𝐿, respectively 

and obtained in the same way as previous chapters. 

 

 

Fig. 4.1 Schematic of the test section. 

 

4.3 Results and discussion 

 

4.3.1 Pressure gradient and interfacial shear stress 

 

The measured average pressure gradient, 𝑑𝑃/𝑑𝑧, over 0.5 m is presented in Fig. 4.2. It is shown 

that the pressure gradient increases with the increase of superficial gas velocity, 𝑗𝐺, and the decrease 

in  density ratio. Moreover, the pressure gradient tends to decrease as the surface tension decreases 

when 𝑗𝐿 is 0.4 m/s and 0.8 m/s.  
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Fig. 4.2. Measured pressure gradient over 0.5 m. 

 

Conventionally, for the equilibrium annular flow, the interfacial shear stress can be expressed as 

[4,5,8,20,21] 

𝜏𝑖 = −
𝐷−2𝑡𝐹𝑎𝑣𝑒

4
[
𝑑𝑃

𝑑𝑧
(1 −

𝜌𝑐𝑗𝐺
2

𝑃
) + 𝜌𝑐𝑔] − 𝑅𝐷(𝑢𝐷 − 𝑢𝐸). (4.1) 

where 
𝑑𝑃

𝑑𝑧
 is the pressure gradient, 𝑡𝐹𝑎𝑣𝑒 the average film thickness,  𝜌𝑐 the core mixture density, 𝑃 

the system pressure, 𝑅𝐷 the deposition rate, 𝑢𝐷 the mean axial velocity of depositing drops and 𝑢𝐸  

the mean axial velocity if entraining drops. Here, 𝜌𝑐  can be expressed by using droplet volume 

fraction inside gas core, 𝛼𝑑, and entrainment rate (𝐸) from the model of Sawant [22]: 

𝜌𝑐 = (1 − 𝛼𝑑)𝜌𝐺 + 𝛼𝑑𝜌𝐿, (4.2) 

𝛼𝑑 =
𝐸𝑗𝐿

𝐸𝑗𝐿+𝑗𝐺
. (4.3) 

However, considering the maximum entrainment rate in current experiments is less than 0.05 as 

calculated by Eq. (2.14) and the difference between 𝜌𝑐 and 𝜌𝐺  is less than 10%, 𝜌𝑐 ≈ 𝜌𝐺  is adopted 

in this study. This assumption has also been adopted by Ju et al. [5] since it can avoid bringing extra 

errors. 𝑅𝐷 is estimated using the correlation from Ishii and Mishima [23] as suggested by Schubring 

et al [20]. 𝑢𝐸  and 𝑢𝐷 are roughly estimated by the disturbance wave velocity and actual gas velocity 

for simplicity, which is consistent with previous studies [8,20]. Considering gas flow rate in current 

experiments is relatively low and the entrainment and deposition rates are small, the contribution of 

the frictional pressure drop into the total pressure drop is expected to be the most significant over the 
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gravity force, axial momentum change, and momentum change due to droplet deposition and 

entrainment. Therefore, as suggested by previous studies [3,21], the interfacial shear can be roughly 

expressed as: 

𝜏𝑖 = −
𝐷−2𝑡𝐹𝑎𝑣𝑒

4

𝑑𝑃

𝑑𝑧
. (4.4) 

The interfacial shear calculated using Eqs. (4.1) and (4.4) are compared in Fig. 4.2 and the 

maximum deviation between them is 5.7%. For the simplicity, the 𝜏𝑖 in this study will be obtained by 

Eq. (4.4) in this work. 

 

 

Fig. 4.3. Comparison of the interfacial shear stress calculated by Eqs. (4.1) and (4.4). 

 

The 𝜏𝑖 calculated from Eq. (4.4) is plotted against 𝑗𝐺 as shown in the Fig. 4.5. It is shown that 

the tendency is quite similar with it for the 
𝑑𝑃

𝑑𝑧
. 𝜏𝑖 increases with the increase of 𝑗𝐺 and the decrease in 

density ratio. When 𝑗𝐿 is 0.4 m/s and 0.8 m/s, 𝜏𝑖 also decreases as the surface tension decreases. 
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Fig. 4.4. Interfacial shear stress calculated by Eq. (4.4). 

 

4.3.2 Interfacial friction factor 

 

Considering 𝑡𝐹𝑎𝑣𝑒 is negligible compared to the tube diameter and the difference between the 

gas core and the liquid film is usually small, the following relationship is chosen to calculate the 

interfacial friction factor in this study for the simplicity and avoiding introducing errors from the 

measurement: 

𝜏𝑖 =
𝐶𝑓𝑖𝜌𝐺𝑗𝐺

2

2
. (4.5) 

Since this typical form of 𝐶𝑓𝑖 is simple to calculate the interfacial shear stress, it has been widely 

adopted by previous studies [4,5,8,12,21]. Physically, the interfacial shear stress is described using 

the relative velocity between two phases, 𝑗
𝐺
− 𝑢𝐿. However, the uncertainty of 𝑡𝐹𝑎𝑣𝑒 can introduce 

large error in the 𝑢𝐿  that is expressed as 𝑢𝐿 =
𝐷𝑗𝐿

4𝑡𝐹𝑎𝑣𝑒
 . Besides, 𝑢𝐿  is about 16% the 𝑗

𝐺
  on average 

except experiments of HFC134a-water annular flow under high liquid flow rate and the potential 

error could be accounted for by the empirical coefficients in the 𝐶𝑓𝑖 correlation. Therefore, to simplify 

the computation of interfacial shear stress and proposing an easy-to-use correlation of 𝐶𝑓𝑖  for 

predicting interfacial shear stress, 𝑗
𝐺

 is used. Meanwhile, it is shown in a later discussion that, when 

the relationship between 𝐶𝑓𝑖  and 𝜏𝑖  is given by Eq. (4.5), it is available to predict 𝐶𝑓𝑖  with good 
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predictive performance. 

From Wang et al. [24] and Wang et al. [25], the interfacial friction factor in annular flow is 

closely related to the interfacial roughness, which is similar to the case in single-phase flow and the 

interfacial roughness is dependence on the disturbance wave height, 𝐻. Since interfacial facial friction 

factor is usually related to the Reynolds number, the normalized wave height and interfacial friction 

factor are plotted against gas Reynolds number for comparison in Fig. 4.6. The gas Reynolds number 

is expressed as: 

𝑅𝑒𝐺 =
𝜌𝐺𝑗𝐺𝐷

𝜇𝐺
. (4.6) 

 

 

Fig. 4.5. Comparison between 𝑅𝑒𝐺 and (a) 𝐻/𝐷, and (b) 𝐶𝑓𝑖. 
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Similar with the findings by Wang et al. [24], both interfacial friction factor and disturbance 

wave height decrease with the increase of 𝑅𝑒𝐺 under the same liquid flow rate, density ratio, and 

surface tension. It is also shown that the decrease in the interfacial friction factor is usually 

accompanied by the decrease in the normalized wave height under the same condition, indicating that 

the interfacial friction factor is closely related to the disturbance wave height. However, the physical 

explanation for this is still missing. 

From Belt et al. [8], a physical approach is proposed to predict the interfacial shear stress based 

on the theory of equivalent sand-grain roughness for single-phase turbulent low. It is found that the 

equivalent sand-grain roughness of annular flow is proportional to the wave height, instead of four 

times the mean film thickness as assumed by Wallis et al. [1]. However, the authors did not show the 

relationship between the sand-grain roughness and the wave height. Instead, a 𝐶𝑓𝑖  correlation is 

proposed based on the linear dependency between the interfacial friction factor and average film 

thickness rather than wave height. As described in [8,16], the normalized equivalent sand-grain 

roughness, 𝑘𝑆/𝐷, can be obtained from the Churchill equation expressed as [26]: 

1

√𝐶𝑓𝑖
= 8.1 𝑙𝑛 [

1

(
7

𝑅𝑒𝐺
)0.9+0.27

𝑘𝑆
𝐷

]. (4.7) 

The comparison between 𝑘𝑆/𝐷  and 𝐻/𝐷  and 𝑡𝐹𝑎𝑣𝑒/𝐷  is presented in Fig. 4.6. It is readily 

apparent that, for most of the data, the single unifying relationship between 𝑘𝑆/𝐷 and 𝐻/𝐷 exists 

even the experimental condition and flow rate is different. However, when plotted against the 

𝑡𝐹𝑎𝑣𝑒/𝐷 , the deviation becomes larger. This indicates that the interface roughness tends to be related 

to the 𝐻/𝐷   and its estimation by using 𝑡𝐹𝑎𝑣𝑒/𝐷  could lead to larger error. Based on current 

experimental data, this relationship between is 𝑘𝑆/𝐷 and 𝐻/𝐷 is concluded as the Eq. (4.8) and is 

indicated by the solid line with the error range of 25% as shown in Fig. 4.6. 

𝑘𝑆

𝐷
= 20(

𝐻

𝐷
)1.05. (4.8) 

As shown in Fig. 4.7, the single unifying relationship also exists between the 𝐶𝑓𝑖 and 𝐻/𝐷 rather 

than 𝑡𝐹𝑎𝑣𝑒/𝐷 . This indicates that, even for the annular flow, the equivalent sand-grain roughness 

which is characterized by the disturbance wave height, is still the key factor for the interfacial friction 

factor as it in the single-phase turbulent flow, which is described by the famous Moody chart [27]. 

This could also be extended to explain that the pressure drop and interfacial stress become relatively 

small when surface tension is reduced. When under the same flow rate and density ratio, smaller 

surface tension will result in the wave crest to be easier for shearing by the gas core. Then, the 

interface roughness, characterized by the wave height will be reduced causing the decrease in the 
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interfacial friction factor. Considering the wave heigh is a function of liquid and gas Weber number 

in Eq. (2.27) [18], the  
1

√𝐶𝑓𝑖
 in the Eq. (4.6) should also be a function of gas Reynolds number together 

with liquid and gas Weber number. Thus, the term 
1

(
7

𝑅𝑒𝐺
)0.9+0.27

𝑘𝑆
𝐷

 in Eq. (4.7) is reduced to a function 

of a dimensionless number group consisting of the gas Reynolds number, liquid Weber number, and 

gas Weber number, considering that 𝑘𝑆/𝐷 is related to 𝐻/𝐷. Here, the liquid and gas Weber number 

are expressed by: 

𝑊𝑒𝐿 =
𝜌𝐿𝑗𝐿

2𝐷

𝜎
, (4.9) 

𝑊𝑒𝐺 =
𝜌𝐺𝑗𝐺

2𝐷

𝜎
. (4.10) 

Eq. (4.7) can then be simplified as the following form coefficients 𝐴–𝐹: 

1

√𝐶𝑓𝑖
= 𝐴 𝑙𝑛[𝐵 + 𝐶𝑅𝑒𝐺

𝐷𝑊𝑒𝐿
𝐸𝑊𝑒𝐺

𝐹]. (4.11) 

After employing current experimental data and previous databases by Fukano and Furukawa [3],  

Sawant et al. [28] and Wang et al. [21] (summarized in Table 4.2) for including the effect of tube 

diameter, a new model is derived based on the Eq. (4.11) as: 

1

√𝐶𝑓𝑖
= 8.1 𝑙𝑛[1.1 + 0.08𝑅𝑒𝐺

0.11𝑊𝑒𝐿
−0.24𝑊𝑒𝐺

0.52]. (4.12) 

 

 

Fig. 4.6. Comparison between 𝑘𝑆/𝐷 and (a) 𝐻/𝐷; (b) 𝑡𝐹𝑎𝑣𝑒/𝐷 
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Fig. 4.7. Comparison between 𝐶𝑓𝑖 and (a) 𝐻/𝐷; (b) 𝑡𝐹𝑎𝑣𝑒/𝐷. 

 

The newly proposed model in this work, which is expressed by Eq. (4.12), is evaluated by using 

the current and previous databases together with several existing correlations on 𝐶𝑓𝑖 as summarized 

in Table 4.3. The comparison between the measured and predicted 𝐶𝑓𝑖 is presented in Fig. 4.9. It is 

shown that the correlation from present work and Ju et al. [5] can provide the best prediction 

performance with an error of ca. 25%. However, some data under low liquid flow rate from present 

work are underestimated by the correlation of Ju et al. 

 

Table 4.1 Summary of the experimental conditions of the employed databases. 

Reference Inner 

diameter 

(mm) 

Superficial 

liquid 

velocity 

range 

(m/s) 

Corresponding 

data range 

Density ratio 

range 

Surface tension 

range 

(N/m) 

Current experiments 5.0 0.1, 0.4, and 

0.8 

Nitrogen-Water 

(0.2 and 0.4 

MPa), nitrogen-

95% aqueous 

ethanol solution 

(0.2 MPa), and 

HFC134a-water 

(0.7 MPa) 

32–434 30.7–

67.4 
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Table 4.1 (continued) 

Sawant et al. [28] 9.4 0.05, 0.1, 0.15, 

0.3, and 0.54 

Air-Water 

0.12, 0.4, and 

0.58 MPa 

147–

712 

72.3 

Wang et al. [21] 25.4 0.06, 0.15, 0.3, 

and 0.5 

Air-water near 

atmospheric 

pressure 

874 73.0 

Fukano and Furukawa [3] 26 0.04, 0.06, and 

0.1 

Air-Water and 45 

wt% Glycerol 

solution 

0.1.3-0.117 MPa 

786-876 72.0 and 

65.0 

Würtz [29] 10 and 20 0.06 – 2.49 Steam-Water 

7 MPa 

20 17.7 

 

Table 4.2 Previous models of interfacial friction factor. 

Reference Correlation 

Moeck [2] 𝐶𝑓𝑖 = 0.005(1 + 1090
𝑡𝐹𝑎𝑣𝑒
𝐷

1.42

) 

Fore et al. [4] 𝐶𝑓𝑖 = 0.005 [1 + 300 (1 +
17500

𝑅𝑒𝐺
)
𝑡𝐹𝑎𝑣𝑒

𝐷
− 0.0015]. 

 

Table 4.2 (continued) 

Ju et al. [5] 𝐶𝑓𝑖 = 0.0028 + 4.28𝑊𝑒𝐿
0.28𝑊𝑒𝐺

′′−0.53𝑁𝜇𝐿
0.25,  

Belt et al. [8] 𝐶𝑓𝑖 = 2(1.158
𝑡𝐹𝑎𝑣𝑒

𝐷
+ 0.0003413). 

Henstock and 

Hanratty [9] 

𝐶𝑓𝑖 = 𝐶𝑓𝑠(1 + 1400𝐹), 𝐶𝑓𝑠 =
0.046

𝑅𝑒𝐺
0.2. 𝐹 =

1

√2𝑅𝑒𝐺
0.4

𝑅𝑒𝐿
0.5

𝑅𝑒𝐺
0.5

𝜇𝐿

𝜇𝐺

𝜌𝐺
0.5

𝜌𝐿
0.5, for 𝑅𝑒𝐿 <

1000, 𝑅𝑒𝐺 > 1000; 𝐹 =
0.0379𝑅𝑒𝐿

0.9

𝑅𝑒𝐺
0.9

𝜇𝐿

𝜇𝐺

𝜌𝐺
0.5

𝜌𝐿
0.5, for 𝑅𝑒𝐿 > 1000, 𝑅𝑒𝐺 > 1000. 
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Fig. 4.8 Comparison of measured and predicted interfacial friction factor by correlations of 

(a) present work; (b) Moeck [2]; (c) Fore et al. [4]; (d) Ju et al. [5]; (e) Belt et al. [8]; (f) Henstock 

and Hanratty [9]. 
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4.3.3 Pressure drop prediction 

 

Substituting Eqs. (2.23), Eq. (4.5), and (4.12) into Eq. (4.4), the pressure gradient 𝑑𝑃/𝑑𝑧 can be 

roughly predicted by the following equation when considering the frictional pressure drop is the 

dominant component of the total pressure drop: 

𝑑𝑝

𝑑𝑧
= −

2𝜌𝐺𝑗𝐺
2

𝐷(1−0.56𝑅𝑒𝐿
−0.14𝑊𝑒𝐿

0.25𝑊𝑒𝐺
−0.36)(8.1 𝑙𝑛[1.1+0.08𝑅𝑒𝐺

0.11𝑊𝑒𝐿
−0.24𝑊𝑒𝐺

0.52])2
. (4.13) 

Conventionally, the frictional pressure drop of gas-liquid annular flow, is predicted by 

homogeneous and separated flow models. In the homogeneous flow model, the liquid and gas phases 

are assumed as a mixed single-phase flow with the same velocity. The density of the two-phase 

homogeneous flow is expressed as: 

𝜌𝑇𝑃 =
1

(
𝑥

𝜌𝐺
+
1−𝑥

𝜌𝐿
)
, (4.14) 

where 𝑥 denotes the vapor quality. Then, the frictional pressure gradient of two-phase homogeneous 

flow model is given as: 

−(
𝑑𝑃

𝑑𝑧
)𝑇𝑃 =

2𝐶𝑓𝑇𝑃𝐺
2

𝐷𝜌𝑇𝑃
. (4.15) 

Here, 𝐺 is the mass flux and 𝐶𝑓𝑇𝑃 is the friction factor of the two-phase homogeneous flow which is 

expressed as: 

𝐶𝑓𝑇𝑃 = {

16/𝑅𝑒𝑇𝑃,                     𝑅𝑒𝑇𝑃 < 2000

0.079𝑅𝑒𝑇𝑃
−0.25,       2000 ≤ 𝑅𝑒𝑇𝑃 < 20000

0.046𝑅𝑒𝑇𝑃
−0.2,       𝑅𝑒𝑇𝑃 ≥ 20000

. (4.16) 

𝑅𝑒𝑇𝑃 =
𝐺𝐷

𝜇𝑇𝑃
. (4.17) 

To calculate the friction factor, the two-phase homogeneous viscosity, 𝜇𝑇𝑃 , should be given 

appropriately to get the two-phase Reynolds number (𝑅𝑒𝑇𝑃). In this work, two typical correlations 

for 𝜇𝑇𝑃 [30,31] as summarized in the Table 4.4 are employed for comparison.  

For the separated flow model, Lockhart-Martinelli method [32] is usually employed to predict 

the two-phase pressure drop. In this method, the two-phase pressure gradient can be obtained by 

single-phase flow pressure gradient of liquid phase (
𝑑𝑃

𝑑𝑧
)𝐿 and two-phase frictional multiplier of liquid 

phase 𝜙𝐿 as 

(
𝑑𝑃

𝑑𝑧
)𝑇𝑃 = 𝜙𝐿

2(
𝑑𝑃

𝑑𝑧
)𝐿. (4.18) 

The correlation by Chisholm [33] is employed to calculate the two-phase frictional multiplier as 
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𝜙𝐿
2 = 1 +

𝐶

𝑋
+

1

𝑋2
. (4.19) 

where 𝐶 is the Chisholm parameter to characterize the interaction effect between phases and 𝑋 is the 

Lockhart-Martinelli multiplier defined as 

𝑋2 = (
𝑑𝑃

𝑑𝑧
)𝐿/(

𝑑𝑃

𝑑𝑧
)𝐺 . (4.20) 

−(
𝑑𝑃

𝑑𝑧
)𝐿(𝐺) =

2𝐶𝑓𝐿(𝐺)𝜌𝐿(𝐺)𝑗𝐿(𝐺)
2

𝐷
. 

(4.21) 

Here, the single-phase friction factor of liquid and gas phase is obtained by Eq. (4.17) with the single-

phase Reynolds number defined by Eq. (4.6). Correlations of 𝐶 proposed by previous works by Sun 

and Mishima [34] and Kim and Mudawar [35] are employed in this work as summarized in Table 4.4. 

 

Table 4.3 Previous correlations for predicting two-phase pressure drop. 

Reference Correlation 

Homogeneous-

Cicchitti et al. [30] 
𝜇𝑇𝑃 = 𝑥𝜇𝐺 + (1 − 𝑥)𝜇𝐿. 

Homogeneous-Awad 

and Muzychka. [31] 
𝜇𝑇𝑃 = 𝜇𝐺

2𝜇𝐺+𝜇𝐿−2(𝜇𝐺−𝜇𝐿)(1−𝑥)

2𝜇𝐺+𝜇𝐿+(𝜇𝐺−𝜇𝐿)(1−𝑥)
. 

 

 

Table 4.3 (continued) 

Sun and Mishima 

[34] 

𝐶 = 26 (1 +
𝑅𝑒𝐿

1000
) [1 − 𝑒(

−0.153

0.27×𝐿𝑎+0.8
)] for 𝑅𝑒𝐿 𝑎𝑛𝑑 𝑅𝑒𝐺 < 2000; 

 𝜙𝐿
2 = 1 +

𝐶

𝑋1.19
+

1

𝑋2
, 𝐶 = 1.79 (

𝑅𝑒𝐺

𝑅𝑒𝐿
)
0.4

(
1−𝑥

𝑥
)0.5 for 𝑅𝑒𝐿 ≥ 2000 𝑜𝑟 𝑅𝑒𝐺 ≥

2000, where 𝐿𝑎 =
(

𝜎

𝑔(𝜌𝐿−𝜌𝐺)
)0.5

𝐷
. 

Kim and Mudawar 

[35] 
𝐶 =

{
 
 

 
 3.5 × 10

−5𝑅𝑒𝐿
0.44𝑆𝑢𝐺

0.5(𝜌𝐿/𝜌𝐺)
0.48, 𝑅𝑒𝐿 < 2000 ,  𝑅𝑒𝐺 < 2000

0.0015𝑅𝑒𝐿
0.59𝑆𝑢𝐺

0.19(𝜌𝐿/𝜌𝐺)
0.36, 𝑅𝑒𝐿 < 2000 ,  𝑅𝑒𝐺 ≥ 2000

8.7 × 10−4𝑅𝑒𝐿
0.17𝑆𝑢𝐺

0.5(𝜌𝐿/𝜌𝐺)
0.14, 𝑅𝑒𝐿 ≥ 2000 ,  𝑅𝑒𝐺 < 2000

0.39𝑅𝑒𝐿
0.03𝑆𝑢𝐺

0.1(𝜌𝐿/𝜌𝐺)
0.35, 𝑅𝑒𝐿 ≥ 2000 ,  𝑅𝑒𝐺 ≥ 2000

. 

 

 In Fig. 4.9, I compare the pressure gradient prediction results by present model and previous 

models [30,31,34,35] employing databases of Wang et al.[21] and Würtz [29]. The adiabatic 

experiments conducted by Würtz are steam-water annular flow under 7 MPa and 286 °C which is 

similar with the experimental condition in BWRs. It is readily apparent that this model can provide 
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the best prediction with the error around 25% for most experimental data. The other correlations 

might provide good predictions for the Air-water annular flow, but the deviation becomes large when 

it comes to the steam-water annular flow under high pressure and temperature. 

 

 

  

  

Fig. 4.9 Comparison of measured and predicted pressure gradient by correlations of (a) 

present work; (b) Cicchitti [30]; (c) Awad and Muzychka [31]; (d) Sun and Mishima [34]; (e) Kim 

and Mudwar [35]. 
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Fig. 4.9 (Continued) 

 

4.4 Conclusion 

 

Based on the upward annular flow experimental of Nitrogen-Water, HFC134a-Water, and 

Nitrogen-95% Ethanol systems, theoretical analysis on the interfacial shear stress is performed. 

Models are developed for predicting interfacial shear stress and pressure drop for the upward annular 

flow. The main conclusions are as follows: 

(1) Based on present experimental results, it is found that the interfacial shear stress increases with 

the decrease in density ratio and decreases with the decrease in the surface tension which could 

be attributed to the reduced interface roughness which is characterized as disturbance wave 

height.  

(2) It is confirmed by current experimental data that the equivalent sand-grain roughness, as 

employed in the Moody chart, is directly related with the wave height for the annular flow. A 

correlation is proposed in the form of Churchill equation for predicting interfacial friction factor 

and shows relatively good predictive performance. The proposed correlation is 

1

√𝐶𝑓𝑖
= 8.1 𝑙𝑛[1.1 + 0.08𝑅𝑒𝐺

0.11𝑊𝑒𝐿
−0.24𝑊𝑒𝐺

0.52]. (4.21) 

(3) A model is proposed to predict the pressure drop for upward annular flow. It is compared with 

some typical models and valuated by previous databases including steam-water annular flow 

under similar condition with BWR showing good prediction accuracy. The proposed correlation 

is 
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𝑑𝑝

𝑑𝑧
= −

2𝜌𝐺𝑗𝐺
2

𝐷(1−0.56𝑅𝑒𝐿
−0.14𝑊𝑒𝐿

0.25𝑊𝑒𝐺
−0.36)(8.1 𝑙𝑛[1.1+0.08𝑅𝑒𝐺

0.11𝑊𝑒𝐿
−0.24𝑊𝑒𝐺

0.52])2
. (4.22) 
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CHAPTER 5 

Summary and prospect 

 

The final chapter summarizes the research findings of all the above chapters and provides a 

prospect for future research. In the summary section, the effect of surface tension and liquid-gas 

density ratio and its analysis on the is introduced one by one. In the prospect section, a proposal, that 

simulating the steam-water annular flow in boiling water reactors, is proposed to reduce the 

investment cost of the experiments relating to the boiling water reactor operating. 

 

5.1 Summary 

 

The gas-liquid two-phase annular flow, such as the flow on the fuel rods of boiling water reactors, 

is a prevalent occurrence in industrial processes such as nuclear reactors, steam boilers, refrigeration 

system and many other gas-liquid involved applications in chemical industry. The annular flow is 

characterized by the presence of a liquid film attaching to the tube wall and high velocity gas phase 

flowing through the center of the tube. The liquid film interface is covered by disturbance waves and 

interval of these waves is very important because the dry patch always occurs at the base film between 

the two successive disturbance waves and the interfacial shear stress between gas and liquid phase is 

strongly linked to the gas-liquid interface structure. Therefore, knowledge of the liquid film and 

disturbance waves is of great importance for mass transport of liquid film, radial velocity distribution 

of liquid film, friction pressure drop, momentum transfer of two phases and heat- transfer 

characteristic of liquid film.  

Although properties of the film thickness have been studied by numerous researchers, most of 

the experimental investigations available in the literature are limited to the near atmospheric condition 

while the density ratio and surface tension have limited variation. As a result, the effect of density ratio 

and surface tension on the annular flow characteristics could be not fully understood. In this work, I use 

the nitrogen gas and water under the system pressure of 0.2MPa and 0.4MPa, and in addition to those, 

HFC134a gas and water under the system pressure of 0.7MPa. Therefore, the density ratio can be 

changed from 32 to 434. By using 95% ethanol aqueous solution, the surface tension varies from 30.7 

to 67.4 mN/m. Based on current experimental data, the effect of density ratio and surface tension on 

the liquid film thickness including base, average and maximum film thickness, and disturbance wave 

height is studied first. Then, the behavior of disturbance waves are investigated in details including 
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the velocity, wave length, intermittency, and frequency of the waves. Finally, I measured the pressure 

drop in the test section during two-phase flow experiments. The interfacial shear stress at the gas-

liquid interface is obtained and studied. Multiple models for predicting the characteristics mentioned 

above are proposed, evaluated with previous databases and compared with previous models. The main 

achievements of the thesis are listed as follows. 

1. It is found that the base film thickness, average film thickness, maximum film thickness, and 

wave height collapse onto a single curve when plotted with the gas Weber number under the 

same liquid flow rate condition. This could be interpreted by the fact that the gas Weber 

number includes the effect of drag force of the gas phase and the surface tension force, which 

codetermine the shape of the interface. Through employing current experimental data, a 

theoretical model is derived based on the Von Karman’s universal velocity profile and 

Anderson’s model with considering the droplet entrainment to predict the average film 

thickness. In addition, through the analytical investigation and multiple regression, another 

easy-to-use model expressed in terms of dimensionless numbers is proposed for the average 

film thickness prediction. Both models are evaluated by previous databases. Finally, it is 

found that, when plotted with gas Weber number, the average, base, and maximum film 

thicknesses are the same under the same gas Weber number and liquid flow rate regardless 

of density ratio and surface tension. Further data analysis of the disturbance wave height 

reveals that when wave height is plotted against a group of dimensionless numbers, 

𝑊𝑒𝐿
−0.15𝑊𝑒𝐺

0.45, the wave height tends to collapse onto a single curve even the experimental 

condition differs. Then, to estimate the disturbance wave height, I propose another simple 

theoretical model based on Ishii’s study, which can explain the dependence of wave height 

on gas Weber number. Three previous databases are employed to evaluate the proposed model, 

and the model can predict the wave height satisfactorily within the error range.  

2. In general, the wave velocity increases with the increase of superficial liquid velocity and 

superficial gas velocity and decreases as the surface tension decreases. However, when both 

superficial liquid velocity and superficial liquid velocity are low, the effect of surface tension 

is not obvious in the current experiments. Based on the universal velocity profile, the wave 

velocity can be expressed using the single and double profiles as introduced by Anderson 

under different experimental conditions analogy to the Couette flow for single-phase 

turbulent flow. Two wave velocity models based on the simple shear stress models on liquid 

film and gas-liquid interface are developed. After being evaluated by multiple previous 

databases and compared with previous models, the model proposed by this work show 
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satisfactory prediction performance e with an error of about 20%. The wave pitch is found to 

decrease with the decrease of density ratio and weakly increase with decreasing surface 

tension. It is also shown that a unique relationship exists between wave pitch and wave height 

under the same flow condition. The disturbance wave wavelength is found to decrease with 

the increase of the density ratio. Under a low liquid flow rate, the wavelength also decreases 

as the surface tension increases while the effect of surface tension is indistinctive under a 

high liquid flow rate. The wave intermittency increases with the increase of density ratio, 

albeit the effect of surface tension is not obvious in current experiments. It is also found that 

the wave frequency increases with the increase of superficial gas velocity and superficial 

liquid velocity while it also increases with the decrease of density ratio and only slightly 

decreases with the decreasing surface tension. Generally, when wave velocity increases, the 

wavelength decreases, and the wave frequency increases. From the physical perspective, the 

wave frequency can be described based on the mass conservation between disturbance wave, 

base liquid film, and entrained droplets. Moreover, a new correlation is developed for the 

prediction of disturbance wave frequency in the form of gas Strouhal number. The new 

correlation can predict most of the data with an error of about 25%. 

3. When it comes to the pressure drop and interfacial shear stress, it is found that the interfacial 

shear stress increases with the decrease in density ratio and decreases with the decrease in the 

surface tension which could be attributed to the reduced interface roughness as is 

characterized as disturbance wave height. It is confirmed by current experimental data that 

the equivalent sand-grain roughness, as employed in the Moody chart, is directly related with 

the wave height for the annular flow. A correlation is proposed in the form of Churchill 

equation for predicting interfacial friction factor and shows relatively good predictive 

performance. Then, a model is proposed to predict the pressure drop for upward annular flow. 

It is compared with some typical models and valuated by previous databases including steam-

water annular flow under similar condition with BWR showing good prediction accuracy. 

 

5.2 Prospect 

 

The above results give the detailed information and explanations on the annular flow 

characteristics. However, the investigation on the effect of viscosity on these characteristics is still in 

demand and proposed correlations needs to be verified by the experiments under boiling water reactor 

condition. Therefore, the following recommendations for further works are suggested to advance 
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further on the achievement of this thesis: 

1. This study has shown that the Anderson model [1] can predict the average liquid film 

thickness through the universal velocity profile [2] under the low liquid flow rate accurately. 

However, under the high liquid flow rate, the deviation of the prediction becomes larger. 

This could be attributed to the velocity profile becomes deviated when liquid flow rate 

increases. Attempts have been made to modify the velocity distribution  in my experiments 

based on previous studies [3–6], however failed. Therefore, it is recommended to detect the 

actual velocity distribution using optical visualization such as particle imaging velocimetry 

(PIV) [3] and laser-induced fluorescence (LIF) [6]. Besides, based on my calculation, it is 

found that the velocity at the maximum film thickness is related to the universal velocity 

profile similar with Couette flow and divided into two profiles: single profile and double 

profile based on experimental condition. However, the criteria are still not clear. Therefore, 

more experiments are needed to find these criteria. 

2. Expansion of experimental condition to cover and extend present experiments is strongly 

recommended. For example, the liquid viscosity can be altered by using glycerol solution 

and raising working liquid temperature. Steam-water annular flow under 7MPa is also 

recommended to perform for evaluating proposed correlations. 

3. It is shown that the ratio of wave height and wave pitch is related to a dimensionless number 

group, 
𝜌𝐺

𝜌𝐿

𝑅𝑒𝐿

𝑊𝑒𝐺
. However, I believe there could be some physics beneath this phenomenon. 

The explanation of this relationship would be worthy of seeking. Besides, the intermittency 

also shows relating to the average film thickness and the explanation of this is also in need. 

The proposed correlation of intermittency also needed to be verified by databases, however, 

there are not many experimental data on intermittency and the measure methods are not the 

same. 

4. It is observed by high-speed camera in my experiments that bubbles exist in the liquid film 

during experiments though its volume fraction is negligible. It is also found that the volume 

fraction of bubbles in liquid film would increases as liquid and gas flow rate increase. It is 

also found that volume fraction of bubbles is related to the volume fraction of ethanol when 

it comes to the ethanol aqueous solution. It is recommended to investigate the mechanism 

behind this. 
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Appendix A. Circuit design of film thickness measurement sensor 

Fig. A1 show the circuit diagram of each sensor. The liquid film in the annular flow is very thin 

and ranges from tens to hundreds of micrometers as measured in my experiments. Therefore, the 

electrical resistance of the liquid film between two electrodes of each sensor 𝑅1 could be very high 

reaching the same order of the magnitude as that of the internal resistance of the oscilloscope, denoted 

as 𝑅4. To avoid excessively low output voltage, protect the oscilloscope, and minimize errors, the 

circuit as depicted in Fig. A1 is proposed. The resistance 𝑅2 and 𝑅3 are decided by the preliminary 

calculations based on the follow equations: 

𝐼 = 𝑖1 + 𝑖2, (A.1) 

𝑖2 = 𝑖3 + 𝑖4, (A.2) 

𝑖2𝑅2 + 𝑖3𝑅3 − 𝑖1𝑅1 = 0, (A.3) 

𝑖4𝑅4 − 𝑖3𝑅3 = 0. (A.4) 

Here, 𝑖1, 𝑖2, 𝑖3, and 𝑖4 are the current on 𝑅1, 𝑅2, 𝑅3, and 𝑅4 and 𝐼 is the current of the main circuit.   

 

 

Fig. A1. Circuit diagram of each sensor. 
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To find the most appropriate electrical conductivity 𝜌, 𝑅2 and 𝑅3, assumed values are given to liquid 

film thickness and calibration rod diameter. Then, the measured film thickness can be obtained by 

Eqs. (2.3), (A.1), (A.2), (A.3), and (A.4) whereas 𝑅1 is calculated by Eq. (2.2). When the deviation 

between the assumed and measured film thickness becomes the smallest, 𝜌, 𝑅2 and 𝑅3 are decided. 

 

Appendix B. Preparation of working fluids 

In order to measure the voltage difference in the liquid film between two electrodes of each 

sensor and ensure that the voltage required by the circuit does not exceed the maximum voltage that 

the power supply can provide, it is necessary to add salt (e.g., sodium chloride) into the liquid to 

increase the electrical conductivity. 

It is worth noting that, when making the 95% ethanol aqueous solution, the salt is added into the 

water firstly. Then the salt water is mixed with 99.5% ethanol. Considering the electrical conductivity 

of the liquid is very sensitive to the temperature, it is checked before each experiment. In this work, 

the electrical conductivity is set as 1000 μS/cm. The added salt is apparently 0.03-wt% for salt water 

and 0.8-wt% for 95% ethanol aqueous solution at the temperature of 20 ℃. 

 

Appendix C. Dynamic performance of the film thickness measurement sensors 

As described in the section 2.2.4, the static calibration using the PTFE rod shows that the film 

thickness measurement sensors have a good static performance with an error around 5%. Considering 

the gas-liquid interface is rather wavy and local liquid film thickness may vary abruptly in the actual 

annular flow, the electric current density in the liquid film could be altered and not uniform. To check 

the dynamic performance of the film thickness measurement sensors, a rod with valleys and troughs 

is made by 3D printing as shown in Fig. C1. 
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Fig. C1. Schematic illustration of printed calibration rod with dimensional information. 

 

In the dynamic calibration, the printed rod is carried upward with water. The liquid film thickness 

when printed rod passing through the sensors is shown in Fig. C2. One example of the measured film 

thickness by S1 and S2 is plotted against the displacement of the printed rod as indicated by the red 

and black solid lines whereas the blue line indicates the actual size of the printed rod. It is readily 

apparent that the film thickness can be measured accurately. However, it is found that the maximum 

film thickness could be overestimated by 10% sometimes when repeating calibration. The accuracy 

of the wave pitch measurement is about 10% on average based on the calibration using the 3D-printed 

rod. 

 

 

Fig. C2. Schematic illustration of printed calibration rod with dimensional information. 
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