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A B S T R A C T   

This study investigates the usability of various “dwell times” for selecting visual objects with eye-gaze-based 
input by means of eye tracking. Two experiments are described in which participants used eye-gaze-based 
input to select visual objects consisting of alphanumeric characters, dots, or visual icons. First, a preliminary 
experiment was designed to identify the range of dwell time durations suitable for eye-gaze-based object se
lection. Twelve participants were asked to evaluate, on a 7-point rating scale, how easily they could perform an 
object-selection task with a dwell time of 250, 500, 1000, or 2000 ms per object. The evaluations showed that a 
dwell time of 250 ms to around 1000 ms was rated as potentially useful for object selection with eye-gaze-based 
input. In the following main experiment, therefore, 30 participants used eye tracking to select object sequences 
from a display with a dwell time of 200, 400, 800, 1000 or 1200 ms per object. Object selection time, object 
selection success rate, the number of object selection corrections, and dwell time evaluations were obtained. The 
results showed that the total time necessary to select visual objects (object selection time) increased when dwell 
time increased, but longer dwell times resulted in a higher object-selection success rate and fewer object selection 
corrections. Furthermore, regardless of object type, eye-gaze-based object selection with dwell times of 200–800 
ms was significantly slower for participants with glasses than for those without glasses. Most importantly, 
participant evaluations showed that a dwell time of 600 ms per object was easiest to use for eye-gaze-based 
selection of all three types of visual objects.   

1. Introduction 

Eye-tracking devices enable the user to select an object on a display, 
such as a letter, a menu item or a password object, by focusing his/her 
eye gaze on the object. Eye-gaze-based object selection is regarded as an 
easy and natural means of human-machine interaction [1], which only 
needs slight practice [2]. Furthermore, assuming the target object on the 
display is not too small, eye-gaze-based object selection is also consid
ered as faster than other display-pointing devices, such as a mouse or a 
stylus [3,4]. Object selection with eye tracking typically requires a 
certain amount of “dwell time”: to select an object, or to trigger an action 
by gazing at a button, the user needs to dwell his/her gaze on the object 
or button for a certain amount of time. Ware and Mikaelian [3] 
demonstrated that objects can be easily selected by using dwell time 
only, without the use of extra buttons or other actions. Using dwell time, 
however, requires some practice by the user. On a display with multiple 

objects, the user must first reliably identify the target object before an 
action can be performed on it [5]. Accordingly, when eye gaze is used to 
identify a target object, the user may unintentionally and inattentively 
dwell his/her gaze on the wrong object. As a result, this object may even 
become selected as the target object – a problem that is known as the 
Midas-Touch problem [6,7,8]. In order to counteract the Midas-Touch 
problem, developers of eye-gaze-based object selection interfaces typi
cally use a fixed duration of dwell time. 

Past research shows that a rather wide range of dwell time durations 
has been employed. In various eye-typing systems, which employ eye 
tracking to select characters on an on-screen keyboard, dwell time 
ranged in between 100 and 1000 milliseconds (ms). For example, a 
dwell time of 800 ms was used in the “Multi-Tap” and “Symbol-Creator” 
systems [9]. In the “GazeTalk” system, dwell time was set at 500 ms to 
type Japanese sentences [10], while dwell times of 400 and 900 ms were 
used for highlighting and selecting a letter, respectively, to create 
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English words [11]. Similar studies have utilized a dwell time of 600 or 
750 ms for sentence typing [12,13]. Finally, in a study in which dwell 
time could be automatically adjusted to fit the user’s needs, dwell time 
initially ranged from 300 to 1100 ms [14]. Only a few studies have 
investigated the use of dwell time for other purposes than eye typing. In 
one study, users were asked to maintain their eye gaze for 1000 ms to 
select individual password objects on a screen-lock interface [15]. In 
other studies, object dwell times of 450, 500, or 800 ms, respectively, 
have been employed for selecting a sequence of characters and faces as a 
password [16,17,18]. So far, different dwell times thus have been used 
for eye-gaze-based selection of different types of objects. Furthermore, 
in all the above studies, dwell time was arbitrarily fixed at one value, 
without regard of user preferences. 

Our aim in the present study is to obtain comparative data of user 
preferences and capabilities in performing eye-gaze-based object selec
tion with different dwell times. In spite of the wide-spread use of eye- 
gaze-based object selection for various purposes, to our knowledge, 
such a study has not been performed yet. First, in a preliminary exper
iment, participants used a rating scale to indicate their impression of 
eye-gaze-based object selection under dwell times of 250, 500, 1000, 
and 2000 ms. This wide range was used to limit the dwell times in the 
following experiment, in which participants used eye tracking to enter a 
sequence of 4 objects under 6 different dwell times. The total time 
necessary to select the correct sequence of objects, object-selection 
success rate, the number of object selection corrections, and dwell 
time evaluations were recorded. In both experiments, three types of 
visual objects were used. The first type consisted of alphanumeric 
characters, similar to those used in the eye-typing task in most previous 
research with a dwell time (e.g., Majaranta et al. [11], Bee & André [12], 
Kurauchi et al. [13]). The second type of visual objects used in this study 
were patterns of dots, and the third type were visual icons. These types 
of visual objects are commonly used in recognition-based password 
systems [19], for example to manually unlock smartphones. 

2. Preliminary experiment 

The purpose of the experiment was to identify the range of dwell 
time durations suitable for object selection with eye-gaze-based input. 
Twelve participants were asked to evaluate, on a 7-point rating scale, 
how easily they could perform an object-selection task with a dwell time 
of 250, 500, 1000, and 2000 ms per object. The object-selection task was 
performed on four grid formations, consisting of 3 × 4, 4 × 3, 4 × 5, and 
5 × 4 cells (columns-by-rows, see Fig. 1 below). The dwell time evalu
ations were obtained for each object type. 

2.1. Method 

2.1.1. Participants 
The participants were 12 students of Kyushu University, Japan, who 

had normal or corrected-to-normal vision. The age of the participants 
was in between 21 and 45 years (M = 28.08 years, SD = ± 7.38 years). 
The average height of the participants was 166.25 cm (SD =± 6.68 cm). 
The participants were asked to provide written informed consent as to 

their participation, after they had received an explanation and in
structions about the experiment. The participants were paid for their 
participation. The research was conducted with prior approval of the 
Ethics Committee of Kyushu University. 

2.1.2. Apparatus 
Two monitors (20-in, refresh rate 60 Hz) with a resolution of 1600 ×

1200 pixels were utilized in this experiment. The first monitor was a 
Hewlett-Packard LP2065, which was used to present the experiment 
interface. A Tobii Eye Tracker 4C© device was placed on the lower edge 
of the monitor, at a height of 133 cm from the ground. The monitor and 
the eye-tracking device were tilted upwards to two viewing angles of 
105◦ and 120◦. These angles were suitable for participants in between 
151 and 190 cm in height to register their eye gaze on a very similar eye- 
tracking system [20]. The second monitor (Lenovo ThinkVision) was 
used by the experimenter as an interface to control the order of dwell 
time, grid, and the sequence of 4 or 6 objects that needed to be selected. 
Both monitors were mounted on a monitor stand, opposite from each 
other. All experiment interfaces were programmed in Visual Studio C# 
(2015). Experimental results were saved in a MySQL database. The 
experiment was performed under room lighting at an illuminance of 
124.14 ± 8.23 lux, measured using a TOPCON Illuminance Spectro 
Meter IM-1000 at the participant’s viewing position. Visual object 
luminance (see below) was measured using a TOPCON Luminance Meter 
BM-9. 

2.1.3. Stimuli 
A sequence of 4 or 6 visual objects needed to be selected with eye- 

gaze-based input, from four different grid formations. These grids con
sisted of 3 × 4, 4 × 3, 4 × 5, and 5 × 4 cells (columns-by-rows, Fig. 1). 
The number of objects on the display was the same as the grid density, i. 
e., 12 objects in 3 × 4 and 4 × 3 grids, and 20 objects in 4 × 5 and 5 × 4 
grids. 

Three types of objects needed to be selected, in separate trials. The 
first type were alphanumeric characters consisting of numbers and let
ters (Fig. 2, left). They were presented in alphabetical order from the 
top-left to the bottom-right grid cell. For each cell, the numbers and 
letters were black with a luminance of 0.17 ± 0.01 cd/m2 on a white 
background (3.10 ± 0.17 cd/m2). The second type of objects were dots, 
which could be sequentially selected to create a shape or a pattern 
(Fig. 2, middle). Dot patterns are often used as screen locks on smart
phones. A single dot on the display was composed of a white circle (3.12 
± 0.21 cd/m2) with a radius of 47 pixels, which was placed in the middle 
of a black circle (0.18 ± 0.01 cd/m2) with a radius of 128 pixels. 

The third type of objects were visual icons (Fig. 2, right). The visual 
icons were placed in a fixed order on one of the four grids, in gray-scale 
with a luminance range of 0.07–1.18 cd/m2, against a white background 
(3.07 ± 0.13 cd/m2). Typical examples of visual icons are depictions of 
fruits or animals, of which the essential features necessary for recogni
tion (i.e., the iconic representations) were depicted [21]. For all three 
types, an object (i.e., alphanumeric character, dot, or icon) was centered 
in the middle of a grid cell with a size of 128 × 128 pixels, i.e., 4.16 deg 
× 4.47 deg in visual angle, and every pixel within an object was 0.028 

Fig. 1. Schematic impression of the four different grid formations [3 × 4, 4 × 3, 4 × 5, and 5 × 4 cells (columns × rows)] used in the preliminary experiment. Note 
that regardless of the number of grid cells, the visual objects that needed to be selected with eye-gaze-based input (i.e., alphanumeric characters, dots, or icons) had 
the same size. 
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deg × 0.030 deg in visual angle. The visual object size used in this study 
was quite adequate for gaze tracking systems as indicated by Ware and 
Mikaelian [3], who showed that selection performance profoundly 
dropped for object targets smaller than 1.5 deg in visual angle. 

To select a sequence of visual objects (see Procedure below), a screen 
interface was made with a size of 1600 × 1200 pixels, set against a gray 
background (1.24 ± 0.05 cd/m2). In the middle of the upper part of the 
screen (1600 × 125 pixels) was a text box (800 × 100 pixels), and at the 
top right was a “Clr” key (128 × 100 pixels). The “Clr” key could be used 
by the participant to clear incorrectly selected objects one by one. The 
main part of the screen (1600 × 1075 pixels) displayed the grids and 
object types. When the participant selected an object on the grid on the 
main part of the screen, an asterisk would appear in the text box at the 
upper part of the screen, and a chime sound would be played (pitch 
corresponding to 670 Hz; 1538 ms) to indicate that an object was 
selected. All objects on the upper or main part of the screen could be 
selected by eye gaze under each of the four dwell time durations. 

2.1.4. Procedure 
When selecting objects with eye-gaze-based input, the participant 

was standing in the middle in front of the screen at a viewing distance of 
approximately 49 cm, as indicated by a floor mark. Practically, this 
viewing distance was close to the minimum operating distance of the 
eye-tracking device [22], as confirmed in a previous study with a similar 
eye tracker [23]. The reason the participant performed the task while 
standing was to simulate a situation in which he/she would use eye 
tracking to enter an object sequence, such as a password, on an auto
mated teller machine (ATM). 

The object-selection task. First, the participant was shown a 4-object or 
a 6-object sequence, randomly generated for each of the three object 
types, on a grid that was randomly selected from the four different grids. 
Thus, the objects that were presented on the screen consisted of a 
sequence of alphanumeric characters, dots, or visual icons. The partic
ipant was then asked to memorize a sequence of 4 objects within a 
minute and a sequence of 6 objects within two minutes. During this time, 
the participants could perform memory-maintenance rehearsal of the 
objects. The appropriate grid was displayed on the screen to assist the 
participant in memorizing the objects’ positions within the grid. After 
memorizing, the participant was instructed to enter the memorized 
sequence onto the screen interface by selecting the appropriate objects 
either with a dwell time of 250, 500, 1000, or 2000 ms. The participant 
was instructed to use a “Clr” key if he/she had selected an incorrect 
object. In case the object selection was incorrect, for example, due to the 
Midas-Touch problem or to selecting objects in the wrong order, the 
sequence could be attempted up to five times. If the participant failed to 
enter the correct objects on the fifth attempt, he/she was instructed to 
try again using a different sequence for the same dwell time, object type 
and grid. 

The evaluation task. After entering the correct objects, the participant 
was asked to evaluate whether he/she considered the dwell time as easy 
to use for object selection with eye-gaze-based input. The evaluation was 

made on a scale between 1 (not easy) and 7 (very easy). The participant 
used a mouse to make the rating-scale judgments on the screen. The 
meaning of “easy to use” was defined as the participant’s subjective 
impression of input speed, i.e., estimated time needed to enter the object 
sequence, and input success, i.e., whether input correction(s) were 
necessary to enter the objects with eye-gaze-based input. 

The experiment was performed with counterbalance in the order of 
the four dwell time durations. That is, three participants first selected 
objects with the dwell time of 250 ms, then with the dwell time of 500, 
1000 ms, and finally with the dwell time of 2000 ms, for each of the four 
grids. Next, three participants started with the dwell time of 500 ms, 
followed by the dwell time of 1000 ms, 2000 ms, and ended with the 
dwell time of 250 ms. Another three participants started with 1000 ms, 
followed by 2000 ms, 250 ms, and ended with the dwell time of 500 ms. 
The remaining three participants started with the dwell time of 2000 ms 
and ended with the dwell time of 1000 ms. In the same way, the order of 
object type was also counterbalanced within every four participants. The 
number of objects in a sequence (4 or 6) was varied as well, for each 
object type and dwell time. 

Before the start of the experiment, the participant needed to register 
his/her eyes and perform calibration with Tobii Eye Tracker 4C© soft
ware. In order to get used to the task, a practice program was prepared in 
which the participant practiced object selection for a given object type 
and sequence, on a grid randomly chosen from the four grids. The 
evaluation task was practiced as well. The preliminary experiment took 
about 1 h and 30 min, including 40 min for experiment preparation (i.e., 
instructions, eye registration, and practice). 

2.2. Results 

The participants evaluated the usability of each dwell time on a 
rating scale between 1 (not easy) and 7 (very easy). Since the data were 
not normally distributed, as confirmed by Shapiro-Wilk tests (p < 0.05, 
for four dwell time durations in three object types), non-parametric 
Friedman tests were performed over the data. If significant, pairwise 
comparisons using Wilcoxon signed-rank tests with Holm-Bonferroni- 
correction on the alpha-level based on ranks [0.05/(m-k + 1) were 
performed, where m = 6 indicates the number of pairs and k = 1, 2, …, 
m, indicates the level of ranks], to see which pair(s) of dwell time 
evaluations were significantly different. Fig. 3 shows the dwell-time 
evaluations for each object type. 

Friedman tests (df = 3, n = 12) showed that for alphanumeric 
characters (χ2 = 25.23, p < 0.001), for dots (χ2 = 18.47, p < 0.001), and 
for visual icons (χ2 = 26.84, p < 0.001), the participant evaluations 
significantly differed. The statistical details of the paired comparisons 
between dwell time conditions are shown in Table 1. In summary, the 
results showed that a very long dwell time of 2000 ms was generally 
judged as not usefull for each of the three object types. For each object 
type, the dwell time of 500 ms or 1000 ms was judged as significantly 
more useful. Except for selection of visual icons, the 250-ms dwell time 
was also evaluated as significantly more useful than the 2000-ms dwell 

Fig. 2. Examples of the three types of objects that needed to be selected with eye-gaze-based input in this study. A sequence of 4 or 6 visual objects needed to be 
selected from four grid formations in the preliminary experiment and from a grid formation of 4 × 3 cells in the following experiment. 
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time. For each object type, the dwell time of 500 ms received the highest 
evaluation scores. However, since significant differences between the 
evaluations of the 500-ms dwell time compared to the 250-ms and the 
1000-ms dwell time varied with object type (see supplementary 
Table 1), in the following experiment six dwell times were used in be
tween 200 and 1200 ms. A dwell time of 1200 ms was included to check 
whether the evaluation of dwell time durations especially around 1000 
ms would be similar to either those for 1000 ms or to those for 2000 ms. 

Other than dwell time evaluation data, the total time necessary to 
select the correct sequence of 4 or 6 objects and the number of object 
selection corrections were also recorded. In short, the data showed that 
the total selection time for 4 or 6 objects did not vary significantly 
among the four grid formations. Futhermore, as expected, the total se
lection time for 6-object sequences was longer than for 4-object se
quences without object correction. The data also indicate that with a 
dwell time of 250 ms, the number of object selection corrections was 
relatively high, especially for dot and icon objects. Data regarding the 
total selection time and the number of object selection corrections are 
included as supplementary materials. Since the preliminary experiment 
was meant to identify the range of dwell time durations for selecting 
various object types, further statistical analyses were not performed on 
these parameters. 

3. Experiment 

The preliminary experiment showed that participants evaluated a 
dwell time of 250 ms to 1000 ms as useful for object selection with eye- 
gaze-based input (Table 1), with differences depending on object type. 
In the following experiment, therefore, object selection was investigated 
with dwell times of 200, 400, 600, 800, 1000 and 1200 ms per object. 
We aimed to investigate the usability of these dwell times for selecting a 
sequence of 4 visual objects. Three different object types (Fig. 2) were 
also used in this experiment, but the object-selection task was only 
performed on a grid of 4 × 3 cells, which is a “horizontal” grid with more 
columns than rows. Horizontal grids typically enable more efficient 
object selection with eye-gaze-based input than vertical grids (grids with 
more rows than columns) [24], which has been corroborated by studies 
on visual search [25,26,27]. Thirty participants were asked to memorize 
a 4-object sequence, and to use their eye gaze to enter the sequence of 
objects onto a user interface. Object-selection time, object-selection 
success rate, and the number of object selection corrections were ob
tained and analyzed. Besides entering the sequence of 4 objects onto the 
user interface, the participants were also required to evaluate the us
ability of the six dwell time durations. 

3.1. Method 

3.1.1. Participants 
The participants were 30 students of Kyushu University, Japan. 

Eleven participants had also participated in the preliminary experiment, 
11 months earlier. The age of the participants was in between 22 and 47 
years (M = 29.20 years, SD = ± 7.45 years). Fifteen participants wore 
glasses, 3 participants wore contact lenses, while 12 participants had 
uncorrected vision. The average height of the participants was 166.90 
cm (SD = ± 5.98 cm). The participants participated on a voluntary basis 
and provided written informed consent as to their participation after the 
purpose and procedure of the experiment was explained to them. The 
research was conducted with prior approval of the Ethics Committee of 
Kyushu University. 

3.1.2. Apparatus, Stimuli, and procedure 
The apparatus and the stimuli for this experiment were the same as in 

the preliminary experiment. The procedure was performed in the same 
way as in the preliminary experiment. In this experiment, the participant 
was instructed to select 4-object sequences on a grid of 4 × 3 cells 

Fig. 3. Average evaluations of dwell-time usability obtained in the preliminary experiment. Evaluations show the user’s subjective impression of object input speed 
and input success, for eye-gaze-based selection of three object types with four different dwell times. Error bars indicate ±95% confidence intervals around the means. 

Table 1 
Statistical results of the preliminary experiment. Pairwise comparisons of object 
dwell-time usability for the three object types.  

Alphanumeric characters Dots Visual icons 

Dwell time 
(ms) 
comparison 

Z-score Dwell time 
(ms) 
comparison 

Z-score Dwell time 
(ms) 
comparison 

Z-score 

250–1000 − 0.63 250–500 ¡2.22y 250–2000 − 1.27 
250 > 2000 ¡2.66** 250–1000 − 0.67 500 > 250 ¡2.82** 

500 > 250 ¡2.31* 250–2000 ¡2.09y 500–1000 − 0.75 
500 > 1000 ¡3.10** 500 > 1000 ¡2.54* 500 > 2000 ¡3.09** 

500 > 2000 ¡3.10** 500 > 2000 ¡2.97** 1000 > 250 ¡2.95** 

1000 > 2000 ¡3.09** 1000 > 2000 ¡2.82** 1000 > 2000 ¡3.09** 

Z-score: Wilcoxon signed rank test value; 
>: significantly easier to use; 
* p < 0.05 after Holm-Bonferroni-correction, ** p < 0.01 after Holm-Bonferroni- 
correction; 
† bordered on significance after Holm-Bonferroni-correction. 
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(columns-by-rows) with a dwell time of 200, 400, 600, 800, 1000, and 
1200 ms per object. This experiment was also performed with coun
terbalance in the order of the six dwell time durations within every five 
participants, and in the order of the three object types within every ten 
participants. The experiment took about 30–45 min. 

3.1.3. Data collections 
For every participant, object-selection time, object-selection success 

rate, the number of object selection corrections, and the dwell-time 
evaluation data obtained with the rating scale were recorded. Object- 
selection time was defined as the total time necessary to select the 
correct sequence of 4 visual objects. Object-selection time was obtained 
by means of the computer program in 540 trials in total (30 participants 
× 6 dwell time durations × 3 object types). Since both the mean and the 
standard deviation are particularly sensitive to outliers, the Median 
Absolute Deviationn method (MADn) was used to detect and remove 
outliers in the data. A removal criterion of 2.5 times the MADn above the 
median was used recursively until no additional outliers were identified 
[28]. By using this method, no trials were removed. Object-selection 
success rate was determined by the number of attempts neccesary to 
perform object selection correctly. The number of object selection cor
rections for each combination of object type and dwell time was calcu
lated from 150 attempts overall (30 participants × 5 attempts). In order 
to ensure a natural attitude towards the task, the participant was not 
informed about these data collections before the experiment. Finally, the 
the dwell-time evaluation data obtained with the rating scale were 
analyzed as in the preliminary experiment. 

3.2. Results 

3.2.1. Object-selection time 
For all three types of visual objects, the results showed that object- 

selection time increased when dwell time duration increased, as 
shown in Fig. 4. A regression analysis with a quadratic function was 
performed in order to examine the relation between object-selection 
time and dwell time duration. The reason why the quadratic function 
was used here is to create continuous lines and to estimate object- 
selection time for any duration among the six dwell times. In this case, 
x is the dwell time duration (from 200 to 1200 ms), and y is the object- 
selection time. The regression equations for 4-object alphanumeric, dot, 

and icon sequences, with r2 values of 0.998, 0.990, 0.985 (p ≤ 0.002), 
respectively, show that the average object-selection time significantly 
increased with each increase in dwell time duration. 

Shapiro-Wilk tests showed that the object-selection time data ob
tained under each of the six dwell time durations were not normally 
distributed (p < 0.05) for 4-object alphanumeric and dot sequences. 
Therefore, non-parametric Friedman tests were performed for in order 
to compare object-selection time between object types. The results 
(Table 2) show that object-selection time – in case of correct object se
lection – did not significantly differ between object types for dwell time 
durations of 600, 800, 1000 and 1200 ms. However, it significantly 
differed between object types for dwell time durations of 200 ms (df = 2, 
χ2 = 7.20, p = 0.027) and 400 ms (df = 2, χ2 = 6.87, p = 0.032). To see 
which pair(s) of object types showed a significant difference, pairwise 
comparisons using Wilcoxon signed-rank tests with Holm-Bonferroni- 
correction on the alpha-level based on ranks [0.05/(m-k + 1) were 
performed, where m = 3 indicates the number of pairs and k = 1, 2, …, 
m, indicates the level of ranks]. For a dwell time of 200 ms, participants 
needed less time to select alphanumeric objects than dot objects (Z =
-2.58, p = 0.010) or visual icon objects (Z = -2.03, p = 0.043). Yet, the 

Fig. 4. Results of the experiment: the relation be
tween dwell time per object and the total selection 
time for 4-object sequences in milliseconds (ms) 
without object correction. Eye-gaze-based object- 
selection time was obtained with dwell time dura
tions of 200, 400, 600, 800, 1000 and 1200 ms per 
object, for three object types. The continuous curves 
show a quadratic function for each object type 
through the six dwell time durations. Error bars 
indicate ±95% confidence intervals around the 
means.   

Table 2 
Results of the experiment: differences in object-selection time between object 
types for each dwell time duration.  

Dwell Time (ms) 

200 400 600, 800, 1000, 
1200 

Object type 
comparison 

Z-score Object type 
comparison 

Z-score Object-selection 
time for these dwell 
time durations did 
not significantly 
differ between 
object types. 

Alphanumeric 
character >
Dot 

¡2.58* Alphanumeric 
character > Dot 

¡2.44* 

Alphanumeric 
character - 
Visual icon 

¡2.03y Alphanumeric 
character >
Visual icon 

¡2.29* 

Dot - Visual icon − 0.28 Dot - Visual icon − 1.37 

Z-score: Wilcoxon signed rank test value; 
>: significantly faster; 
* p < 0.05 after Holm-Bonferroni-correction; 
† bordered on significance after Holm-Bonferroni-correction. 
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latter difference did not pass the significance level (p > 0.025) after 
Holm-Bonferroni correction. With a dwell time of 400 ms, participants 
also significantly needed less time to select alphanumeric objects than 
dot objects (Z = -2.44, p = 0.015) or visual icon objects (Z = -2.29, p =
0.022). 

In an additional analysis, we compared object-selection time for each 
dwell time between participants with glasses against participants 
without glasses, collapsed over object type. The resulting grand averages 
(Table 3) showed that object-selection time with dwell times of 200 ms 
(Z = -2.92, p = 0.004), 400 ms (Z = -2.64, p = 0.008), and 800 ms (Z =
-2.25, p = 0.024) was significantly faster for participants without glasses 
than those with glasses. 

3.2.2. Object-selection success rate 
Object-selection success was based on the number of attempts 

necessary to accomplish the task. Data showed that participants gener
ally could correctly select the sequence of four objects from the display 
on the first attempt, with dwell times of 400–1200 ms. Multiple attempts 
were usually necessary with a dwell time of 200 ms, but participants 
often achieved correct object selection at least on the second and third 
attempt. Therefore, non-parametric binomial tests were performed to 
see whether the proportion of participants that could complete the se
lection of four objects correctly in every attempt differed from what was 
expected. The expected proportion was set with a value of 0.50, as 
having an “equal chance” of either success or failure. 

The results showed that only for a dwell time of 200 ms, the pro
portion of participants that could select the 4-object sequence correctly 
at the first attempt, for the three types of objects, was not significantly 
greater (p > 0.05) than the expected proportion. However, the propor
tion of successful selection at the second attempt (≥0.83) and third 
attempt (≥0.93) was significantly greater (p < 0.001) than the expected 
proportion. For dwell times of 400, 600, 800, 1000, and 1200 ms, the 
proportion of participants that could select the sequence correctly at the 
first attempt was also significantly greater (p < 0.001) than the expected 
one. 

Next to the success rate data, the number of object selection cor
rections for each dwell time duration and object type was obtained from 
150 overall attempts (30 participants × 5 attempts). Data showed that 
all participants had accomplished the object-selection tasks before the 
fifth and final attempt. Indeed with a dwell time of 200 ms, however, the 
number of object selection corrections was relatively high for the three 
object types: 11%, 13%, and 14%, respectively, for alphanumeric 
characters, dots, and visual icons. The number of object selection cor
rections strongly decreased – often to zero – as dwell time duration 
increased. Because of the relatively low number of object selection 
corrections overall, further statistical analyses were not performed. 

3.2.3. Dwell-time evaluations 
Similar to the preliminary experiment, the participants also 

evaluated the usability of each dwell time on a 7-point rating scale be
tween 1 (not easy) and 7 (very easy) in this experiment. Participants’ 
evaluations were based on their subjective impression of how fast 
(estimated time needed) and with how few corrections they thought 
they had entered the object sequence. A regression analysis with a 
quadratic function was performed to establish continuous curves be
tween the usability ratings and dwell time duration (Fig. 5). The 
regression equations for alphanumeric, dot and icon objects, with r2 

values of 0.917, 0.966, 0.986 (p < 0.025), respectively, suggest that the 
continuous curves fit very well to the data. Furthermore, the equations 
also could estimate the optimum dwell time for each object type. Ac
cording to the regression equations, the optimum estimated dwell time 
for alphanumeric objects was 575 ms, for dot objects it was 625 ms, and 
for visual icons it was 650 ms. 

The statistical analyses, performed in a similar way as in the pre
liminary experiment, are shown in Table 4. Friedman tests (df = 5, n =
30) for alphanumeric characters (χ2 = 83.29, p < 0.001), for dot patterns 
(χ2 = 71.07, p < 0.001), and for visual icons (χ2 = 86.59, p < 0.001) 
showed significantly different evaluations between dwell time dura
tions. Table 4 shows that the usability of the 600-ms dwell time, around 
which the optima were estimated, was indeed significantly better than 
the dwell times of 200 ms, 1000 ms, and 1200 ms for all object types. For 
object selection of alphanumeric characters, the usability of the 600-ms 
dwell time was rated significantly higher than that of the 800-ms dwell 
time, but not of the 400-ms dwell time. For dots, no significant differ
ences were found between the evaluations of the 400-ms, 600-ms, and 
the 800-ms dwell times. For visual icons, the 600-ms dwell time was 
close to significantly more useable than the 400-ms dwell time, but not 
the 800-ms dwell time. In short, the statistics thus confirm that for any 
object type the 600-ms dwell time was rated as having good usability 
overall. 

4. Discussion and conclusion 

In this study, we aimed to investigate the usability of various dwell 
times for selecting a sequence of visual objects on a display by using eye 
tracking. To achieve this aim, two experiments were conducted in which 
three different visual object types were used. First, a preliminary 
experiment was performed to estimate the range of dwell time durations 
that can be used for selecting different types of visual objects. Based on 
the results, in the following experiment, object selection from a display 
with eye-gaze-based input was investigated with object dwell times of 
200, 400, 600, 800, 1000, or 1200 ms. This experiment aimed to 
investigate the usability of these dwell times for selecting a sequence of 4 
objects on a grid formation of 4 × 3 cells. Thirty participants were asked 
to memorize a 4-object sequence, and to use their eye gaze to enter the 
sequence of objects onto a user interface. The object-selection time, 
object-selection success rate and the number of object selection cor
rections were obtained and analyzed. Besides entering the sequence of 
objects onto the user interface, the participants were also required to 
evaluate the usability of the six dwell time durations. The results of the 
experiment showed the following. 

Firstly, we found that the number of object selection corrections 
decreased with every increase in dwell time duration. Most object se
lection corrections were made with the dwell time of 200 ms for each 
object type. This dwell time is the minimal border of the human visual 
fixation range, which is 200–600 ms [4,29]. The fixation range is the 
time necessary to stabilize the eyes to fixate on something in the visual 
field. As mentioned in the Introduction, it is likely that the Midas-Touch 
problem occurred with the 200-ms dwell time [6,7]. With a relatively 
short dwell time, participants may have unintentionally selected objects 
while still scanning the display to identify potential target objects to 
form the correct sequence. These unwanted selections needed to be 
corrected, and hence the number of selection corrections was relatively 
high under a 200-ms dwell time per object. In reading tasks, lexical 
activation and recognition generally require fixation durations on 

Table 3 
Results of the experiment: differences in average object-selection time (ms) of 
each dwell time duration for participants who wore glasses against participants 
who did not wear glasses.  

Dwell Time 
(ms) 

Average object-selection time (ms) ± 95% Confidence 
Intervals 

Z-score 

Participants without 
glasses (n = 15) 

Participants with glasses 
(n = 15) 

200 5555.63 ± 430.11 6538.15 ± 502.74 ¡2.918** 

400 6032.48 ± 510.19 7056.54 ± 380.75 ¡2.636** 

600 7061.25 ± 508.70 7886.85 ± 483.31 ¡1.925y

800 8008.22 ± 521.46 9037.53 ± 453.51 ¡2.252* 
1000 9519.52 ± 657.60 10173.34 ± 610.70 − 1.123 
1200 11687.34 ± 933.62 12894.45 ± 856.27 − 1.800 

Z-score: Wilcoxon signed rank test value; 
* p < 0.05, ** p < 0.01, † bordered on significance. 

Y.T. Paulus and G.B. Remijn                                                                                                                                                                                                                 



Displays 67 (2021) 101997

7

average in between 200 and 300 ms, whereas in scene perception and 
visual search tasks, the fixation duration is approximately in between 
180 and 330 ms [30]. Thus, with a short dwell time of 200 ms, the visual 
object recognition process is still in progress. 

Secondly, object-selection success rates, i.e., the total attempts 
necessary to complete object selection tasks correctly with each dwell 
time, showed that regardless of object type the majority of the partici
pants (≥90%) accomplished eye-gaze-based object selection at the first 
attempt with dwell times of 400, 600, 800, 1000, and 1200 ms. By 
contrast, most participants needed more attempts to correctly complete 
object selection with a 200-ms dwell time. Again, it is most likely that 
the Midas-Touch problem occurred with the 200-ms dwell time [6,7], 
and that participants needed to make more corrections. Nevertheless, 
even with the 200-ms dwell time, a high percentage of trials could be 
completed at the 2nd attempt (≥83%) or at the 3rd attempt (≥93%). 

Future research is necessary to clarify this issue further, but it is plau
sible that performance improved with practice. 

Thirdly, the total selection time of 4-object sequences varied 
depending on the type of objects to be selected and the use of glasses. 
Object-sequence selection time in case of correct object selection 
significantly increased with every increase in dwell time duration 
(Fig. 4). This is in line with a previous study on object-selection time 
using eye tracking [31]. For any dwell-time duration between 200 and 
1200 ms, object-sequence selection time could be predicted quite well 
with a quadratic function. Here we found that selection of a sequence of 
four characters was significantly faster than dot and icon object selection 
with dwell times of 200 and 400 ms (Table 2). Participants most likely 
were already familiar with selection of alphanumeric characters from a 
display, but not with dot and visual icon object selection. This might 
have facilitated object identification and enabled them to select the 
correct sequence even with short dwell times. Furthermore, regardless of 
object type, eye-gaze-based object selection with dwell times of 
200–800 ms was significantly faster for participants without glasses than 
for those with glasses (Table 3). A possible explanation for this finding is 
that for participants with prescription glasses, the registered eye-gaze 
point often can drift far off from the real eye-gaze point [20,32]. 

Finally, the important finding in the dwell-time evaluations was that 
the usability of the 600-ms dwell time was rated high overall for eye- 
gaze-based selection of each of the three object types (Fig. 5). The 
regression analysis with quadratic functions also showed that the opti
mum estimated dwell time for each visual object was around 600 ms. 
Besides that, the 400-ms dwell time (for alphanumeric characters) and 
the 800-ms dwell time (for visual icons) were also rated as relatively 
usable. In line with a related study on retrieving information from a 
display [33], the longer dwell times of 1000 and 1200 ms were not 
considered as very usable. Many participants mentioned that they 
thought the interface or the eye-tracking system were not working well 
when using these longer dwell times, although very few object selection 
corrections were necessary with these dwell times. As for the shortest 
dwell time of 200 ms, the overall ratings were also relatively low, most 
likely due to the number of incorrect object selections and, hence, cor
rections. To avoid this Midas-touch problem, and given the participant 
evaluations, the relatively high object-selection success rate, and the 
relatively low object-selection time to select a sequence of objects, the 
present study thus suggests that a generic object dwell time of 600 ms is 

Fig. 5. Results of the experiment: average evaluations of the usability of each dwell time duration (ms) for eye-gaze-based selection of three object types. The 
continuous curves show a quadratic function for each maximum point and for each object type through the six dwell time durations. The crosses show the estimated 
maximum points of the dwell time usability ratings for each object type. Error bars indicate ±95% confidence intervals around the means. 

Table 4 
Results of the experiment: pairwise comparisons of object dwell-time usability 
for three object types.  

Alphanumeric characters Dots Visual icons 

Dwell time 
(ms) 
comparison 

Z-score Dwell time 
(ms) 
comparison 

Z-score Dwell time 
(ms) 
comparison 

Z-score 

200–800 − 1.27 200–1000 − 1.08 200–1000 − 1.53 
200–1000 − 1.56 200–1200 ¡2.50y 200–1200 ¡2.08y

200 > 1200 ¡3.34** 400 > 200 ¡3.50** 400 > 200 ¡3.59** 

400 > 200 ¡3.61** 400–600 − 1.89 400–600 ¡2.03y

400–600 − 1.13 400–800 − 0.74 400–800 − 1.91 
400–800 − 1.93 400 > 1000 ¡3.05** 400–1000 ¡2.07y

400 > 1000 ¡4.27** 400 > 1200 ¡4.31** 400 > 1200 ¡4.48** 

400 > 1200 ¡4.65** 600 > 200 ¡3.91** 600 > 200 ¡3.57** 

600 > 200 ¡3.44** 600–800 − 1.37 600–800 − 0.65 
600 > 800 ¡3.13** 600 > 1000 ¡3.80** 600 > 1000 ¡3.51** 

600 > 1000 ¡4.60** 600 > 1200 ¡4.75** 600 > 1200 ¡4.83** 

600 > 1200 ¡4.82** 800 > 200 ¡3.30** 800 > 200 ¡3.84** 

800 > 1000 ¡3.96** 800 > 1000 ¡4.08** 800 > 1000 ¡4.08** 

800 > 1200 ¡4.70** 800 > 1200 ¡4.82** 800 > 1200 ¡4.85** 

1000 > 1200 ¡4.13** 1000 > 1200 ¡3.97** 1000 > 1200 ¡4.27** 

Z-score: Wilcoxon signed rank test value; 
>: significantly easier to use; 
** p < 0.01 after Holm-Bonferroni-correction; 
† bordered on significance after Holm-Bonferroni-correction. 
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recommendable for eye-gaze-based input. 
In future research, some points will need further investigation. One 

issue open to investigation is whether older users would have the same 
dwell time usability evaluations as younger users. It is known that the 
visual area in which information can be obtained within one eye fixation 
reduces in size as a function of age [34]. Furthermore, visual search 
accuracy is generally also affected by age [35,36]. Another issue as 
suggested here is the effect of practice on object-selection time, the se
lection success rate, and dwell-time evaluation. For example, it is known 
that participants may get used to searching visual objects on a screen 
after a few days of practice [37,38]. As a result, visual search time may 
decrease and visual search accuracy may increase or at least become 
consistent. It is thus important to investigate the effects of practice, 
especially with dot and visual icon objects. There is a possibility that the 
Midas-Touch problem will also become less with increasing user expe
rience, which would suggest that an object dwell time of even less than 
600 ms – e.g., from around 400 to around 500 ms – may become feasible 
in certain systems. 
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[33] P. Majaranta, A. Aula, K.-J. Räihä, Effects of feedback on eye typing with a short 
dwell time, in: Proc. Eye Track. Res. Appl. Symp. Eye Track. Res. Appl. - 
ETRA’2004, ACM Press, New York, New York, USA, 2004, pp. 139–146. https:// 
doi.org/10.1145/968363.968390. 

[34] K.K. Ball, B.L. Beard, D.L. Roenker, R.L. Miller, D.S. Griggs, Age and visual search: 
expanding the useful field of view, J. Opt. Soc. Am. A. 5 (1988) 2210–2219, 
https://doi.org/10.1364/JOSAA.5.002210. 

[35] D.J. Madden, L.R. Gottlob, P.A. Allen, Adult age differences in visual search 
accuracy: attentional guidance and target detectability, Psychol. Aging. 14 (1999) 
683–694, https://doi.org/10.1037/0882-7974.14.4.683. 

Y.T. Paulus and G.B. Remijn                                                                                                                                                                                                                 

https://doi.org/10.1016/j.displa.2021.101997
https://doi.org/10.1016/j.displa.2021.101997
https://doi.org/10.1145/507072.507076
https://doi.org/10.1016/S0926-907X(05)80039-X
https://doi.org/10.1145/30851.275627
https://doi.org/10.1145/30851.275627
https://doi.org/10.1098/rstb.1997.0105
https://doi.org/10.1098/rstb.1997.0105
https://doi.org/10.1145/123078.128728
https://doi.org/10.1016/j.procs.2014.11.012
https://doi.org/10.1016/j.procs.2014.11.012
https://doi.org/10.1109/EMBC.2017.8036971
https://doi.org/10.1109/EMBC.2017.8036971
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0045
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0045
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0045
https://doi.org/10.1145/765978.765979
https://doi.org/10.1145/765978.765979
https://doi.org/10.1007/978-3-540-69369-7_13
https://doi.org/10.1007/978-3-540-69369-7_13
https://doi.org/10.1145/2858036.2858335
https://doi.org/10.1145/2858036.2858335
https://doi.org/10.1145/1028014.1028045
https://doi.org/10.1145/1028014.1028045
https://doi.org/10.1109/ISIMP.2004.1434167
https://doi.org/10.1109/ISIMP.2004.1434167
https://cups.cs.cmu.edu/soups/2007/proceedings/p13_kumar.pdf
https://cups.cs.cmu.edu/soups/2007/proceedings/p13_kumar.pdf
https://doi.org/10.1145/1324892.1324932
http://homepages.cs.ncl.ac.uk/p.m.dunphy/COGAIN2008.pdf
https://doi.org/10.1145/2333112.2333114
https://doi.org/10.1145/2333112.2333114
https://doi.org/10.1109/ICACOMIT.2017.8253387
https://doi.org/10.1109/ICACOMIT.2017.8253387
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0105
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0105
https://help.tobii.com/hc/en-us/articles/212814329-What-s-the-difference-between-Tobii-Eye-Tracker-4C-and-Tobii-EyeX-/
https://help.tobii.com/hc/en-us/articles/212814329-What-s-the-difference-between-Tobii-Eye-Tracker-4C-and-Tobii-EyeX-/
https://help.tobii.com/hc/en-us/articles/212814329-What-s-the-difference-between-Tobii-Eye-Tracker-4C-and-Tobii-EyeX-/
https://doi.org/10.1109/ICACOMIT.2017.8253386
https://doi.org/10.35248/2165-7556.19.9.249
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0125
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0125
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0125
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0130
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0130
https://doi.org/10.1006/ijhc.2002.1027
https://doi.org/10.1016/j.jesp.2013.03.013
https://doi.org/10.1016/j.jesp.2013.03.013
https://doi.org/10.1016/j.patcog.2014.02.017
https://doi.org/10.1016/j.patcog.2014.02.017
https://doi.org/10.1080/17470210902816461
https://doi.org/10.1145/2414536.2414609
https://doi.org/10.1145/2414536.2414609
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0160
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0160
http://refhub.elsevier.com/S0141-9382(21)00012-3/h0160
https://doi.org/10.1145/968363.968390
https://doi.org/10.1145/968363.968390
https://doi.org/10.1364/JOSAA.5.002210
https://doi.org/10.1037/0882-7974.14.4.683


Displays 67 (2021) 101997

9

[36] S.C. Lee, Y.W. Kim, Y.G. Ji, Effects of visual complexity of in-vehicle information 
display: age-related differences in visual search task in the driving context, Appl. 
Ergon. 81 (2019) 102888, https://doi.org/10.1016/j.apergo.2019.102888. 

[37] F. Baluch, L. Itti, Training top-down attention improves performance on a triple- 
conjunction search task, PLoS One 5 (2010), https://doi.org/10.1371/journal. 
pone.0009127. 

[38] K. Clark, L.G. Appelbaum, B. van den Berg, S.R. Mitroff, M.G. Woldorff, 
Improvement in visual search with practice: mapping learning-related changes in 
neurocognitive stages of processing, J. Neurosci. 35 (2015) 5351–5359, https:// 
doi.org/10.1523/JNEUROSCI.1152-14.2015. 

Y.T. Paulus and G.B. Remijn                                                                                                                                                                                                                 

https://doi.org/10.1016/j.apergo.2019.102888
https://doi.org/10.1371/journal.pone.0009127
https://doi.org/10.1371/journal.pone.0009127
https://doi.org/10.1523/JNEUROSCI.1152-14.2015
https://doi.org/10.1523/JNEUROSCI.1152-14.2015

	Usability of various dwell times for eye-gaze-based object selection with eye tracking
	1 Introduction
	2 Preliminary experiment
	2.1 Method
	2.1.1 Participants
	2.1.2 Apparatus
	2.1.3 Stimuli
	2.1.4 Procedure

	2.2 Results

	3 Experiment
	3.1 Method
	3.1.1 Participants
	3.1.2 Apparatus, Stimuli, and procedure
	3.1.3 Data collections

	3.2 Results
	3.2.1 Object-selection time
	3.2.2 Object-selection success rate
	3.2.3 Dwell-time evaluations


	4 Discussion and conclusion
	Declaration of Competing Interest
	Acknowledgment
	Appendix A Supplementary data
	References


