Texture-Based Classification of Benign and Malignant Mammography Images using Weka Machine Learning: An Optimal Approach

Sumarti, Heni  
Department of Physics, Faculty of Science and Technology, Universitas Islam Negeri Walisongo Semarang

Sheilla Rully Anggita  
Department of Physics, Faculty of Science and Technology, Universitas Islam Negeri Walisongo Semarang

Hartono  
Department of Physics, Faculty of Science and Technology, Universitas Islam Negeri Walisongo Semarang

Fachrizal Rian Pratama  
Department of Physics, Faculty of Science and Technology, Universitas Islam Negeri Walisongo Semarang

https://doi.org/10.5109/7151705
Texture-Based Classification of Benign and Malignant Mammography Images using Weka Machine Learning: An Optimal Approach

Heni Sumarti¹,*, Sheilla Rully Anggita¹, Hartono¹, Fachrizal Rian Pratama¹, and Alvania Nabila Tasyakuranti¹

¹Department of Physics, Faculty of Science and Technology, Universitas Islam Negeri Walisongo Semarang, Indonesia

*Author to whom correspondence should be addressed:
E-mail: heni_sumarti@walisongo.ac.id

(Received November 30, 2022; Revised May 2, 2023; accepted July 31, 2023).

Abstract: Breast cancer is the most common cancer in Indonesia. One way to detect it early is by screening using mammography. Previous trials showed that mammography screening in women aged 40-49 years could reduce breast cancer mortality by 25%. However, misdiagnosis may occur about breast density and the patient's physical size due to machines. In addition, human reader errors can occur concerning the reader's experience and perception. Therefore, diagnostic aids are needed to distinguish benign and malignant cases and receive appropriate treatment. The methodology in this research consists of three stages: preprocessing, texture feature extraction, and data classification. Preprocessing consists of filtering, contrast, cropping, and resizing, while texture feature extraction consist of Histogram and (Gray Level Co-occurrence Matrix) GLCM. Data classification using Support Vector Machines (SVM), Naive Bayes, Multi-Layer Perceptron (MLP), Multiclass classifier, and Random Forest methods with Weka Machine Learning software. It produces an accuracy of 62.00%, 62.00%, 88.00%, 82.00%, and 100.00%, respectively. The results of data classification using the Random Forest method show that the accuracy, specificity, and specificity reach 100%. Random forest can be used as the most optimal classification method to distinguish benign and malignant cases based on texture features in mammography images using Weka Machine Learning software. This can help radiologists and medical professionals to diagnose cases and take further steps, such as therapy.
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1. Introduction

Breast cancer is the most common cancer in Indonesia¹. Breast cancer is caused by the uncontrolled growth of abnormal cells in the breast and it is thought that these cells have spread from the breast to other tissues, lymph nodes or other areas of the body. It is essential to find these unwanted cells and stop their multiplication as soon as possible to prevent later stages effects. Malignant cells can become malignant and spread to other body parts, while benign cells do not become cancer. If a tumour is detected, the first thing the doctor will do is determine whether the tumour is benign or malignant. This is caused by the different treatment and prevention strategies for these two types of cancer. The difficulty with all these diseases is that there are no screening tools of similar quality that can detect cancer in its early stages. If such a device existed, the patient would be ready to start treatment as soon as possible and work to stop unwanted cell growth or malignancy. However, currently, there is no such machine².

Breast Self Examination (BSE) is the easiest and most cost-effective method for diagnosing breast cancer early. This method uses your eyes and hands to find changes in your breasts. This examination can be done routinely at home without needing any tools. Meanwhile, diagnostic techniques for breast cancer include biopsies, breast ultrasound, mammography, and MRI. Digital mammography is the most common, affordable, and effective breast cancer screening method. This method can detect up to 90% of breast cancer cases even before a lump can be felt, using low-dose x-rays to produce images of the breast in which tissue, including tumors, appears distinctly gray in the image. Therefore, in less developed regions and middle-income countries, digital mammography is the primary choice in diagnosing breast tumour³.

Previous trials within ten years (1990-1997) showed...
that screening using mammography in women aged 40-49 years could reduce breast cancer mortality by 25%\(^6\). Radiologists diagnose breast cancer using mammograms and look for signs of abnormalities such as distortion of the breast tissue architecture, differences in alignment between the two breasts, presence of masses, and calcifications\(^5\). However, misdiagnosis may occur of breast density and physical size of the patient and due to machines, where some lesions are challenging to visualize. In addition, human reader errors can occur to the reader’s experience and perceptual and cognitive scrutiny\(^5\).

Therefore, diagnostic tools are needed to distinguish benign and malignant cases and receive appropriate treatment. This has caused many researchers to develop artificial intelligence to facilitate medical experts, one of them is machine learning.

Machine learning is a technology that enables machines to learn independently without required guidance from humans. This technology is based on statistical, mathematical, and data mining principles that allow machines to analyze and learn about that data without human intervention or programming changes. One example of software that can perform machine learning tasks is Weka, which can run various algorithms for information retrieval and data mining processes. Weka has various algorithms that support the object classification process and make it easier for users to implement it directly. Users can load datasets, choose classification algorithms, and are given several data representations that represent the results of the accuracy and error rate of the classification process\(^6\). The dataset that can be used in medical diagnosis is a series of numbers extracted from digital images. The extraction commonly used in differentiating benign and malignant cases is the extraction of texture features.

Texture features are an image’s condition, size, and pixel placement. We can extract texture features from all images, so this method is very effective for image processing. Texture features are characteristics of an image whose features can be used to identify a particular area of an image\(^7\). Texture features can be adapted to mammography density assessment. The combination of density and texture may improve screening sensitivity in mammography images\(^8\). Two types of statistical features that can be used to distinguish between different object textures are first and second-order features. First-order features are obtained from the characteristics of the image histogram and are often used to distinguish macrostructural textures. For example, local patterns repeat periodically. Meanwhile, second-order features are based on the probability relationship between two pixels at a certain distance and angular orientation and are used to distinguish microstructural textures such as local patterns and less obvious repeats\(^9\).

The previous review by Fatima et al.\(^10\) discussed various machine learning methods, deep learning, and data mining related to breast cancer prediction. It reviewed 27 machine learning publications, 4 articles on related challenges, and 8 on convolutional neural networks in breast cancer research reviews. The Author observes that most publications use images, but some articles use genetics in their research. Support vector machines (SVM), decision trees, and random forests are the main algorithms used in the genetic analysis of breast cancer. On the other, imaging methods use various algorithms, such as CNN and Naive Bayes. Meanwhile, Pang et al.\(^11\) reviewed the current work applying deep learning to breast cancer using different imaging modalities. The investigations focus on data sets, architectures, applications, and related assessments. It focuses on developing a deep learning framework for mammography using three different modalities (ultrasound, mammography, and MRI). They wanted to provide the latest results in breast cancer imaging by implementing a DLR-based CAD system, and this was the focus of their efforts. The study combines the use of classified datasets and CNNs for classification.

Previous researchers have developed various methods of classifying mammographic images to distinguish benign and malignant cases. Previous studies used GLCM and SVM to distinguish benign and malignant cases based on mammography images. It aims to find the optimal GLCM angle for mammogram classification of tumour cases. The mammogram are provided by the Digital Database Screening Mammography (DDSM) data set. According to the experimental results, the accuracy is 63.03% with a specificity of 89.01%\(^12\). Another study aims to review the performance of artificial intelligent in Multilayer Perceptron (MLP), Neural Networks, and Convolutional Neural Networks (CNNs). It is used to detect breast melanoma for early breast cancer diagnosis. It made an in-depth comparison of the function and design of each tissue. Then an analysis was carried out based on the diagnostic tests and tissue-based classification of breast malignancy to decide which is better. CNN provided slightly better accuracy than MLP for breast cancer diagnosis and detection\(^13\).

Previous research aimed to identify tumours in the breast and differentiate benign from malignant animals using machine learning, a subfield of artificial intelligence. This test uses a Contrast Limited Adaptive Histogram (CLAHE) to show suspicious areas. Create a new data set with feature selection using LBP (Local Binary Pattern), HOG (Histogram of Oriented Gradients), Correlation (COR), and GLCM for feature extraction. Furthermore, features were classified into three categories (normal, benign, and malignant) and two categories (normal and abnormal). We apply different machine learning algorithms (CART, Naive Bayes, C5.0, and Random Forest) to compare their performance. Based on study results to determine whether or not breast tumours produce an accuracy of 65.70% with the Naive Bayes algorithm\(^14\). Meanwhile, another study compared the effectiveness of the proposed features on individually
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Annotated data sets obtained from Superspeciality Cancer Hospital, New Delhi, and public data sets, including digital databases for mammography screening, INbreast database, and the Mammographic Image Analysis Society database. This study aims to validate the effectiveness of the Hanman Hesitancy-based transformation classification on mammographic images. The proposed method limits the "non-data-intensive" aspect classification on public and private datasets by providing 100% accuracy for multiclass, outperforming modern methods available in the industry\textsuperscript{15}. Previous studies using subjects from the Digital Database for Screening Mammography (DDSM) comprised of 966 images (322 normal, 322 benign, and 322 malignant). This research presented an automated and computer-based approach to classify breast microcalcifications on mammography images using discrete wavelet transform–random forest (DWT-RF). The results show an accuracy of 95%, sensitivity of 93%, and specificity of 97%\textsuperscript{16}.

Feature extraction and data classification methods to distinguish benign and malignant cases in mammography images have been carried out as described above. Recent findings show that classification using the random forest to distinguish mammogram calcifications cases using Weka machine learning delivers outstanding performance\textsuperscript{17}. However, no one has compared classification data based on texture features to distinguish benign and malignant cases using Weka machine learning software. The results of previous studies show that the complexity of information affects engine performance\textsuperscript{18}. This is very helpful in differentiating various cases to facilitate diagnosis\textsuperscript{19}. Weka machine learning software is open-source software that is very easy to use, so it is user-friendly if used for health workers. In addition, this software is more accurate in data classification than Rapidminer\textsuperscript{20}. This study aims to obtain an optimal classification to differentiate between benign and malignant cases with the highest accuracy. Classification was done using texture feature-based Weka machine learning software to diagnose breast cancer cases on mammogram images. It is hoped that the results of this study can assist radiologists in making early diagnoses, thereby improving patient prognosis and reducing mortality from breast cancer. In addition, the use of tools that are practical, affordable, and easy to use will have a positive impact on the economic and social sciences by facilitating public access to technology in the health sector.

2. Methods

This study using mammography digital images from free database source, the Digital Database for Screening Mammography (DDSM). DDSM is a resource used by the Mammography Image Analysis Research Community. Primary support for this project was a grant from the US Breast Cancer Research Program. Army Medical Research and Materials Command\textsuperscript{21}. The mammographic images used in this study consisted of 25 benign and malignant cases, respectively. The image taken is grayscale, and the form is displayed as a gif with a marker indicating the location of the tumour mass.

The procedure used in this study consists of three stages, as shown in figure 1. It consists of three stages: preprocessing, texture feature extraction using MATLAB version R2013b, and data classification using Weka Machine Learning software. Furthermore, the data is processed using the confusion matrix generated from the classification process by Weka Machine Learning software and compared to the results of the classification method that provides the highest accuracy.

![Fig. 1: Research procedure](image)

2.1 Preprocessing Image

Preprocessing images includes filtering, contrast, cropping, and resizing mammographic images. The filter used in this study is the median filter. Image filtering is performed to remove the marker in the tumour in mammography image. Contrast enhancement using histogram equalization. Image contrast aims to improve image quality to clarify the difference between benign and malignant cases in mammography images. Cropping is done on the part of the tumour mass that is being processed. Resizing is intended to even out the size of the mammography image.

2.2 Feature Texture

We performed a texture feature extraction to get the statistical data from the mammography image, which has
been preprocessed. This study uses a texture feature extraction process with two statistical orders, a histogram and a Gray-Level Co-occurrence Matrix (GLCM). The attributes used in the histogram are mean, standard deviation, variance, entropy, skewness, and kurtosis. Meanwhile, the attributes of GLCM are contrast, correlation, energy, and homogeneity.

### 2.2.1 Histogram

The histogram describes the frequency of each intensity value that appears throughout the pixels during image processing. It is useful in observing the sadness of intensity values intensity22). This indicator was used as a basis for adjusting the contrast and brightness of an image. Here is the histogram of the following texture features that have been used in this research23):

2.2.1.1 Mean

Mean is the average of the data in pixel images.

\[
\text{mean} = \frac{\sum_{i=0}^{L-1} i \cdot p(i)}{L}
\]  

where: i is the grey level in images, p(i) is the probability of appearing in i, and L is the highest grey level.

2.2.1.2 Standard Deviation

Standard deviation (\(\sigma\)) shows the distribution of data in the image.

\[
\sigma = \sqrt{\sum_{i=1}^{L-1} (i - \text{mean})^2 p(i)}
\]  

2.2.1.3 Variance

Variance is the probability distribution of the image pixel data.

\[
\sigma^2 = \sum_{i=1}^{L-1} (i - \text{mean})^2 p(i)
\]  

2.2.1.4 Entropy

Entropy is a measure of the degree of disorder.

\[
\text{Entropy} = -\sum_{i=0}^{L-1} p(i) \log_2(p(i))
\]  

2.2.1.5 Skewness

Skewness is data distribution skewed to the left, right or symmetrical.

\[
\text{Skewness} = \sum_{i=1}^{L-1} (1 - \text{mean})^3 p(i)
\]  

2.2.1.6 Kurtosis

Kurtosis is a value that shows data distribution tends to be flat or pointed.

\[
\text{Kurtosis} = \sum_{i=1}^{L-1} (1 - \text{mean})^4 p(i) - 3
\]  

2.2.2 Gray-Level Co-occurrence (GLCM)

Gray Level Co-occurrence Matrix (GLCM) is a method for extracting surface texture features of images by shifting the matrix in a certain distance and direction. GLCM is a grid that describes the repetition of occurrences of two matrix pixel intensities with a certain distance and direction in the image24). In this research, we use distance one and direction 0°. Also four main texture features25):

2.2.2.1 Contrast

Contrast is the difference in gradation, brightness, or tone (colour) between dark and light areas.

\[
\text{Contrast} = \sum_{n=0}^{N_g-1} n^2 \left\{ \sum_{i=1}^{L-1} \sum_{j=1}^{L-1} p(i,j) \right\}
\]  

where: \(n\) is the number of grey levels in pixel images, \(p(i,j)\) is the normalization GLCM matrix \((i,j)\), and \(N_g\) is the maximum number of grey levels in pixel images.

2.2.2.2 Correlation

Correlation is a grey value image, which can determine the contour and displacement.

\[
\text{Correlation} = \frac{\sum_{i=1}^{L-1} \sum_{j=1}^{L-1} (i,j) p(i,j) - \mu_x \mu_y}{\sigma_x \sigma_y}
\]  

where: \(\mu_x\) and \(\mu_y\) are the means of the matrix \(p_x\) and \(p_y\); \(\sigma_x\) and \(\sigma_y\) is the standard deviation of the matrix \(p_x\) and \(p_y\).

2.2.2.3 Energy

Energy is a measure of the number of repeated pairs.

\[
\text{Energy} = \sqrt{\sum_{i} \sum_{j} (p(i,j))^2}
\]  

2.2.2.4 Homogeneity

Homogeneity is the similarity of variations in the grey level of the images.

\[
\text{Homogeneity} = \sum_{i} \sum_{j} \frac{1}{1 + (i - j)^2} p(i,j)
\]  

2.3 Classification Methods

Classification is a process of finding a model to distinguish data classes. This study uses a Support Vector Machine (SVM), Naive Bayes, Multilayer Perceptron (MLP), Multiclass classifier, and Random Forests with Weka machine learning software. Weka provides execution of learning computations that can easily apply to data sets, such as computations for discretization and collation, which can be accessed for free. The workbench combines techniques for fundamental information mining.
problemas: recurrence, classification, clustering, affiliate rule mining, and quality selection. All calculations take their contributions to the type of solitary social table, which can be read from records or generated by investigation of data sets6).

2.3.1 Support Vector Machine (SVM)

The Support Vector Machine (SVM) is a directed artificial intelligence calculation that can use for classification and regression. The way SVM works are based on being designed to process data into a hyperplane which classifies the input space into two classes. SVM theory begins with linear grouping cases that can be separated by hyperplane and divided according to their class26).

Figure 2 shows the principle of SVM on separating two classes using a hyperline.

Fig. 2: The principle of SVM on the separation of two classes using a hyperline

2.3.2 Naive Bayes

Naive Bayes is a machine learning model that distinguishes objects based on specific features. Sketchily, Naive Bayes considers that certain features in a class are not related to the presence of other features. This algorithm is advantageous when dealing with large datasets and is easy to build. Bayes’s theorem tells how to express terms of quantities that can compute more directly to decide between two classes (e.g. L₁ and L₂), then probabilities (P) for each class is27):

\[
P(L₁|\text{feature}) = \frac{\sum P(\text{feature}|L₁)P(L₁)}{\sum P(\text{feature}|L₂)P(L₂)}
\]

2.3.3 Multilayer Perceptron (MLP)

Fig. 3: Basic structure of a multilayer perceptron

Multilayer Perceptron (MLP) is a probabilistic information storage and organization. Perceptron does not follow the given rules (what we call machine programming) but is independently based on the data provided extracted pattern. Neural network is basically in layers organized. Every network has an input and an output layer. Layers between input and output become hidden layers or also called processing layers. Every Layer consists of neurons, which are so-called over-edges joined together28). Figure 3 shows the principle of MLP in separating two classes using a network.

2.3.4 Multiclass Classifier

Multiclass classification is a grouping of data when the variable has several classes. It uses a metaclassifier to handle multiclass datasets with a 2-class classifier. This classifier can also apply error correction to improve accuracy further. If the base classifier cannot handle the test load and the test load is not uniform, the information is re-sampled by weight before being passed on to the base classifier. Meta-learning calculations take classifiers and turn them into powerful learning. One parameter indicates the primary classifier; others specify the number of cycles for iterative schemes such as layoffs and favours and the underlying seed for irregular number generators6).

2.3.5 Random Forest

Random forest is a classification that uses decision trees. Each tree makes predictions independently. The values are averaged using (regression) divided by the selected maximum value (classification) to arrive at the final result. The advantage of this model lies in generating different trees with different subcharacteristics of these traits. Feature selected for each tree is random, so the tree is not too deep and focuses only on feature set. Eventually, when taken together, decision trees provide well-studied predictions29).

2.4 Data Analysis Technique

This study performed the data analysis technique using the accuracy, sensitivity, and specificity values of the confusion matrix obtained by the Weka software. The confusion matrix is a benign case that is perceived as benign (True Positive/TP), a benign case that is perceived as malignant (False Positive/FP), a malignant case that is perceived as malignant (True Negative/TN), and a malignant case detected as benign (False Negative/FN).

The result is then incorporated into equation6):

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + TN + FN} \times 100\% \quad (12)
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \times 100\% \quad (13)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \times 100\% \quad (14)
\]

3. Result and Discussion
The Results of the preprocessing image in this research are shown in Figure 4. The preprocessing stage has been effectively done, as displayed in the last picture, which will utilize for texture feature extraction. It is effectively eliminated the marker on the tumour mass. Preprocessing also effectively expanded the contrast. The mass was effectively recovered and the picture size was effectively uniformized to 50 x 50 pixels.

The histogram image is shown in Figure 5. The histogram of benign case (Fig 5: (a)) showed high number of elements in gray levels 0-10 and 60-70, meanwhile malignant case (Fig 5: (b)) showed high number of elements in gray level 0-10 and 80-90. The results showed that mammogram images of malignant cases have a higher or lighter gray level than those of benign cases. This difference in gray level is used to calculate first-order statistics.

Mammographic images that have undergone the preprocessing stage are ready for texture feature extraction. The consequences of texture feature extraction are proven in Figure 6. Texture feature data is introduced in ten scatter graphs which aim to see the distribution of the data. The graph shows the average value of each texture feature attribute as a straight line and the average value as a legend. Red is a malignant case, while blue is a benign case.

Figure 6 show that extraction results of mean, standard deviation, variance, entropy, kurtosis, contrast, and energy values were higher in the malignant case than in the benign case. Meanwhile, skewness, correlation, and homogeneity values are higher for benign than malignant. This indicates that while the heterogeneity of malignant...
cases is higher than that of benign cases, a more uniform and uniform appearance can be observed in benign cases. Figure 6 show that mean attributes, standard deviation, variance, entropy, kurtosis, contrast, and energy are higher in malignant than benign cases. This indicates that there are deeper grooves in the image texture, and the grey scale...
is more complicated in the malignant case. These results are consistent with the relatively complex nature of malignant tumours. In addition, malignant cell size, morphology, and inconsistent polarity characteristics that provide the pathological basis for texture changes often coexist with haemorrhage, discovery, and necrosis. Meanwhile, skewness, correlation, and homogeneity attributes were higher in benign cases than in malignant cases. This shows that the grey level distribution is relatively uniform, the grey level contrast is relatively low, and the local texture regularity is in the benign case.

Subsequently, the texture feature extraction results were used for data classification using Weka software. The confusion matrix and the values of accuracy, sensitivity, and specificity of the five selected classification methods are shown in Table 1. The most accurate data classification was generated by the Random Forest method with 100% accuracy, followed by MLP with 88% accuracy, and the third rank using the Multiclass classifier method with 82%. Likewise the results of sensitivity and specificity. This shows that the random forest method is the best algorithm for distinguishing benign and malignant cases on mammography images.

Based on Table 1, SVM is a data separation technique that finds the optimal hyperplane while maximizing class spacing. To separate classes can use hyperplane features. The position was in the middle between the two classes. The distance between the hyperplane and the data object differs from that of the adjacent (outermost) class. Support vectors are the most difficult to classify because they almost overlap with other classes. This causes low accuracy if the condition of the classified data has a more significant gap. In this study, the texture features generated in benign and malignant images have a gap that is not too large, so the SVM method is not appropriate for classifying them. The naive Bayesian because it assumes that the occurrence of a particular function is independent of the occurrence of other functions. One of the main drawbacks of the Naive Bayes classification is its vital independence feature. In practice, having set of entirely independent features is almost impossible. In classifying benign and malignant image data on mammography, the texture features are not entirely independent and even overlap. This causes the classification using Naive Bayes to be not optimal.

Based on Table 1, MLP is a neural network that connects many layers of directed graphs. There are only signal paths through the node in one direction. MLP is a deep learning technique because neurons have multiple layers. MLP is supervised machine learning that can solve problems that are not linearly separable, but MLP is sensitive to functional scaling. Feature scaling is a method of having numerical data in a dataset with the same values range. MLP is proven to be able to separate datasets well with up to 100% accuracy. The results of texture feature extraction on benign and malignant images in this study show a range that is not too far away so that some similar data are grouped into the same scale. However, this method is quite effective for separating mammographic images in benign and malignant cases, with an accuracy of 88%.

Based on Table 1, unlike the process of binary classification problems, Multiclass classification does not require the selection of scoring thresholds to make predictions. Predicted date is the class with the highest predicted value. The metrics used for Multiclass classification are the same as those used for binary classification. After all the other classes are grouped as belonging to the second class, the metric for each class is calculated by treating it as a binary classification problem. In this study, the texture features on mammographic images of benign and malignant cases have the highest score difference, which is not too significant, resulting in an accuracy rate of 82%.

Based on Table 1, the Random Forest algorithm increases the randomness of the model as the tree grows. Random forest generates multiple decision trees and combines them to get more stable and accurate predictions. A “forest” created from random forests is usually a collection of decision trees trained using the bagging method. Random forests look for the best features in a random subset of features instead of looking for the most critical features when splitting nodes. As a result, this method creates great diversity and generally leads to better models. Using more trees will affect the accuracy. Deciding on a random forest classification based on the voting results of the formed trees will reduce errors. The results show an accuracy up to 100% based on texture features to distinguish benign and malignant cases in mammographic images. This is in accordance with previous research which compared several data classification methods which showed that random forest had the highest accuracy.

Previously, Kumar et al. conducted a study using MIAS digital mammography data consisting of 322 benign and malignant images. The mammographic image is then cropped using ROI and extracted using GLCM texture features, such as contrast, correlation, energy, and homogeneity. After texture feature extraction, the image is classified using the random forest method, and the results obtained are an accuracy of 97.50%. However, this study showed smaller accuracy results than the current research based on Table 1. It is caused by the more rigid preprocessing in the current study, such as filtering and resizing processes, which can remove noise, artifacts, and homogenize the size of the image. In addition, this study also uses more feature extraction methods, first-order (histogram) and second-order (GLCM), so that more features can be used for the classification process using random forest. The characteristics of the histogram have a significant influence because of the different gray values that can be seen in Figure 5.

Machine learning is a better way of classification compared to conventional machine learning predictive
Combination of histogram, GLCM, and random forests sensitivity of 100.00%, and a specificity of 100.00%. Random Forest method has an accuracy of 100.00%, 85.19%, Multiclass classifier, has an accuracy of 82.00%, sensitivity of 84.00%, and a specificity of 88.00%. THough, this research has limitations in data processing which is still done manually, so it still cannot be implemented practically in health facilities. Nevertheless, the results of a combination of histogram, GLCM, and random forests are capable of achieving an accuracy rate of up to 100%, so it is feasible to be further developed so that it can be applied easily. To achieve this, it can be done by creating an automated system for pre-processing and feature extraction. Using Weka machine learning software, the Random forest can be used as the most optimal classification method to distinguish benign and malignant cases based on texture features in mammography images. This can help radiologists and medical professionals to diagnose breast tumour cases and take further steps, such as therapy. This can increase the economic and social value of science in the diagnostic process using Weka machine learning which is easy and cheap.

4. Conclusion

A study was conducted to classify benign and malignant cases of mammography images using 25 benign and 25 malignant images. Classification based on texture features with histogram and GLCM (Gray-Level Co-occurrence Matrix) using Weka machine learning software. The result show that the Support Vector Machine (SVM) has an accuracy of 62.00%, sensitivity of 68.88%, and a specificity of 63.64%, Naive Bayes has an accuracy of 62.00%, sensitivity of 76.00%, and a specificity of 66.67%, Multilayer Perceptron (MLP) has an accuracy of 84.00%, sensitivity of 84.00%, and a specificity of 66.67%, Multiclass classifier, has an accuracy of 82.00%, sensitivity of 80.00%, and a specificity of 80.77% and Random Forest method has an accuracy of 100.00%, sensitivity of 100.00%, and a specificity of 100.00% Combination of histogram, GLCM, and random forests are capable of achieving an accuracy rate of up to 100%, so it is feasible to be further developed so that it can be applied easily. This can help radiologists and medical professionals to diagnose breast tumour cases and take further steps, such as therapy. This can increase the economic and social value of science in the diagnostic process using Weka machine learning which is easy and cheap.
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