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Abstract: In manufacturing industries, removal of material from the workpiece is the prime 
processes that convert raw material into finished product. During removal processes the cutting 
tool are incessantly deteriorated in health, which can be stated as perks and drawbacks of process. 
The precision and roughness of the material are directly related to the condition of the tools during 
the machining process. Machining analysis depends on numerous of cutting conditions when it is 
being performed. The likelihood of wearing increases with repeated use. So, by implementing the 
proposed approach for tool wear prediction can improve the quality as well as reduce the 
machining time. However, to maintain the healthy tool's conditions for prolong time is a major 
challenge for the scientific community. Hence, as a component of industry 4.0, this study explored 
the possibilities to monitor the tool condition using the machine learning techniques. So, an 
endeavor has been made to present a solution of this problem without hampering the productivity 
losses in terms of time, material, and tool, consequences in high productivity. For the proposed 
work, machine learning techniques such as k-NN, Random forest, Adaboost, k-Star, and Decision 
Tree are implemented and there accuracy of prediction is demonstrated. Furthermore, WEKA, open 
source software has been used to employ several tool learning algorithms for better understanding. 
The investigation noticed that the random forest algorithm has a higher accuracy of 97.30% and a 
root mean square error value of 0.144 among all other algorithm. 
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1. Introduction
Problems and impediments are unwelcome guests in 

any machining process. In which the wearing of a tool 
that requires constant monitoring from time to time plays 
a prominent role. The invention of tools and associated 
mechanisms, are focused to increase the productivity 
with decreasing input effort which can only be 
accomplished by shortening the ideal time of run. To 
achieve this, several mechanisms have been developed 
and evolved by scientific community. In this regard, the 
most common material i.e. HSS (high speed steel) is 
developed for production of cutting tools. When a steel 
tool contains more than 7% molybdenum, tungsten, 
vanadium, and more than 0.50 % carbon is considered as 
HSS steel. A 5-10% molybdenum addition increases the 
hardness and toughness of high-speed steels. HSS retain 
these properties even at high temperatures generated by 
metal cutting. Another advantage of molybdenum is that 

at high temperatures, steel softens and become embrittled 
if the primary carbides of iron and chromium grow 
rapidly in size. The most useful cutting property of high 
speed steel (HSS) is extended for proper running and 
effective tool operation by applying tin, but for further  
increment of hardness, titanium carbides coating are 
recommended, which reduces friction and increases wear 
resistance.  

Furthermore, a proper maintenance and condition 
monitoring of cutting tools can reduce the rejection of 
finished component and increase productivity. Use of 
lubricant is recommended to reduce friction in 
combination with the proper feed and speed beneficial to 
decrease regrinding of tool for each machining cycle1-3). 
During machining monitoring of a tool requires time and 
expertise that hamper the production, if done manually. 
However, with the advancement of technology, for 
monitoring of cutting tool can now be easily sorted out 
by involving machine computer interface, interaction, 

- 1357 -



EVERGREENJoint Journal of Novel Carbon Resource Sciences & Green Asia Strategy, Vol. 10, Issue 03, pp1357-1365, September 2023 

that result in better inspection model to perform in a 
efficient way. The expected objective of this work is to 
predict an appropriate maintenance condition for an 
industrial cutting tool based on various datasets at 
numerous of machining condition and their 
corresponding datasets. This will help to identify a 
well-known problem of failure occur in the cutting tool 
at various parameters. Hence, the objective of this work 
to present a solution for fault identification using 
machine learning analysis and to provide necessary 
condition monitoring alongside required steps to be taken. 
In the proposed work, the authors are concentrated on 
using machine learning techniques to develop an 
inspection model for a single point cutting tool. This 
work also proposed a model for monitoring of health 
condition in an efficient manner, helpful for selection of 
best suited maintenance option, an indeed requirement in 
Industry 4.0 era. The current era also direly requires a 
high precision prediction tool that beneficial for 
maintaining the high precision of dimension which is 
only possible through the machine learning techniques. 
So, to explore such techniques towards commercial 
application many research are still requires. In order to 
fulfill the objective of work, K-Nearest Neighbor, 
decision tree, random forest, support vector machine, and 
multilayer perceptron algorithms are selected for 
evaluation. Using various machine learning algorithms, a 
comparative study is also carried out to reveal an 
efficient algorithm having highest accuracy towards 
prediction of health of cutting tool.  

2. Literature Review
Numerous of researchers dedicated their worked on 

the detection of faults in the cutting tools using machine 
learning techniques. The work carried out by Srivastava 
et al.4) had proposed a machine learning approach to 
predict the fault detection in the gear of an industrial 
gearbox. Based on the results, researchers illustrated that 
the random forest algorithm was observed as the best 
algorithm, with an accuracy of 89.15% and a root mean 
square error of 0.172. In another study, Srivastava et al.5) 
presented a different approach of machine learning for 
bearing datasets. The results of various machine learning 
algorithms such as K-NN, decision tree, random forest, 
support vector machine, and multilayer perceptron was 
thoroughly discussed. With 87.15% accuracy and 0.192 
error, the random forest algorithm was observed as the 
best performing algorithm. Chen et al.6) proposed tool 
wear prediction, in which three tool wear monitoring 
systems were used i.e. multiple linear regression, 
artificial neural network, and statistics assisted fuzzy net. 
The result successfully stated a new method for 
prediction of tool wear during milling process applicable 
to one tool and workpiece interaction. Deore et al.7) 
proposed a concept to measure the flank and crater wear 
with profile projector PP-200. The flank wear was 
trained with the ANFIS for prediction of tool life during 

turning process. The research illustrated that ANFIS was 
more appropriate for predicting tool wear, with an 
accuracy of 87.87%. Siddhpura et al.8) also investigated 
the flank wear during machining operation. Researchers 
selected three-monitoring system, signal acquisition, 
signal processing, and feature extraction, as well as 
artificial intelligence techniques, to monitor the tool 
condition during turning process. The findings showed 
beneficial effect towards reduction of overall production 
costs, production time, machine downtime, and material 
waste. Later, Srivastava et al.9) studied different machine 
learning techniques such as K-Nearest Neighbor, 
decision tree, Ad boost, random forest, and support 
vector machine to compare the algorithm that precisely 
monitor the detection of steel tool faults during turning 
operation. The result illustrated random forest algorithm 
as best for detecting faults in steel tools with an accuracy 
of 79.23%. Gouarir et al.10) also illustrated the predicting 
algorithm for flank wear of cutting tool based on deep 
learning approach based on two methods i.e. machine 
learning and traditional neural networks. The results 
demonstrated CNN (conventional neural network) as the 
best for identifying the faults in cutting tools, with an 
accuracy of 90%. Madhusudana et al.11) explained the 
automation of machining system by using systematic tool 
condition monitoring system that result in high 
productivity with prolong tool life. Researchers found 
that the decision tree algorithm was proved to be best 
performing as per the dataset. Furthermore, vibration 
signals were used for better correlation with tool life. 
Researchers also demonstrated an accuracy of about 
96.90%, for the face milling process. Some more works 
carried out by the researchers also showed systematic 
failure12-14) occurred inside the cutting tools which are 
taken care for reference in the manuscript. Furthermore, 
the earlier work15-19) that motivated the authors to carried 
out this novel work that cope up with the demand of 
Industry 4.0.  

Hence, in this experiment, mild steel bar is used as 
workpiece material and HSS tools are used for turning 
operation. The machined data in terms of cutting force, 
surface roughness and flank wear occurred during the 
machining was evaluated. The collected data set at 
various set of machining conditions are used to train the 
algorithm using machine learning approach. The 
developed model is used to predict the condition of tool 
with high precision.  

3. Methodology & Dataset
The proposed methodology for work for this paper is 

represented through flow diagram shown in Figure 1. At, 
first conventional lathe has been selected to machining 
the mild steel using HSS as cutting tool. The prior 
researches carried out by the authors are helpful for the 
selection of machining parameters. A total of eighteen 
experiments were carried out to train the algorithm. A 
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detail pictorial representation of experimental set-up is 
shown in Figure 2. Tool maker microscope (Make: 
METZER) was used to evaluate the flank wear after 
every experiments. An average of ten readings was 
considered to cite the flank wear.    
 

 
Fig. 1 Systematic representation of methodology opted 

 

 
Fig. 2 Systematic representation of experimental set-up 

 

Table 1: Parameters opted to carried out the experiments. 
Cutting Parameters Selected Value 

Cutting Speed (m/min)  50 - 300 

Feed Rate (mm/sec) 6-20 

Depth of Cut (mm) 2-3 

 
The dataset used for prediction of tool wear were 

discrete in eleven features and one target variable. The 
dataset contains total of eighteen experiments, ten of 
which were performed with a worn tool and the 
remaining eight with an unworn tool. Each experiment 
with a worn and unworn tool was carried out with a 
different feed rate and clamp pressure. In this 
experiments the dataset were merged with all data points 
according to clamp pressure and feed rate.  
• X1_ActualPosition: actual x position of part (mm) 
• X1_ActualVelocity: actual x velocity of part (mm/s) 
• X1_ActualAcceleration: actual x acceleration of part 

(mm/s/s) 
• Y1_ActualPosition: actual y position of part (mm) 
• Y1_ActualVelocity: actual y velocity of part (mm/s) 
• Y1_ActualAcceleration: actual y acceleration of part 

(mm/s/s) 
• Z1_ActualPosition: actual z position of part (mm) 
• Z1_ActualVelocity: actual z velocity of part (mm/s) 
• Z1_ActualAcceleration: actual z acceleration of part 

(mm/s/s) 

• Feed_rate: relative velocity of the cutting tool along 
the workpiece (mm/s) 

• clamp_pressure: pressure used to hold the workpiece 
in the vise (bar) 

• tool_condition: worn or unworn 
 
3.1 Development of ML Algorithms 

In this investigation the opted methology for machines 
learning algorithm are K-star, K-Nearest neighbor, 
Adaboost algorithm, decision tree, and random forest 
algorithm.  
 
3.1.1 Development of k-NN algorithm 

k-NN algorithm is an supervised machine learning 
algorithm, also known as instance-based machine 
learning algorithm. The main advantage of this algorithm 
is it didn’t require any training time data. On arrival of 
new instance, algorithm search for k nearest examples 
and based on voting of these nearest neighbor examples, 
class label of new instance determined. The value of K is 
positive and odd integer. Due to absence of training 
phase, this algorithm also knows as the lazy algorithm. 
There are many different metrics used to find the nearest 
examples. Euclidean, Manhattan, city block, Chebyshev 
and many other distance metric algorithms is used to find 
the nearest neighbors. After collecting nearest neighbor, 
majority voting method is used to find the final 
prediction of the new instance. For example, in 3-NN 
algorithm, for classification of new instance, 3 nearest 
algorithms search based on distance metric. Majority 
voting method applied on these 3 nearest examples and 
find label will be predicted. 
 

3.1.2 K- star Algorithm 
K-Star algorithm is also called as instance-based 

machine learning algorithm. This algorithm is enhanced 
version of the -NN algorithm main difference with K-NN 
algorithm and K-star algorithm is use of metric to find 
the distance between instance. K–Star algorithm uses 
entropy-based method as distance metric. The final 
prediction come from k-star is in probability number. 

  
3.1.3 Ada-boost Algorithm 

This algorithm is also known as Adaptive Boosting, a 
part of machine learning meta- algorithm formulated 
by Yoav Freund and Robert Schapire. It may be used 
along with many different styles of studying algorithms 
to enhance overall performance. The output of the 
alternative machine learning algorithms ('susceptible 
novices') is blended right into a weighted sum that 
represents the very last output of the boosted AdaBoost 
is adaptive. In this algorithm the important is to relearn 
the weak classifier. This algorithm uses weight-based 
method and for correctly classifying the instance weight 
increase and decrease with wrong classification.  
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3.1.4 Decision Tree 

Another name of decision tree algorithm is supervised 
machine learning algorithm. This algorithm is used for 
mutually sorting and reversion complications. Decision 
tree learn training instance and build tree. This tree has 
one root and last child are the class labels of the problem. 
Nodes represent the feature and edges represent the 
feature value.  

Decision tree are buildup of information gain or 
entropy value. First step is to find the best correlating 
feature with class label. The most correlated feature will 
be assigned to root node of tree and based on the next 
feature is selected and so on. At the time of inference, the 
new instance will travel the tree based on feature and its 
value and final class label predicted.  

 
3.1.5 Random Forest 

It is an enhanced version of the decision tree algorithm. 
Decision tree used information gain method to determine 
the place of the features in the tree whereas random 
forest give each tree equal opportunity and build multiple 
trees. If dataset consists of the n features, this algorithm 
builds or train n tree by giving equal opportunity to all 
features. At the time of inference, each tree will predict 
the class label and majority voting method is used to find 
the final predicted class label. This algorithm is one of 
the most popular algorithms because of getting inference 
from multiple trees. 
 
4.  Tool Setup 

In this investigation, all algorithms were developed 
through WEKA tool, which is open source software used 
to run various machine learning algorithms. This tool 
accepts input files in variety of formats, 
including .csv, .arff, .data, and .json. WEKA is a 
graphical user interface (GUI) tool that does not require a 
code environment to perform machine learning tasks. 
This tool also aids in the visualization of datasets, 
construction of models, and the analysis of output data. 
Figure 3 depicts the tool's dashboard, which includes 
several options such as explore, experimenter, 
knowledge flow, workbench, and simple CLI20). To 
investigate machine learning algorithms, we must select 
the investigate option. Figure 4 depicts the explore GUI 
page and the process of selecting a dataset for analysis. 
The GUI view after selecting the dataset from the 
explorer is shown in Figure 5. The dataset summary is 
shown on the left side of the page, including the number 
of features, number of instances, and attribute/feature 
names. The initial data analysis, such as the number of 
missing values and the dataset graph, is shown on the 
right side of the page. Figure 6 depicts the user interface 
for selecting machine learning algorithms. The 
experimental dataset was obtained from the University of 
Michigan Smart Lab. 

 

 
Fig. 3 WEKA Tool Wizard 

 

 
Fig. 4 Dataset Selection in WEKA Tool 

 

 
Fig. 5 WEKA Tool GUI 

 

 
Fig .6 Algorithm selection 
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5.  Model Evaluation and Performance 

Parameter 

There are various methods for assessing model 
performance. One of the most common methods for 
evaluating the model performance of a machine learning 
algorithm is cross validation. Model evaluation is 
divided into two categories: holdout methods and k-fold 
validation methods. The dataset is divided into two sets 
in the Holdout method: training dataset and test dataset. 
The training dataset is used to train the model, while the 
test dataset is used to assess the model's performance21). 
When training and testing data have different variances, 
model performance suffers. So, in order to achieve good 
model performance, the dataset can be divided into three 
parts: train, validation, and test. Train the model on the 
training dataset, then test its performance on the 
validation dataset to minimize model error. Finally, use 
the trained model on the test dataset to assess the model's 
performance. The K-fold method is a more advanced 
version of the holdout method. The dataset will be 
divided into K parts, with (K-1) subsets used as training 
instances and one subset used as testing each time. So, 
the total model performance will be evaluated K times. 
Take the average of the error and accuracy of all K - 
models to calculate overall model performance. A crucial 
step is the evaluation of the machine learning model. 
Different parameters, such as accuracy, confusion matrix, 
F1score, MSE (Mean Square Error), RMSE (Root Mean 
Square Error), and confusion matrix, can be used to 
evaluate machine learning models. This experiment 
makes use of all of these parameters. 
Accuracy: Accuracy is an important parameter to 
determine correct number of correctly classified 
instances. 

𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨𝑨 =  𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

(1) 

Root Mean Square Error (RMSE): RMSE is mean 
square of the prediction error. RMSE is standard method 
of calculating the error at the prediction time. 

Confusion Matrix: Confusion matrix describe the 
performance of machine learning algorithm in table 
format. Fig. 5 shows the format of the confusion matrix. 
This matrix is combination of predicted value and actual 
value. 
• True positive (TP): example belongs to positive class 

and predicted also as the positive class example. 
• True negatives (TN): example belongs to negative 

class and predicted also as the negative class example 
• False positives (FP): example that belongs to positive 

class but is classified as negative class. 
• False negatives (FN): example that belongs to negative 

class but is classified as positive class. 
 

 
Fig. 7 Confusion Matrix 

 
Recall: Recall parameter is the ratio of true positive and 
sum of true positive and false negative. It addresses the 
question how many actual positive instances correctly 
classified. 
 𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹𝑹 =  

𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻 𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑 𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆 

𝑺𝑺𝑺𝑺𝑺𝑺 𝒐𝒐𝒐𝒐 𝒕𝒕𝒕𝒕𝒕𝒕𝒕𝒕 𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑 𝒂𝒂𝒂𝒂𝒂𝒂 𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇𝒇 𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏𝒏 𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆𝒆
 

(2) 
Precision: Precision is ratio of True positive and sum of 
true positive and false positive. It addresses the question 
how many actual positive instances correctly classified. 
𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏 =

𝐓𝐓𝐓𝐓𝐓𝐓𝐓𝐓 𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩 𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞
𝐒𝐒𝐒𝐒𝐒𝐒 𝐨𝐨𝐨𝐨 𝐭𝐭𝐭𝐭𝐭𝐭𝐭𝐭 𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩 𝐚𝐚𝐚𝐚𝐚𝐚 𝐟𝐟𝐟𝐟𝐟𝐟𝐟𝐟𝐟𝐟 𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩𝐩 𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐞𝐥𝐥𝐥𝐥𝐥𝐥

  (3)  
 
F-measure: F – measure also known as the F1 parameter. 
This parameter is used when dataset is unbalanced. This 
parameter is harmonic mean of Precision and Recall. The 
F-Measure value should always be similar Precision or 
Recall value. 
𝐅𝐅𝐅𝐅 𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬𝐬 =  𝟐𝟐 ∗ 𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏∗𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑

𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏𝐏+𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑𝐑
                 (4) 

 
6.  Machine Learning Approaches on Lathe 

Machine Dataset 

The Lathe machine dataset, which contains eleven 
features and one target variable called tool condition, is 
the subjected to develop model through machine learning 
algorithms22-23). The graph of feature distribution is 
shown in Figure 8. The unworn tool condition is 
represented by the blue colour in these graphs, while the 
worn tool condition is represented by the red colour. This 
section describes the outcomes of machine learning 
algorithms used on the lathe dataset. All experiments 
were carried out on a 10-fold cross validation dataset. 

The machine learning algorithms induced for 
predicting the condition are K-nearest neighbor, K-Star, 
AdaBoost, Decision Tree and Random Forest24-25). In 
comparison to all other algorithms, the random forest 
algorithm has a higher accuracy of 97.30% and a root 
mean square error value of 0.144. Furthermore, the 
random forest algorithm achieved the highest class level 
accuracy. From comparative analysis the Adaboost 
algorithm and decision tree also achieved nearly identical 
accuracy, but the Random forest algorithm has a lower 
RMSE value than both algorithms.  
 

- 1361 -



EVERGREENJoint Journal of Novel Carbon Resource Sciences & Green Asia Strategy, Vol. 10, Issue 03, pp1357-1365, September 2023 

 

 
Fig. 8 Feature distribution of Lathe dataset 

 
6.1 K-Nearest Neighbor algorithm 

All experiments have been performed ten-fold cross 
validation dataset. Table 2 shows the decision parameters 
of the K-NN algorithm. This algorithm achieved 68.78% 
accuracy in 0.05 second. Precision Recall and F-measure 
all values are 0.688 and RMSE value is 0.435. 
 
Table 2 Decision parameter of K-Nearest Neighbor algorithm 

on Lathe Dataset 
Parameters Results 

Accuracy 68.78% 

Time (sec) 0.050 

Precision 0.688 

Recall 0.688 

F- measure 0.688 

RMSE 0.435 
 
6.2 K-Star algorithm   

Table 3 shows the basic decision parameter of the 
k-star algorithm. This algorithm achieved 80.28% 
accuracy in 0.20 secs. Precision recall and F-measure is 
0.803. Compare to K-NN algorithm, K-star algorithm is 
performing better. K-star algorithm achieved 80.28% 
accuracy whereas K-NN achieved only 68.78% accuracy. 
These results show that entropy method used distance 
metric is performing best between K-NN and K-star 
algorithms. Also, K-star algorithm has less RMSE value 
compare to K-NN algorithm.   
 

Table 3 Decision parameter of K-Star Algorithm on Lathe 
Dataset 

Parameters Results 

Accuracy 80.28% 

Time (sec) 0.20 

Precision 0.803 

Recall 0.803 

F- measure 0.803 

RMSE 0.377 
 
6.3 Adaboost algorithm 

Table 4 shows the decision parameter of the Adaboost 
algorithm. This algorithm achieved 96.65% accuracy in 
1.99 secs. This algorithm report 0.174 RMSE value and 
0.967 precision, recall and F-measure value. Compare to 
previously discussed results. This algorithm is 
performing better than both K-NN and K-star algorithm 
with 96.65% accuracy. And, also AdaBoost algorithm 
has least RMSE 0.174 value till now whereas K-N and 
K-star both algorithms have greater than 0.3 RMSE 
value.  

 
Table 4 Decision parameter of AdaBoost on Lath machine 

Dataset 
Parameters Results 

Accuracy 96.65% 

Time (sec) 1.99 

Precision 0.967 

Recall 0.967 

F- measure 0.67 

RMSE 0.174 

 
6.3 Decision tree algorithm 

Table 5 shows the decision parameters of the decision 
tree algorithm. Decision tree algorithm achieved 96.74% 
accuracy in time 1.83 seconds. This algorithm 
accomplished 0.967 precision, recall and F-measure and 
0.166 of root mean square value. As compared to 
previously discussed results of the classifiers, decision 
tree algorithm is the outperforming algorithm. Decision 
tree algorithm and Adaboost algorithm achieved almost 
similar accuracy but RMSE value of decision tree is 
lower than AdaBoost algorithm.  
 
Table 5 Decision parameter of Decision Tree Algorithm on 

Lath machine Dataset 
Parameters Results 

Accuracy 96.74 % 

Time (sec) 1.83 

Precision 0.967 

Recall 0.967 

F- measure 0.967 

RMSE 0.166 
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6.3 Random forest algorithm 

Table 6 shows the decision tree algorithm of the 
random forest algorithm. This algorithm achieved 
97.30% accuracy in 9.64 seconds and RSE value is 0.144. 
Compare to all algorithm, random forest algorithm has 
achieved the higher accuracy of 97.30% and root mean 
square error value of 0.144.  Also, random forest 
algorithm achieved highest class level accuracy. 
Adaboost algorithm and decision tree achieved almost 
similar accuracy but RMSE value of Random forest is 
lower than both algorithms.  
 
Table 6 Decision parameter of Random Forest Algorithm on 

Lath machine Dataset 
Parameters Results 

Accuracy 97.30% 

Time (sec) 9.64 

Precision 0.973 

Recall 0.973 

F- measure 0.973 

RMSE 0.144 

 
7.  Results & Discussion on Machine 

Learning Approaches  
The accuracy of all machine learning algorithms using 

Lathe dataset is shown in Figure 9. The random forest 
algorithm is observed as best accuracy with 97.30%. 
AdaBoost and Decision tree algorithms are also 
performing well, with 96.65% and 96.74% accuracy, 
respectively. This means that tree-based algorithms are 
more accurate. Tree-based algorithms include AdaBoost, 
Decision Tree, and Random Forest. The random forest 
algorithm, among these tree-based algorithms, has the 
best performance. Figure 10 depicts the RMSE value of 
the ML algorithms. This value of error should be lower. 
According to the graph, the Random forest algorithm has 
the lowest error. Similarly, Figure 11 depicts the 
precision, recall, and F-measure value, all of which 
should be close to one, with the Random forest algorithm 
having the highest value. Figure 12 depicts the class 
level accuracy of the ML algorithms. In both classes, the 
accuracy value should be higher. For instance, the 
Decision tree algorithm achieved 99.64% in the Unworn 
class and 96.90% in the Worn class. In the Random 
Forest algorithm, the Unworn class achieved 96.85% 
accuracy and the Worn class achieved 97.72% accuracy. 
 

 
Fig. 9 Accuracy of Machine Learning Algorithms on Lathe 

Dataset  
 

 
Fig. 10 RMSE value of Machine Learning Algorithms on 

Lathe Dataset 
 

 
Fig. 11 Performance parameter of Machine Learning 

Algorithms on Lathe Dataset  
 

 
Fig. 12 Class level accuracy of Machine Learning 

Algorithms on Lathe Dataset 
 

High accuracy values and low RMSE values are 
necessary to identify the best performing algorithm. 
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According to Figures 10 and 11, the Random Forest 
algorithm performs best with an accuracy value of 
97.30% and an RMSE value of 0.144. Along with the 
Random forest algorithm, the Adaboost and decision tree 
algorithms perform well, with accuracy values of 96.65% 
and 96.74%, respectively. The best performing 
techniques in the Lathe dataset are tree-based algorithms. 
The algorithm that performs the best in this situation is 
random forest algorithm. 

 
8.  Conclusions and Future Scope 

The investigated successfully showed the application 
of various machine learning algorithms such as K-NN 
(K-nearest neighbour), K-star, AdaBoost, Decision tree, 
and Random forest towards prediction of condition of 
tool during machining. The analysis showed Random 
Forest is the best performing algorithm, with a 97.30% 
accuracy and RMSE of 0.144. These algorithms aid in 
the prediction of tool faults. 

Deep learning algorithms can also be investigated in 
order to further this research and find the most 
appropriate machine learning approach. Another area for 
improvement is determining the best subset of attributes 
that result in higher accuracy. This work may also result 
in the development of a simulation model that is precise 
and accurate and that can forecast component health 
based on a number of time-limited parameters. The 
proposed work can also be expanded to create a 
simulation model that can be used to create a real-time 
environment for performing inspections and providing 
early prediction for maintenance strategy planning. This 
will help to reduce the amount of time, error, and money 
spent on inspection. 
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