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#### Abstract

Proteins are intrinsically dynamic and change conformations over a wide range of timescales. While the conformational dynamics have been realized to be important for protein functions, e.g., in activity-stability trade-offs, how they play a role during enzyme catalysis has been of debate over decades. By studying Pin1 peptidyl-prolyl isomerase using extensive molecular dynamics simulations, here we discuss how the slow intrinsic dynamics of Pin1 observed in the NMR relaxation dispersion experiment occur and couple to isomerization reactions in molecular detail. In particular, we analyze the angular correlation functions of the backbone $\mathrm{N}-\mathrm{H}$ bonds, and find that slow conformational transitions occur at about the $3_{10}$ helix in the apo state. These


events at the helical region further affect the residues at about the ligand binding site. Unfolding of this helix leads to a tight hydrogen bond between the helical region and the ligand binding loop, thus forms a stable coiled structure. The helical and coiled structures are found to be characteristic of the Pin1-ligand complex with ligand in the trans and cis states, respectively. These results indicate that the changes in the slow dynamics of Pin1 by isomerization reaction occurs via the shift in populations of the helical and coiled states, where the balance is dependent on the ligand isomerization states.

## I. Introduction

Biomolecules constantly fluctuate in solution and often populate a variety of different states. ${ }^{1-3}$ Such dynamic nature of proteins are essential for function, and a trade-off between activity and structural stability have been realized. ${ }^{4-6}$ Enzyme undergoes different stages during a catalytic cycle such as ligand binding, catalytic reaction, and product release. Multiple intermediates with different chemical states have also been suggested to be important for catalysis. ${ }^{7,8}$ Moreover, since the structure as well as chemical state of the ligand change during the reaction cycle, it is expected that enzyme adjusts its structure in order to bind these ligand conformations effectively. The dynamics of enzymes during catalytic cycles have thus been studied extensively using various experimental techniques, e.g. single-molecule Förster resonance energy transfer ${ }^{9,10}$ and nuclear magnetic resonance (NMR) relaxation dispersion measurements. ${ }^{2,11}$ These studies have highlighted that enzymes show dynamics on the microsecond to millisecond timescale during catalytic cycles, which is comparable to the rate of enzymatic reactions. Yet, how these slow enzyme dynamics play a role in catalytic reactions have been of debate over decades but remains elusive. ${ }^{12-22}$

Peptidyl-prolyl isomerases (PPIases) have been a target to study the dynamics of enzymes during catalysis from both experimental and theoretical perspectives. ${ }^{22-27}$ Pin1 is also a member of the PPIase, and selectively catalyzes the isomerization of peptidyl-prolyl bond
between the phosphorylated Ser/Thr (pSer/pThr) and Pro. Pin1 thus connects protein phosphorylation to structural changes, and plays a role in facilitating protein folding, cellular signaling, ${ }^{28}$ and gene expression. ${ }^{29}$ Pin1 consists of catalytic and WW domains; while ligand binding at the WW domain modulates the catalytic activity in an allosteric manner, ${ }^{30-33}$ the catalytic domain maintains the isomerization efficiency even when the allosteric domain is truncated. ${ }^{34}$ Pin1 has thus been studied from both experimental and theoretical perspectives to reveal the kinetic and thermodynamic mechanisms, e.g., the free energy of isomerization and turnover rate, and the residues participating in stabilizing the transition state. ${ }^{34-40}$

We have recently studied the dynamics of the isomerization reaction in Pin1 using molecular dynamics (MD) simulations, ${ }^{41,42}$ and have revealed that the conformation of Pin1 necessary to stabilize the transition state of isomerization emerge transiently as conformational excited state. Several intra-protein as well as protein-ligand interactions, including the folding/unfolding of $3_{10}$ helix, were found to be important in the excited state. Indeed, an NMR relaxation dispersion experiment ${ }^{27}$ has shown that the $3_{10}$ helix exhibits a micro- to millisecond dynamics. The NMR result also indicated that the residues with slow dynamics are distributed over multiple residues that surround the ligand binding site. The slow dynamics were observed even in the apo state, and the number of residues showing slow dynamics increased when the ligand is present. Yet, how these slow dynamics are maintained and correlate with ligand binding and catalytic reaction have not been resolved.

To this end, here we study the slow dynamics of Pin1 in the presence and absence of the ligand to reveal how the collective slow dynamics emerge and are affected by ligand in molecular detail. To interpret the dynamics found in the NMR experiment, the angular correlation functions of the backbone $\mathrm{N}-\mathrm{H}$ bonds are studied using multiple 10 microsecond MD simulations. The dynamics of Pin1 are found to involve events over multiple timescales, thus the distribution of these timescales are analyzed from the inverse Laplace transform of the angular correlation functions. The correlation between the residues are further studied to understand how the slow dynamics over multiple residues are correlated and adapt to
ligands in different isomerization states. This ligand-dependence is expected to appear as changes in apparent slow dynamics during catalytic reaction cycles.

## II. Theoretical method

## System setup

The structure of the Pin1-ligand complex was taken from the previous work. ${ }^{41}$ In brief, the initial complex structure is set up from the catalytic domain (residues 51 to 163) of the crystal structure (PDB: 2Q5A), ${ }^{43}$ and the inhibitor in the catalytic site was changed to the widely studied ligand analogue Ace-Ala-Ala-pSer-Pro-Phe-Nme (hereafter labeled as residues 164 to 170). ${ }^{39,40}$ The Amber ff99SB-ILDN force field, ${ }^{44}$ reoptimized dihedral parameters for the peptide $\omega$-bond angle, ${ }^{45}$ and phosphorylated serine parameters by Homeyer et al. ${ }^{46}$ were used. Other details including equilibration steps are provided in the previous work. ${ }^{41}$

The structure of the Pin1-ligand complex with the ligand in the cis and trans states were extracted from the previous replica exchange umbrella sampling (REUS) result. ${ }^{41} 20$ snapshots were randomly picked from the REUS trajectories with the isomerization coordinate $\zeta$ restrained at 0 and $180^{\circ}$, which were used for the cis and trans states, respectively. From each snapshot, unbiased MD simulation was performed for $10 \mu \mathrm{~s}$.

The apo structure was also setup following similar steps as above but without the ligand. After equilibration as described in the previous work, ${ }^{41} 20$ snapshots were prepared by running an unbiased MD simulation for 20 ns and saving the coordinates every 1 ns . From each snapshot, the velocity was re-assigned from a Maxwell-Boltzmann distribution, and MD simulation was performed for $10 \mu \mathrm{~s}$. All calculations were performed using Amber 20 software package. ${ }^{47,48}$

After MD simulations were performed, each trajectory was aligned against the crystal structure by minimizing the root-mean-square-deviation of the Pin1 backbone heavy atoms between each snapshot and the crystal structure (2Q5A).

## Generalized order parameter and relaxation time distribution

Generalized order parameter $\left(S^{2}\right)$ and relaxation time $(\tau)$ for the backbone $\mathrm{N}-\mathrm{H}$ bonds are calculated using the angular correlation function, $C_{I}(t) . C_{I}(t)$ is defined as ${ }^{49,50}$

$$
\begin{equation*}
C_{I}(t)=\left\langle P_{2}\left(\hat{\mu}\left(t_{0}\right) \cdot \hat{\mu}\left(t_{0}+t\right)\right)\right\rangle \tag{1}
\end{equation*}
$$

where $\langle\cdots\rangle$ denotes the time average, $\hat{\mu}$ is a unit vector pointing along the $\mathrm{N}-\mathrm{H}$ bond, and $P_{2}(x)=\left(3 x^{2} / 2-1 / 2\right)$ is the second-order Legendre polynomial. The square of the generalized order parameter, $S^{2}$, is given as the long-time limit of $C_{I}(t)$, i.e.

$$
\begin{equation*}
S^{2}=\lim _{t \rightarrow \infty} C_{I}(t) \tag{2}
\end{equation*}
$$

Alternatively, $S^{2}$ can be also calculated from an equilibrium average over the trajectories as

$$
\begin{equation*}
S^{2}=\frac{3}{2}\left\{\left\langle x^{2}\right\rangle^{2}+\left\langle y^{2}\right\rangle^{2}+\left\langle z^{2}\right\rangle^{2}+2\langle x y\rangle^{2}+2\langle y z\rangle^{2}+2\langle x z\rangle^{2}\right\}-\frac{1}{2} \tag{3}
\end{equation*}
$$

$x, y$, and $z$ are the projections of $\hat{\mu}$ on the $x, y$, and $z$ axes. Eqs. (2) and (3) become identical when the trajectory is sufficiently long for the correlation function to have converged. By subtracting the average value $S^{2}$, the normalized time correlation function (TCF), $C_{0}(t)$, is defined as

$$
\begin{equation*}
C_{0}(t) \equiv \frac{C_{I}(t)-S^{2}}{1-S^{2}} \tag{4}
\end{equation*}
$$

If we naively assume that $C_{0}(t)$ decays in a single-exponential manner, the relaxation time, $\tau$, can be obtained by integrating $C_{0}(t)$ over time. ${ }^{49}$ In practice, however, $C_{0}(t)$ decays in a non-exponential manner in most residues (see below). We thus describe the relaxation time with a distribution function of $\tau, F(\tau)$, which is obtained by the inverse Laplace transform (iLT) of $C_{0}(t)$. In practice, we obtain $F(\tau)$ by minimizing the difference between the
data $C_{0}(t)$ and the mapping of $F(\tau)$ to the t-space using the least-square-fitting

$$
\begin{equation*}
\chi^{2}=\sum_{j}^{N_{t}}\left|C_{0}\left(t_{j}\right)-\widetilde{C}\left(t_{j}\right)\right|^{2} \tag{5}
\end{equation*}
$$

where $\widehat{C}(t)$ is the Laplace transform of $F(\tau)$ given by

$$
\begin{equation*}
\widehat{C}(t)=\sum_{i}^{N_{\tau}} F\left(\tau_{i}\right) \exp \left(-t / \tau_{i}\right) \tag{6}
\end{equation*}
$$

Here, $N_{t}$ and $N_{\tau}$ are the number of grids in the t- and $\tau$-spaces, respectively, where $C_{0}(t)$ and $F(\tau)$ are discretized. Since this iLT is an ill-conditioned problem, we use the Tikhonov regularization approach, which is also known as $L_{2}$-norm or ridge regression. ${ }^{51,52}$ The objective function to be minimized is thus

$$
\begin{equation*}
Q=\chi^{2}-\lambda^{2} \Lambda \tag{7}
\end{equation*}
$$

with $\lambda$ corresponding to the regularization parameter and $\Lambda$ defined as

$$
\begin{equation*}
\Lambda=\sum_{i=1}^{N_{\tau}}\left|F\left(\tau_{i}\right)\right|^{2} \tag{8}
\end{equation*}
$$

Additionally, we enforce $F(\tau) \geq 0$ considering that relaxation should be described as a sum of positive exponential functions. ${ }^{53} \lambda$ is typically tuned so as to balance $\chi^{2}$ and $\Lambda$. Here, we first calculated the optimal $\lambda$ for each $F(\tau)$ using the L-curve approach, ${ }^{54}$ and subsequently fixed $\lambda$ to the median of the optimal values $(\lambda=0.0457)$ (Figure S1) in order to use the same value throughout the iLTs for different residues. Note that the choice of $\lambda$ somewhat alters the height and width of the peaks but do not affect the peak positions. ${ }^{53}$ The grids in $t$ - and $\tau$-spaces are taken evenly in log-scale. iLT is performed using $C_{0}(t)$ for $1 \leq t \leq 2 \mu$ since the minimum time step used in calculating $C_{0}(t)$ is 1 ns and here we are mainly interested in the slowly decaying components.

## Generalized correlation from mutual information

In order to quantify the dynamic correlation between residues, the generalized correlation coefficient based on mutual information is calculated. ${ }^{55}$ The correlation coefficient between residues $i$ and $j$ is defined as

$$
\begin{equation*}
r_{\mathrm{MI}}\left[\mathbf{x}_{i}, \mathbf{x}_{j}\right]=\left\{1-\exp \left(-\frac{2}{3} I\left[\mathbf{x}_{i}, \mathbf{x}_{j}\right]\right)\right\}^{1 / 2} \tag{9}
\end{equation*}
$$

Here, $\mathbf{x}_{i}$ is the coordinate for residue $i$ and $I\left[\mathbf{x}_{i}, \mathbf{x}_{j}\right]$ is the mutual information given by

$$
\begin{equation*}
I\left[\mathbf{x}_{i}, \mathbf{x}_{j}\right]=\iint p\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right) \ln \frac{p\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)}{p\left(\mathbf{x}_{i}\right) p\left(\mathbf{x}_{j}\right)} d \mathbf{x}_{i} d \mathbf{x}_{j} \tag{10}
\end{equation*}
$$

where $p\left(\mathbf{x}_{i}\right)$ and $p\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$ are the marginal and joint probability distributions, respectively. For the coordinate $\mathbf{x}_{i}$, here we use the unit vector along the backbone $\mathrm{N}-\mathrm{H}$ bond utilized in $C_{0}(t)$. Since the vector norm is constant, the vector can described by two polar coordinates $\left(\theta_{i}\right.$ and $\left.\psi_{i}\right)$. The marginal and joint probability distributions are thus given in two and four dimensional distribution functions, respectively. While the integral in Eq. (10) needs to be calculated carefully when data points are limited, here we simply evaluate it by summing over the histograms of $p\left(\mathbf{x}_{i}\right)$ and $p\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)$, considering that the trajectories are sufficiently long. The sensitivity of the results to grid sizes are carefully checked by testing different grid sizes (Fig. S2). The result shows that the grid size of $\leq \pi / 10$ is sufficient to identify the correlation while reducing the noise. We thus fix the grid size to be $\pi / 10$ in the following analysis.

## Correlated motion from time correlation matrix

The slow correlated motion of the protein can also be extracted by analyzing the time correlation matrix. For instance, time-structure based independent component analysis (tICA) ${ }^{56,57}$
solves the generalized eigenvalue problem

$$
\begin{equation*}
\mathbf{D}_{\tau} \mathbf{U}_{\tau}^{\mathrm{IC}}=\mathbf{D}_{0} \mathbf{U}_{\tau}^{\mathrm{IC}} \mathbf{K}_{\tau}^{\mathrm{IC}} \tag{11}
\end{equation*}
$$

where $\tau$ is the lag time, $\mathbf{U}_{\tau}^{\mathrm{IC}}$ and $\mathbf{K}_{\tau}^{\mathrm{IC}}$ are eigenvector and eigenvalue matrices, and $\mathbf{D}_{t}$ and $\mathbf{D}_{0}$ are the time correlation and covariance matrices defined by

$$
\begin{align*}
& \mathbf{D}_{\tau}=\left\langle\Delta \mathbf{R}\left(t_{0}\right) \Delta \mathbf{R}\left(t_{0}+\tau\right)^{T}\right\rangle  \tag{12}\\
& \mathbf{D}_{0}=\left\langle\Delta \mathbf{R}\left(t_{0}\right) \Delta \mathbf{R}\left(t_{0}\right)^{T}\right\rangle \tag{13}
\end{align*}
$$

Here $\Delta \mathbf{R}(t)=\mathbf{R}(t)-\langle\mathbf{R}\rangle$ and $\mathbf{R}(t)$ is the coordinate set from the trajectory. The independent component (IC) modes are obtained by

$$
\begin{equation*}
\mathbf{q}^{\mathrm{IC}}(t)^{T}=\Delta \mathbf{R}(t)^{T} \mathbf{U}_{\tau}^{\mathrm{IC}} \tag{14}
\end{equation*}
$$

Here, we use an alternative approach, dynamic component analysis (DCA), ${ }^{58}$ which calculates the slow modes in a two-step manner. DCA solves the eigenvalue problem

$$
\begin{equation*}
\widetilde{\mathbf{D}}_{\tau} \widetilde{\mathbf{U}}_{\tau}=\widetilde{\mathbf{U}}_{\tau} \tilde{\mathbf{\Lambda}}_{\tau} \tag{15}
\end{equation*}
$$

where $\widetilde{\mathbf{D}}$ is the time correlation matrix

$$
\begin{equation*}
\widetilde{\mathbf{D}}_{\tau}=\left\langle\widetilde{\mathbf{v}}\left(t_{0}\right) \widetilde{\mathbf{v}}\left(t_{0}+\tau\right)^{T}\right\rangle \tag{16}
\end{equation*}
$$

and $\widetilde{\mathbf{v}}(t)$ is the normalized vector that satisfies $\widetilde{\mathbf{D}}_{0}=\left\langle\widetilde{\mathbf{v}}\left(t_{0}\right) \widetilde{\mathbf{v}}\left(t_{0}\right)^{T}\right\rangle=\mathbf{I}$. Here $\widetilde{\mathbf{D}}_{\tau}$ is symmetrized $\left(\widetilde{\mathbf{D}}_{i j} \equiv \frac{1}{2}\left(\widetilde{\mathbf{D}}_{\tau}^{(i j)}+\widetilde{\mathbf{D}}_{\tau}^{(j i)}\right)\right)$ to compensate for the limited data and satisfy timereversibility. $\widetilde{\mathbf{v}}(t)$ is obtained by normalizing the principal component (PC) modes by

$$
\begin{equation*}
\widetilde{\mathbf{v}}(t)^{T}=\Delta \mathbf{R}(t)^{T} \mathbf{U}_{0} \mathbf{K}_{0}^{-1 / 2} \tag{17}
\end{equation*}
$$

where $\mathbf{U}_{0}$ and $\mathbf{K}_{0}$ are the eigenvector and eigenvalue matrices for the principal component analysis, thus satisfies $\mathbf{D}_{0} \mathbf{U}_{0}=\mathbf{U}_{0} \mathbf{K}$. The dynamic component (DC) modes are given by

$$
\begin{align*}
\mathbf{q}^{\mathrm{DC}}(t)^{T} & =\Delta \mathbf{R}(t)^{T} \mathbf{U}_{\tau}^{\mathrm{DC}} \\
& =\Delta \mathbf{R}(t)^{T} \mathbf{U}_{0} \mathbf{K}_{0}^{-1 / 2} \widetilde{\mathbf{U}}_{\tau} \tag{18}
\end{align*}
$$

The eigenvalues are sorted in descent order, i.e., the first eigenvector describes the mode with the slowest relaxation time. While the choice of coordinate set $\mathbf{R}$ is arbitrary, here we use the $(\phi, \psi)$ angles of the backbone to characterize the changes in secondary structure while removing the overall rotational and translational motions. To account for the periodicity of these angles, the cosine and sine of these angles are used as input, thus $\mathbf{R}(t)=\left(\cos \left(\psi_{51}\right), \cos \left(\phi_{52}\right), \cos \left(\psi_{52}\right), \cdots, \cos \left(\psi_{163}\right), \sin \left(\psi_{51}\right), \cdots, \sin \left(\psi_{163}\right)\right)$ with subscripts being the residue IDs. In order to focus on the slow motions in the microsecond timescale, the lag time $\tau$ in constructing $\widetilde{\mathbf{D}}_{\tau}$ is set to $\tau=1 \mu \mathrm{~s}$, and the subscript $\tau$ is hereafter omitted.

Here we note that $\mathbf{q}^{\mathrm{DC}}(t)$ is equivalent to $\mathbf{q}^{\mathrm{IC}}(t)$ when all PC modes are used in constructing $\widetilde{\mathbf{v}}(t)$. However, as seen from Eq. (18), PC modes are divided by the square-root of the PC eigenvalues, i.e., standard deviations of the PC mode trajectories. This means that modes with small fluctuations are amplified, thus DCA using all PC modes as well as tICA suffers from noise by construction. In other words, while elements for these small-amplitude PC modes in the rotation matrix $\widetilde{\mathbf{U}}_{\tau}$ are often small, the contributions of these modes to $\mathbf{U}_{\tau}^{\text {DC }}$ $\left(=\mathbf{U}_{\tau}^{\mathrm{IC}}\right)$ become large and affects the character of DC as well as IC modes. To overcome this issue, here we restrict the number of PC modes to be used in constructing $\widetilde{\mathbf{D}}_{\tau}$ in the DCA framework. Hereafter we denote the DC modes constructed using $N$ PC modes as $\mathbf{q}^{\mathrm{DC}(N)}$, e.g. $\mathbf{q}^{\mathrm{DC}(448)}=\mathbf{q}^{\mathrm{IC}}$. This is expected to reduce the noise from $\mathbf{U}^{\mathrm{DC}(\mathrm{N})}$ when characterizing the modes while preserving the slow dynamics.

## III. Results and discussion

## Slow exchange dynamics from angular correlation

First, the slow relaxations of residues in Pin1 are analyzed using the angular correlation $C_{0}(t)$ of Pin1's backbone N-H bonds. The results for all residues are given in Figure S3(a), and the values at $t=1 \mu \mathrm{~s}$ are plotted in Figure 1 to highlight the residues showing slow decay. The residues with $C_{0}(t=1 \mu \mathrm{~s})>0.05$ are further labeled and mapped on the protein structure in Figure 1. The result shows that the residues with notably slow decay are localized at Cys113 to Gly120, which involves the $3_{10}$ helix. In the apo state, Lys63 to Ile78 and Asp153 to Ser154, which are part of the "ligand binding" and "short" loops, respectively, as well as Lys97, Ser98, and Phe103, located at the C- and N-terminals of two $\alpha$ helices, also decay slowly. Figure 1 also shows that when the ligand binds to Pin1, $C_{0}(t=1 \mu \mathrm{~s})$ becomes smaller in most residues, indicating that ligand binding either reduces the amount of slow component or suppresses slow dynamics. One exception is at about the $3_{10}$ helix in the trans state showing the increase in $C_{0}(t)$ especially at Ser114 to Lys117.

To quantify the timescale of slow dynamics from $C_{0}(t)$, the relaxation time distributions $F(\tau)$ are calculated using iLT. $F(\tau)$ for all residues are summarized in Figure $\mathrm{S} 3(\mathrm{~b})$, and individual curves for the residues with slow relaxations (as labeled in Figure 1) are plotted in Figure 2. We find that in the apo state, most residues plotted in Figure 2 shows a peak at the microsecond time regime. These microsecond components are also found in the ligand bound states, but the amplitudes and peak positions are shifted towards reducing the amount of slow dynamics. Note, however, that in Ser114 to Lys117, the dynamics become somewhat slower when the ligand in the trans state is bound to Pin1.

To further examine how ligand binding affects the slow dynamics of Pin1, the slowest relaxation time for each residue, estimated from the peak position of $F(\tau)$ given in Figure S3(b), is summarized in Figure 3. Here we omit the shallow peaks (i.e. peak maximum lower than 0.1 ) which may have appeared due to lack of sufficient sampling. The result shows that


Figure 1: Angular correlation function $C_{0}(t)$ at $1 \mu \mathrm{~s}\left(C_{0}(t=1 \mu \mathrm{~s})\right.$ )for the apo (top), cis (middle), and trans (bottom) states. Labels denote the residues with $C_{0}(t=1 \mu \mathrm{~s})>0.05$, and these residues are colored in the structures of Pin1 (with coordinates from PDB: 2Q5A) on right.
residues exhibiting microsecond relaxation time is reduced from 15 to 7 and 11 in the apo to cis and trans states, respectively. Microsecond dynamics are present only at residues 97 , 99, and 100 , and 116 to 120 in the cis state, whereas they appear in $63,77,112$ to 120 in the trans state. On the other hand, many residues in the cis state exhibit a peak at $\sim 600$ ns, which implies that collective dynamics at this timescale are present. These results thus indicate that while slow dynamics are present in all three states, the dynamics are reduced at most residues when the ligand is bound. Here we note that, in the NMR experiment, ${ }^{27}$ Arg69 and Cys113 to Ser115 (Group A) and Gln75 to Lys77 (Group B) were found to show slow exchange dynamics with a rate of $1200 \mathrm{~s}^{-1}$ and $5000 \mathrm{~s}^{-1}$, respectively, in the apo state. Although the timescales estimated in the experiment are too slow compared to what MD simulations can access, the residues involved in these slow dynamics are in notable agreement with the MD result. On the other hand, the same work also indicated that when the ligand is present, the number of residues involved in Group A are increased, which involves Arg68,

Arg69, Ser154, and Gly 155; the rates changed to $1500 \mathrm{~s}^{-1}$ and $3500 \mathrm{~s}^{-1}$ for Groups A and $B$, respectively. This is in contrast to the current result, yet it is important to note that the slow dynamics in the NMR experiment ${ }^{27}$ also involves isomerization events. Thus ligand isomerizations can also contribute to slow dynamics by shifting the equilibrium structure if they differ before and after the reaction.
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Figure 2: Relaxation time distribution functions $F(\tau)$ for the residues with slow relaxation of $C_{0}(t)$ labeled in Figure 1. Blue, red, and yellow lines are the results for the apo, cis, and trans states, respectively.


Figure 3: Slowest relaxation time of each residue determined from the peak of $F(\tau)$ for (a) apo, (b) cis, and (c) trans states. Only the peaks higher than 0.1 are considered. The blue points in (b) and (c) show the result of (a) (apo state) to highlight the changes triggered by ligand binding.

## Changes in structure from order parameter

We next compare the order parameter $S^{2}$, calculated using Eq. 3, to examine how the structures and conformational flexibilities differ among the apo, cis, and trans states. The raw $S^{2}$ values for all residues and the differences $\left(\Delta S^{2}\right)$ between the apo, cis, and trans states are given in Figures S4 and 4, respectively. Figure 4 shows that, upon ligand bind, $S^{2}$ increases most prominently at residues 114 to 120. The residues in the ligand binding (Lys63 to $\operatorname{Arg} 80$ ) and short (Ser154 to Ile156) loops also show positive $\Delta S^{2}$. This change in $S^{2}$ is consistent with previous studies showing that Arg68, Arg69, Cys113, and Ser154 strongly interacts with the ligand in the ligand-Pin1 complex. ${ }^{39-41,59,60}$ We also see that increase in $S^{2}$ is more pronounced in the cis state compared to that in the trans state, especially at the C-terminal half of the ligand binding loop (e.g. Trp73 to Ile78) and the residues at about the N-terminal of $3_{10}$ helix (Ser111 to Ser115) (Fig. 4(c)). This indicates that conformational flexibility is reduced in the cis state than in trans state. Comparison of Figures 4 and 1 highlights that the residues with a notable increase in $\Delta S^{2}$ match remarkably well with those showing slow relaxation of $C_{0}(t)$ in the apo state. These results show that the residues participating in ligand binding highly overlap with those exhibiting slow dynamics, and indicates that slow dynamics of Pin1 are reduced by ligand binding.

## Molecular origin of slow conformational dynamics

While $\Delta S^{2}$ in Figure 4 shows that residues 113 to 120 become rigid when the ligand is bound in the cis and trans states, our previous result ${ }^{41}$ has indicated that the $3_{10}$ helix is formed only in the trans state. To reveal the molecular origin of this seeming discrepancy, hydrogen bond patterns at about the $3_{10}$ helix are analyzed. In particular, a hydrogen bond between Cys113(O) and Ala116(H) is found frequently when the $3_{10}$ helix is present. The distributions of the Cys113(O)-Ala116(H) distance, given in Figure 5(a), indeed show that a sharp peak at $<3.0 \AA$ is present in the trans state. A small peak is also seen in the apo state, but disappears in the cis state. Instead, Figure $5(\mathrm{~b})$ shows that a strong hydrogen bond between


Figure 4: Differences in the order parameter $\left(\Delta S^{2}\right)$ for the backbone $\mathrm{N}-\mathrm{H}$ bonds between (a) cis and apo, (b) trans and apo, and (c) cis and trans states. The raw $S^{2}$ data are given in Figure S4.

Cys113(O) and Thr73(H) is found in the cis state. This hydrogen bond is almost fully conserved in the cis state, thus can be regarded as a characteristic "coiled" structure when the $3_{10}$ helix is unfolded (Figure $5(\mathrm{c})$ ). Moreover, the hydrogen bond between Cys113(O) and $\operatorname{Thr} 73(\mathrm{H})$ is found in the apo as well as trans states, indicating that conformational transitions between the $3_{10}$ helix and coiled states are intrinsic in Pin1, and the balance between the two states are determined by the presence of ligand as well as its isomerization state. The TCF of the Cys113(O)-Ala116(H) distance and its relaxation time distribution, given in Figure 6, show that the transitions between the two states occur in the microsecond timescale. The rate becomes slightly slower in the trans state compared to that in the apo state, which may be due to the $3_{10}$ helix being more stable when the ligand in the trans state is bound.

We note that Cys113(O)-Thr73(H) hydrogen bond not only locks Thr73, but further affects the dynamics of the ligand binding loop (residues 69 to 78). To analyze the correlation of motions between these residues in more detail, the generalized correlation coefficient based on mutual information of the $\mathrm{N}-\mathrm{H}$ vectors is analyzed. The coefficient matrix $\mathbf{r}_{\mathrm{MI}}$ for the apo state is given in Figure 7, whereas those for the cis and trans states are summarized in Figure S5. Figure 7 shows that $\mathbf{r}_{\mathrm{MI}}$ about the $3_{10}$ helix (residues 113 to 120 ) is large, indicating that helix folding/unfolding is a highly correlated event. The correlation within the ligand binding loop is also strong, and the motions at this loop are correlated with the $3_{10}$ helix regime through residues $\operatorname{Trp} 73$ and $\operatorname{Arg} 74$, as seen in the off-diagonal elements in Figure 7. Similarly, we find correlations in motions between the N-terminal of the ligand binding loop (residue 68 and 69) and the short loop (residues 153 and 155). This correlation is maintained through the hydrogen bond between $\operatorname{Arg68(H)}$ and Asp153(O). Thus, the slow conformational change at about the $3_{10}$ helix (residues 113 to 120 ) is "communicated" to the ligand binding loop (residues 71 to 80), and is further transmitted to the short loop (residues 153 to 155), resulting in correlated slow dynamics at different regions of the protein that surround the ligand binding pocket. Moreover, the difference in $S^{2}$ between the cis and


Figure 5: Histograms of the distances between (a) Cys113(O) and Ala116(H) and (b) Cys113(O) and Thr73(H). Blue (top), red (center), and yellow (bottom) histograms show the results for the apo, cis, and trans states, respectively. The boxes in dashed lines highlight the peaks with the distances below $3 \AA$. (c) Characteristic structures where the Cys113(O)Ala116(H) (left) and Cys113(O)-Thr73(H) (right) distances (orange dashed lines) are $\sim 2$ Å.


Figure 6: (a) Time correlation functions of the distance between Cys113(O) and Ala116(H), and (b) their relaxation time distributions calculated using iLT. Blue, red, and yellow lines denote the results for the apo, cis, and trans states, respectively.
trans states (Figure 4) as well as their structural analyses (Fig. 5) indicate that the mean structure differs between the cis and trans states. This will result in an apparent slow dynamics coupled to isomerization reaction events, even though the dynamics within the cis and trans states are suppressed as shown above (Fig. 2). Overall, these dynamic events are expected to appear as slow dynamics in the Pin1-ligand complex in the NMR experiment. ${ }^{27}$

## Characterization of the slowest correlated motion

Finally we examine the trajectory of Pin1 in the apo state to investigate collective motions with slow dynamics using the DCA method. As seen from Fig. S6, the TCFs calculated from the trajectories of DC 1 and DC 2 are found to relax notably slower than the other modes. The trajectories of DC 1 and DC 2 , given in Fig. S7(a), shows that DC 1 captures a very rare event that occurred only once throughout the 20 trajectories, whereas DC 2 describes the transitions that occur infrequently but in multiple trajectories. When the trajectories constructed using different number of PCs as in Eq. (16) are compared, we find that 50 and even 20 PC modes seems sufficient to capture the character. The TCFs and their relaxation


Figure 7: Generalized correlation coefficients based on mutual information for the apo state. Residual interactions are calculated using the backbone N-H bonds. Diagonal terms are also set to zero. The ligand binding loop, $3_{10}$ helix, and short loop as well as their correlations are highlighted in white boxes. The results for the ligand bound states are provided in Figure S5.
time distributions, given in Figs. S 8 and S 9 , indeed reveals that $\mathbf{q}^{\mathrm{DC}(20)}$ sufficiently capture the essential slow dynamics found in the $\mathbf{q}^{\text {IC }}$. Here we note that the timescale for the relaxation of DC1 cannot be estimated properly since only one transition is found in the trajectories.

We next analyze the coordinates contributing to DC modes. Figs. 8 and 9 show the conversion matrix $\mathbf{U}^{\mathrm{DC}}$ (Eq. 18) for DC 1 and DC 2 , respectively. We see that DC 1 largely consists of changes in residues 102, 103, and 152 to 155 . Comparison of Figs. 8(a) and 8(b) indicates that while the essential components are similar, $\mathrm{DC}(448)$ appears to involve many non-zero components. This character becomes more evident in DC2, i.e. DC(448) cannot distinguish the important components from the "noise". In contrast, $\mathrm{DC}(20)$ finds that DC 2 mainly consists of changes in the ligand binding loop (residues 68, 69, 76, and 77 ), $3_{10}$ helix (117, 119, and 120), and short loop (153 to 155). These results show that despite the differences in timescales studied in the simulation and experiment, DC1 and DC2 extracts the coupled motions of residues exhibiting slow dynamics as Group A and B in the experiment. The rate estimated from the DC modes are slightly slower than those from the angular relaxation of individual $\mathrm{N}-\mathrm{H}$ vectors, likely due to coupling between motions. DCA thus indicates that slow collective motions between residues about the catalytic pocket exist, which confirms the correlation found in $\mathbf{r}_{\mathrm{MI}}$ (Fig. 7).

## IV. Summary

NMR relaxation dispersion measurements have shown that Pin1 involves micro- to millisecond dynamics in the apo state, ${ }^{27}$ and that the dynamics correlate with the timescale of isomerization reaction. This implies that the slow dynamics of Pin1 is necessary for the reaction and the slow dynamics are intrinsically embedded in Pin1 even when the ligand is absent.

In order to elucidate the molecular mechanism behind the changes in Pin1's slow dy-


Figure 8: Coordinates contributing to DC 1 in (a) $\mathbf{U}^{\mathrm{DC}(448)}$ and (b) $\mathbf{U}^{\mathrm{DC}(20)}$. Green and yellow regions describe the torsion angles in cosine and sine forms. The components with the absolute value larger than 0.1 are marked in red points with labels.


Figure 9: Coordinates contributing to DC 2 in (a) $\mathbf{U}^{\mathrm{DC}(448)}$ and (b) $\mathbf{U}^{\mathrm{DC}(20)}$. Green and yellow regions describe the torsion angles in cosine and sine forms. The components with the absolute value larger than 0.1 are marked in red points with labels.
namics, here we studied the dynamics of Pin1 in the apo as well as ligand bound states using multiple $10 \mu \mathrm{~s}$ MD simulations. The angular correlation functions of the backbone N-H bonds showed that slow dynamics are found most prominently at about the $3_{10}$ helix. The slow dynamics were also found at the ligand binding as well as short loops, which interact with the ligand when the ligand is bound. The timescales of these slow dynamics were estimated to be on microseconds from the relaxation time distributions obtained by inverse Laplace transform of the angular correlation functions. The result for the ligand bound complex, on the other hand, showed that slow dynamics are reduced when the ligand is bound. This trend appears to contradict the NMR experiment. ${ }^{27}$

To understand the origin of this seeming discrepancy, the structural rigidness of Pin1 was analyzed using the order parameter $S^{2}$. The result showed that $S^{2}$ is increased upon ligand binding, which is in line with the decrease of slow dynamics in the ligand bound state. The difference of $S^{2}$ between the cis- and trans-ligand bound complexes, on the other hand, indicates that major structures in the two states are different. By analyzing the structure ensembles of the ligand-bound complexes in more detail, we found that the $3_{10}$ helix is formed in the trans state, whereas the helix is unfolded in the cis state. Instead, a characteristic coiled structure with a strong hydrogen bond between Cys113(O) and Thr73(H) was found in the cis state. Furthermore, the transitions between the helical and coiled states were observed in the apo state, with the timescale of the transitions estimated to be on the order of microseconds. Note that the $3_{10}$ helix was also found to be unstable in previous MD simulations. ${ }^{32,41}$

By analyzing the residual correlations based on the mutual information, the conformational dynamics at about the $3_{10}$ helix region were found to affect the ligand binding loop via $\operatorname{Trp} 73$ and $\operatorname{Arg} 74$; the dynamics were further communicated within this loop and to the short loop through a hydrogen bond between $\operatorname{Arg68(H)}$ and $\operatorname{Asp153(O).~Thus,~the~slow~dynamics~}$ at different residues found in the apo state were connected by a network of residues mediated by the ligand binding loop. The analysis of time correlation matrix via DCA further
confirmed that the ligand binding loop, $3_{10}$ helix, and short loop moves in a collective manner in the microsecond timescale. We also note that DCA constructed from 20 PC modes was able to characterize this collective motion, whereas DCA using all PC modes, which is equivalent to tICA, suffered from noise that originates from small amplitude PC modes. Although the MD simulation performed here is not sufficient to distinguish the slow modes, e.g. those consisting Group A and B in the NMR experiment, the current result indicates that DCA can be applied to characterize the intrinsic slow motions involved in catalysis when sufficiently long MD simulation is performed.

Finally, the difference in equilibrium structures between the cis and trans states are expected to exhibit slow dynamics coupled to isomerization reactions as a result of population shift. Here we emphasize that the slow protein dynamics are not directly coupled to isomerization transitions at the ligand, since the isomerzation events are expected to occur locally and rapidly (at $\sim \mathrm{ps}$ ) from the conformational excited state. ${ }^{41}$ On the other hand, the formation of proper interactions, e.g., $3_{10}$ helix and the hygrogen bond between the catalytic and short loops, is essential for the excited state and near the transition state. Thus, the slow dynamics of Pin1 do not play a direct role in catalytic reaction events, but are nevertheless important for the catalytic activity by tuning the structure of Pin1 in the bound state in a ligand-specific manner as well as by accessing the excited state. We also note that, when the WW domain is present, dynamic allostery is observed when a ligand is bound to the WW domain. To what extent does this ligand binding affects the slow dynamics observed in the current manuscript is to be studied in future work. Whether the slow intrinsic dynamics of other enzymes including PPIases also play similar roles during catalysis are currently under investigation.
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