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Chapter 1 Introduction 

 

1.1 Background 

1.1.1 General introduction of GaN 

Gallium Nitride (GaN) is highly regarded as a third-generation semiconductor. It has 

a lot of unique properties, such as wide direct bandgap, high breakdown electric field, 

radiation resistance, thermal stability, etc.1-15 Especially since the 1990s, GaN has been 

well known because it has been used in light-emitting diodes. GaN is also widely used 

for high-power and high-speed optoelectronic devices.16-29 In addition, compared with 

silicon, GaN has the advantages of low switching loss, good heat dissipation, large 

breakdown field strength, etc. Therefore, GaN has great potential for application in power 

devices. 

 

 

For example, in order to enhance block voltage, semiconductor devices with higher 

breakdown electric fields are necessary. 33,34 The relationship between the breakdown 

electric field and block voltage is given by: 

                         𝑉𝐵 ≈
𝜀.𝐸𝑐

2

2.𝑞.𝑁𝐷
                     (1) 

 Si GaAs 4H-SiC GaN Diamond -Ga2O3 

Breakdown 

Electric Field 

[MV/cm] 

0.3 0.4 2.0 3.8 10 8 

Thermal conductivity 

[W/cm. K] 
1.5 0.46 3.7 2.5 23 0.13-0.21 

Electron saturation 

velocity [x 107 cm/s] 
1.0 1.2 2.0 2.7 2.5 2 

Energy  

Bandgap [eV] 
1.1  1.4 3.3  3.4 5.5 4.5-4.9 

Mobility (cm2/V. s) 1350 8500 850 1900 2000 300 

Relative dielectric 

constant ( 𝜀 ) 
11.8 13.1 10 9.5 5.5 10 

Table 1.1: Specific properties of Si, GaAs, SiC, GaN, diamond, and Ga2O3.30-34 
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where VB represents breakdown voltage, ε is the dielectric constant, EC is the breakdown 

electric field, q stands for electron charge, and ND is semiconductor material doping 

density. According to equation 1 and table 1.1, assuming the same doping density of 

semiconductors, the blocking voltage for commonly used semiconductors materials (Si, 

GaAs, SiC, and GaN) can be calculated, and the results are shown in Fig. 1.1. As can be 

seen, GaN has great potential in the field of high-voltage devices. The properties of Si, 

GaAs, SiC, GaN, diamond, and Ga2O3 are summarized in table 1.1.30-34  

 

 

 

 

 

 

 

Figure 1.1. Blocking voltage normalized for Si common semiconductors.34 
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1.1.2 Structures of GaN  

GaN has three polytypes: wurtzite, sphalerite and rock salt. In general, the wurtzite 

structure is the most stable among the polytypes. For the wurtzite structure, the space 

group is P63mc, where lattice parameters in the unit cell are a = b = 3.2 Å, c = 5.2 Å;  = 

 = 90°,  = 120°.35, 36 The atomic structures of Ga and N-polar GaN are shown in Fig. 

1.2. 37-40 Two other structures are sphalerite and rock salt. Sphalerite GaN exhibits the 

space group of F4̅3m. The sphalerite structure can convert to the wurtzite structure. 41,42 

The rock salt presents a space group of Fm 3̅ m, which can be produced by phase 

transformation from wurtzite GaN under high pressure. 43-46 Figure 1.3 shows the GaN 

Figure 1 Figure 1.2: The atomic structures of Ga and N polar GaN. 

Figure 1.3: GaN unit cells of wurtzite, sphalerite, and rock salt structures. 
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unit cells, and table 1.2 presents the GaN lattice parameters. 

Table 1.2: The lattice parameters of the unit cells for wurtzite, sphalerite, and rock salt of GaN.47 

 

 

 

 

 

 

1.1.3 The usual methods to prepare GaN  

In nature, GaN cannot exist as a single crystal. For the preparation of GaN single 

crystal, metal-organic chemical vapor deposition (MOCVD), molecular-beam epitaxy 

(MBE), and hydride vapor phase epitaxy (HVPE) methods are usually used. 

 

1.1.3.1 Metal-organic Chemical Vapor Deposition (MOCVD)  

For the MOCVD method,48-55 sapphire is often used as the substrate. 

Trimethylgallium (TMGa) is usually used as the Ga source while ammonia gas is the 

nitrogen source. Hydrogen gas (or/and N2) is utilized as a carrier gas to transport the  

reactants to a reaction chamber. The temperature in the reactor chamber is set at 1200℃, 

and GaN single crystal forms on the substrate in the reactor chamber. The advantages of 

MOCVD are low cost, large-scale growth, easy control, etc. Figure 1.4 shows the 

schematic of GaN growth by the MOCVD method. 

 

 Space 

group 

Crystal  

System 
a b c    

wurtzite P63mc hexagonal 3.2Å 3.2Å 5.2Å 60° 60° 120° 

sphalerite F4̅3m cubic 3.2Å 3.2Å 3.2Å 60° 60° 60° 

rock salt Fm3̅m cubic 3.0Å 3.0Å 3.0Å 60° 60° 60° 

Figure 1.4: GaN growth of MOCVD method. 
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1.1.3.2 Molecular-beam epitaxy (MBE) 

For the MBE method, 56-58 metal Ga is working as a Ga source, nitrogen gas is used 

as the nitrogen source. Sapphire is commonly used as a substrate. The Ga molecular beam 

and nitrogen gas are sprayed onto the substrate. Then, GaN is formed on the substrate. 

Compared with the high-temperature reaction of MOCVD (~1200 ℃), MBE has a lower 

reaction temperature (~700 ℃) to prepare the single crystal. The advantage of the MBE 

method is not to require an ultra-high reaction temperature.  

 

1.1.3.3 Hydride Vapor Phase Epitaxy (HVPE) 

The HVPE method was reported by Maruska and Tietjen in 1969.59-62 The setup of 

the HVPE system is simple. For the HVPE method, larger and fairly uniform GaN films 

can be produced in comparison to other methods. Figure 1.5 shows a schematic of GaN 

preparation by the HVPE method. HVPE systems include two parts, the left part is the 

low-temperature region (∼800℃), and the right is the high-temperature region (∼1000℃). 

In the case of the low-temperature region, HCl gas is carried by N2 (or /and H2) to react 

with Ga under 800℃, then the generated GaCl is carried to the high-temperature region, 

and finally, it reacts with NH3 under 1000 ℃ to form single crystal GaN.  
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Generally, sapphire, SiC, and GaN are used as substrates. Sapphire is not expensive, easy 

to obtain, and has good thermal stability. As a result, sapphire is widely used. However, 

there are large differences in lattice constant and linear expansion coefficient between 

sapphire and GaN. These lead to the appearance of defects in GaN, affecting the quality 

of the GaN crystal. In contrast, SiC and GaN are more suitable as the substrates for the 

preparation of GaN, because their lattice constants and linear expansion coefficients are 

similar.  

 

1.2 N-and P-type GaN. 

Intrinsic GaN has few carriers for practical applications, thus doping with other 

elements to increase carriers is crucial. The carrier concentration increases significantly 

with the amounts of dopants. Donor impurities are necessary to obtain N-type GaN or 

acceptor impurities are required to form P-type GaN.  

 

 

Figure 1.5:  GaN growth by the HVPE method. 
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1.2.1 Dopants for N-type GaN 

For N-type GaN,63 Si is usually used as the dopant because it can form a shallow 

donor energy level with ionization energy of ∼30 meV.64,65 There are some common 

methods used to form Si dopants in GaN. The first one is the MOCVD method.64, 66-68 It 

is based on the MOCVD growth of GaN described above, and Si sources (e.g., SiH4, Si2H6) 

are introduced into the progress of GaN growth. The great advantage of this method is 

easy to control and this method does not require additional equipment. The second 

method is pulsed sputtering deposition (PSD).69-72 This method does not introduce other 

elements, Therefore, the doped GaN grown by this method has few impurities. The lightly 

and heavily Si-doped GaN can be prepared by varying Si vapor flux.70 The third one is 

physical vapor deposition (PVD). Magnetron sputtering is one of PVD.73 The input 

ionized Ar impacts the target of Si, and then the excited Si is positively charged (Si+). 

Finally, the Si ions are to bombard the Ga substrate, then implant into GaN. Figure 1.6 

shows the schematic of magnetron sputtering of Si-doped GaN. The fourth is the HVPE 

Figure 1.6: Magnetron sputtering method for Si-doped GaN.73 
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method.74-76 As mentioned HVPE method above, the Si source (e.g., SiClx, 

Dichlorosilane) is introduced during the growth of GaN in the HVPE process. Other 

methods such as MBE are also used to grow Si-doped GaN. 

 

1.2.2 Dopants for P-type GaN 

For P-type GaN, Mg is usually used as the dopant because it can form a shallow 

accepter energy level. 77,78 The following are several common doping methods for Mg- 

doped GaN. The first one is the MOCVD method.66,79-83 Bis-cyclopentadienyl magnesium 

(Cp2Mg) is used as an Mg source while trimethylgallium and ammonia are the sources 

of Ga, and N, respectively. H2 (or/and N2) is used as carrier gas. The reaction process is 

basically similar to that described in chapter 1.2.1. The second one is the MBE 

Figure 1.7: MBE method for Mg-doped GaN. 
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method.84,85 Solid Mg is used as the dopant source. High-purity Ga metal is used as the 

source of Ga. The schematic of MBE is shown in Fig. 1.7. The third is PSD, 86,87 this 

method can largely eliminate the doping of hydrogen atoms. The fourth one is the HVBE  

method,88-91 where Mg/MgO/ Cp2Mg is used as the source of Mg dopant source, and HCl 

and NH3 are worked as gaseous reagents. This method is simple and effective for the 

preparation of Mg-doped GaN.  

 

1.3 Present issues for Si/Mg-doped GaN 

For GaN-based devices, Si and Mg are commonly used as n-type and p-type dopants, 

respectively. These dopants are mainly ascribed to the shallow dopant property.  

However, the carrier concentration is much lower than the number of dopants.  

According to previous studies, the carrier concentration is about a few orders of 

magnitude less than the dopant concentration. 75,92 In spite of many studies on dopants in 

GaN, there are few methods directly to investigate the atomic structures and chemical 

states of dopants in GaN. Kumar et al. investigated chemical states and atomic structures 

in dopants for Mg-doped GaN using scanning transmission electron microscopy and atom 

probe tomography.93 Renault et al. investigated atomic structures and chemical states of 

dopants for Si-doped GaN using X-ray photoelectron spectroscopy and scanning Auger 

microscopy.94 However, they could not clarify atomic structures and chemical states in 

active sites of the dopants. Thus, one requires a method that probes the chemical states 

and atomic structures of the active and inactive dopants in GaN. In addition, to gain 

knowledge about the carrier control in metal−oxide−semiconductor field effect transistors, 

it is crucial to clarify the atomic structures and the chemical states of the active and 

inactive dopant sites in GaN. 
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1.4 The purpose of the thesis.  

The purpose of this thesis is to clarify the atomic structures and chemical states of 

active and inactive dopant states of Si / Mg-doped GaN. Once the atomic structures and 

chemical states of active and inactive dopant states are clarified, it is possible to suggest 

fabrication methods to reduce and vanish inactive dopant states. For the purpose of the 

present thesis, Auger electron spectroscopy (AES), photoelectron spectroscopy (PES), X-

ray absorption near-edge structure (XANES), and photoelectron holography (PEH) were 

employed to clarify the atomic structures and chemical states of active and inactive dopant 

states of Si / Mg-doped GaN. 

 

1.5 Content summary 

Chapter 1 introduces the introduction and general background of GaN, the 

preparation method of GaN, and the preparation method of N and P-type GaN. Chapter 1 

also includes issues that should be solved and the purpose of this doctoral thesis. 

Chapter 2 presents the sample preparation methods and experimental procedures 

used in the present thesis. The principle of the characterization methods (PES, AES, 

XANES, PEH, etc) used in the present thesis is also explained.  

Chapter 3 describes the results on the use of chemical state-discriminated PEH, PES, 

and AES to clarify the local atomic structures and the chemical states of active and 

inactive dopant states for Mg dopants in Mg-doped GaN.  

Chapter 4 presents the clarification of the atomic structures and chemical states of 

active and inactive dopant sites in Si-doped GaN using XANES and the XANES 

simulations.  

Chapter 5 describes the conclusions and the outlook of the thesis. The conclusions 
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subchapter summarizes the most important results. 

The supplementary chapter is included in this thesis. The chapter describes the 

beamlines of Aichi synchrotron radiation and SPring-8. 
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Chapter 2   Research methods.  

 

2.1 Samples of Si and Mg-doped GaN. 

2.1.1 Si-doped GaN. 

Si-doped GaN (0001) substrates were prepared by the HVPE method,1-3 which were 

made by the ETA research company. The typical schematic diagram of the reaction is 

shown in Fig. 2.1. The sample preparation consists of the source and the deposition zones. 

The temperature of the source zone was 700 to 900 ℃, and the temperature in the 

deposition zone was around 1000 ℃.  

 

2.1.2 Mg-doped GaN. 

 

 

 

Figure 2.2: Preparation of Mg-doped GaN by HVPE. 

Figure 2.1: Preparation of Si-doped GaN by HVPE. 
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The samples of Mg-doped GaN were also purchased from the ETA research company. 

The Mg-doped GaN (0001) was prepared by the HVPE method,3 which is shown in Fig. 

2.2.  

 

2. 2 Characterization Methods. 

2.2.1 X-ray Photoelectron spectroscopy (XPS). 

2.2.1.1 XPS apparatus in the laboratory. 

XPS was first developed by K. Siegbahn in the early1960s. Since the qualitative 

analysis of chemical elements is possible using XPS, it is known as electron spectroscopy 

for chemical analysis (ESCA).4-8 From the initial qualitative analysis of chemical 

elements, it has become a vital analysis tool for the qualitative analysis of elements, 

chemical states, and depth distribution. XPS apparatus mainly consists of three parts: an 

X-ray source, an ultra-high vacuum chamber, and an electron energy analyzer, which is 

shown in Fig. 2.3. The typical X-ray sources are Al K and Mg K whose energies are 

1486 and 1253 eV, respectively.   

Figure 2.3: XPS apparatus in laboratory. 
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2.2.1.2 Principe of XPS Principle. 

X-rays excite the inner electrons of materials, and thus the excited electrons are 

called as photoelectrons. When the photon energy of the X-ray is greater than the binding 

energy (BE) + work function, photoelectrons are excited. The process is shown in Fig. 

2.4. Applying Einstein’s photoelectric equation, kinetic energy (KE) and Eb of the emitted 

photoelectrons can be given by following: 

Eb=h-Ek-W.  hv＞Eb+ W                               (3) 

where Eb is BE of electrons, Ek is the kinetic energy of photoelectrons, hv represents 

photon energy, and W is the work function.9-12 The energy levels are shown in Fig. 2.5. 

Figure 2.4: Photoelectron excitation process. 

Figure 2.5: Energy level of photoelectron excitation process. 
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Hemispherical electron energy analyzer (HEA) and cylindrical mirror analyzer are 

usually used as electron analyzers. HEA is shown in Fig. 2.6, and the principle of HEA is 

explained as follows: photoelectrons are slowed down at the entrance slit using the 

electrostatic lens. In order to pass photoelectrons through the HEA, 13 the negative voltage 

is used (V2 < V1). For the middle radius R0, the potential V0 is as follows: 

                    V0 = (V2 R2 + V1 R1) / 2 R0                                  (4) 

where R1 and R2 are the respective inner and outer radius, R0 is the average radius. By 

changing V1 and V2, the photoelectrons with the corresponding kinetic energy with eV0 

travel to the detector. Finally, the kinetic energies of the photoelectrons are analyzed. 

Because the detected electrons are very weak, electron multipliers are often used to 

amplify the gain.  

Figure 2.6: Hemispherical electron energy analyzer. 13 
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2.2.1.3 Energy resolution of electron analyzer. 

The energy resolution is an important parameter for chemical analysis. The small 

energy resolution indicates a smaller distinguishable energy difference. The energy 

resolution of the analyzer, ΔE, is expressed by the following formula.  

ΔE = Ep (
𝑊

2𝑅
+ 

𝛼2

2
)                              (5) 

W is the slit width, R is the mean radius of the analyzer, Ep is the pass energy, and the 

acceptance angle of α at the entrance slit.14 It can be seen from the above equation that 

reducing the pass energy, reducing the slit width, reducing the acceptance angle, and 

increasing the radius of the analyzer are effective for obtaining higher energy resolution. 

                              

2.2.1.4. PES apparatus in Synchrotron Radiation Center. 

Electromagnetic radiation is emitted when an electron cluster accelerated to close to 

the speed of light moves along an arc-shaped orbit in a magnetic field, as shown in Fig. 

2.7. 15-19 It was first observed in the synchrotron, so it is called synchrotron radiation (SR). 

Compared to laboratory X-ray sources, SR source has advantages such as extremely high 

brightness, wide wavelength, etc. The light irradiated from the SR is a continuous 

spectrum from far infrared to hard X-rays. According to the experimental needs, 

Figure 2.7: Principle of X-ray generation at SR center. 



28 

 

monochromators are used to adjust wavelengths based on the Bragg equation 20,21：  

2d sin  = n     n=1, 2, 3……                                 (6) 

The monochromatic photon energy one wants can be obtained by adjusting the angle of 

the monochromator. 22,23 

 

 

 

 

Figure 2.8: Monochromator of Si double crystal. 

Figure 2.9: Bragg condition. 
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2.2.1.5 XPS for chemical analysis. 

   As shown in Fig. 2.10 (a), the XPS survey spectrum of GaN shows many peaks, which 

is corresponding to Ga, N, C, Al, and O. Figure 2.10 (b) shows the spectra of Ga 3d. There  

are several peaks in which the energy difference is based on different chemical states. The 

energy shift is called as a chemical shift.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) 

Figure 2.10: (a) survey XPS spectrum of GaN; (b) Ga 3d core level spectrum of GaN.24 
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2.2.1.6 XPS for depth profile. 

XPS can be also used to obtain the chemical states of materials at different depths, 

according to the different kinetic energy of photoelectrons and electron detection angle at 

the surface of the samples. Figure 2.11 shows the inelastic mean free path (IMFP) as a 

function of electron energy. IMFP exhibits a minimum for electrons of around 50 -100 

eV because the energy loss of electrons occurs by plasmon.26 The relationship between 

electron energy and IMFP can be described by the following semi-empirical formula 25: 

                = 
538𝑎

𝐸2 +  0.41𝑎3 2⁄ (elements); 

 = 
2170𝑎

𝐸2 + 0.72𝑎3 2⁄ 𝐸1 2⁄  (Inorganic compounds).           (7)                                     

where a is the monolayer thickness.  

The TPP-2M formula developed by Tanuma et al. is now widely used to calculate 

IMFP.27 Information depth is defined as three times of the IMFP (d =3  d is information 

depth ) with the percentage of detected electrons is 95%. According to the Beer-Lambert 

Figure 2.11: IMFPs of electron energy. 25 
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law, the intensity I0 (at the surface) and the intensity I (at depth of d) are described as the 

following equation:  

 I0 = I 𝑒−𝑑/λ    ，                           (8) 

As shown in Fig. 2.12, the intensities of 1λ, 2λ, and 3λ exhibit 37, 14, and 5% of I0, 

respectively. 

 

2.2.2. Photoelectron diffraction (PED).  

Siegbahn et al. observed clear photoelectron diffraction on single-crystal surfaces in 

1970. 29 After decades of experimental and theoretical developments, PED has become a 

powerful method in the fields of adsorption surfaces, doped structures, epitaxial surfaces, 

etc. PED principle is explained as follows 30,31: the electrons of the atoms are excited to 

form photoelectrons, and then the photoelectron waves are scattered by surrounding 

atoms in the process of propagation. After that, the original photoelectron waves and the 

Figure 2.12: IMFP as a function of information depth. 28 
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scattered photoelectron waves interfere to form patterns with modulated intensity. By 

analyzing the photoelectron intensity as a function of emission angle, or different 

photoelectron energies, PED patterns can be obtained. Since PED is based on PES, PED 

is a chemical state-specific method, which is very useful for the atomic structure of 

adsorption surfaces, doped structures, epitaxial surfaces, etc. The diffraction patterns 

formed by PED reflect the local atomic structures around the excited atoms because the 

IMFP of the excited photoelectrons exhibits a few nanometers.  

For photoelectrons with kinetic energy less than 500 eV, multi-scattering, forward 

scattering, and backscattering are dominant. For photoelectrons with kinetic energy 

greater than 500 eV, forward scattering is dominant. The multi-scattering, backscattering, 

and forward scattering are shown in Fig. 2.13. 

There are many theories to explain PED. Here, the single scattering cluster (SSC) 

Figure 2.13: Scattering models corresponding to the multi-scattering, backscattering, 

and forward scattering. 32 
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model is first introduced, and then the multi-scattering (MS) model is introduced. The 

SSC theory with plane wave approximation (SSC-PW) for the single scattering is shown 

in Fig. 2.14.  

In the photo-excitation process, photoelectron intensities are described by the 

following equation: 33 

                 I (k)∝ |〈Ѱ (𝒓, 𝒌)|𝜀̂ 𝒓|Ѱ𝑐(𝒓)〉|2                        (9) 

where Ѱc(𝐫) is the initial core-electron wave function with wave vector r, the Ѱ(r,k) is 

the final photoelectron wave function. In SCC, photoelectrons are scattered by 

surrounding atoms j, the scattered atoms act as new scattering grids rj to surface with 

Figure 2.14: Principle of Single Scattering Cluster (SSC) in PED process 33,34. 
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wave vector k. Thus, the final state wave function is the sum of the individual scattering 

grid points:  

                 Ѱ𝑗  (𝒓, 𝒌) = Ф0 (𝒓, 𝒌) + ∑ Ф𝑗𝑗 (𝒓, 𝒓𝒋, → 𝒌)             (10) 

where Ф0 is the superposition of the original wave (unshattered), Ф𝑗 represents all the 

singly scatter waves. The initial emission Ф0, arrives at rj to a scatterer j. Finally, it is  

 

emitted from the direction of the surface K. Ф0 is related to 𝑒𝑖𝑘𝑟/𝑟,33 Ф𝑗  is associated 

with 𝑒𝑖𝑘(𝒓− 𝒓𝒋)/(𝒓− 𝒓𝒋). It is worth noting that, photoelectrons decay is ignored in Eq.10.     

MS models (Fig. 2.15) explain experimental results more than SSC. 

In the case of energy higher than 500 eV, multiple forward scattering is dominant. 

Figure 2.15: Two types of multiple-scattering corrections to the SSC model in PED process. 33 
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For the MS model, it can be described by the following equation: 

             Ѱ𝑗  (𝒓, 𝒌) = Ф0 (𝒓, 𝒌) + ∑ Ф𝑗𝑗 (𝒓, 𝒓𝒋, → 𝒌) +  ∑ ∑ Ф𝑗𝑘𝑗 (𝒓, 𝒓𝒋, → 𝒓𝒌 → 𝒌) 

          + ∑ ∑ ∑ Ф𝑗𝑙𝑘𝑗  (𝒓, 𝒓𝒋, → 𝒓𝒌 → 𝒓𝒓 → 𝒌……                   (11) 

 

2.2.2.1 Photoelectron hologram (PEH).  

The angle-scan PED is one of PEH. When a photon (e.g., X-ray) irradiates the matter, 

the photoelectrons are excited. Then they are scattered by the surrounding atoms, forming 

interference patterns in the angular distribution of photoelectrons. Thus, a photoelectron 

hologram can be formed, which can reveal local atomic structure around a specific atom. 

35-37 Figure 2.16 shows the experimental setup and schematic diagram of PEH. Figure 

2.17(a) shows sample holder in PED and (b) PED process.  

 

 

Figure 2.16. (a) The experimental setup of PEH in BL25SU at SPring-8;  

(b) Interfere patterns of PEH. 36 
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Figure 2.18 shows Si 2p and As 3d PEHs for As-doped Si (001). Three chemical 

states of the dopant (As) are observed in As 3d PES spectrum [See Fig. 2.18 (c)], and the 

corresponding PEHs are shown in Fig. 2.18 (b). As can be seen, the chemical state 

discriminated PEHs are observed. 36  

Figure 2.17. (a) Sample holder in PED experiments can adjust with polar and azimuth angles;  

(b) PED process and photoelectron interferometry detection. 
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Figure 2.18. (a) Si 2p PEH and the corresponding structure;  

(b) PES of As 3d and (c)the corresponding PEHs in As doped in Si. 36 

(b)

(c)
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2.2.2.2 PEH of simulation.  

Simulated PEHs are useful and necessary to reproduce the local atomic structures. 

In the present thesis, SPEA-MEM/SPEA-L1 (scattering pattern extraction algorithm 

using the maximum entropy method/L1 regularization) developed by Matsushita et al was 

used to reproduce the reconstructed atomic images. The PEHs of C1s in a diamond is 

shown in the Fig. 2.19 (a): The left is the experimental result and the right is the simulation 

one. In this figure, the simulated PHE reproduces the experimental PEH quite well. The 

reconstructed atomic images based on varied cross sections (z = 0, 0.89, 1.78, and 2.67 

Å) are shown in Fig. 2.19 (b). 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.19. (a) Experimental and simulated C1s PEH in diamond; 

(b) Reconstructed atomic images. 37 
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2.2.3 Auger electron spectroscopy (AES). 

 

AES is a surface-sensitive method of materials. Auger electrons are generated from 

the Auger effect. 38-40 The kinetic energies of the Auger electrons are independent of the 

energy of the incident photon, meaning that it depends only on the energy difference 

between the energy levels, as shown in Fig. 2.20. 41 AES probes elements near the surface 

because information depth is usually below 2nm.42 Thus, AES is widely used in catalysis, 

adsorption, corrosion, and other fields.  

 

    In the Auger process, the electron from an inner core level is excited with photo-

irradiation, forming a core hole at the core level. Then, the outer electron fills the core 

holes and an electron (Auger electron) at the outer core level is excited above the vacuum 

level. 

 

Figure 2.20: (a) Photoelectron is excited; (b) the outer electron fills the hole;  

          (c) energy level of Auger excitation process.41 
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2.2.3.1 Auger transition probability and fluorescence probability 

The decay process of Auger transition and fluorescence emission is shown in Fig. 

2.21. Auger transitions dominate when atomic numbers are low, while fluorescence 

emission is more likely to occur when atomic numbers are higher. Thus, AES is 

particularly effective for the detection of light elements. 

 

2.2.4 X-ray absorption 

When an X-ray with initial intensity I0 penetrates the sample, the x-ray intensity 

decays exponentially. According to Beer-Lambert law, the intensity after penetration It, 

and the initial intensity I0 are described by the following 44-50: 

It = I0 𝑒−𝜇(𝐸)𝑑                           (12) 

Figure 2.21: Florescence and Auger yield as a function as atomic number. 43 
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where  is absorption coefficient, d is thickness of the sample.  is described as following 

equation50: 

 (E)≈
𝜌𝑍4

𝐴𝐸3                             (13) 

 

 

where   is electron density, Z is atomic number and A is atomic mass. When photon 

energy is equal to energy difference between the core level and unoccupied level, the 

absorption coefficient is suddenly increase.51 For x-ray absorption, there are three 

methods to measure the absorption; transmission method, fluorescence method, and 

electron yield method. 

 

 

 

Figure 2.22: (a) Schematic of X-ray incidence and absorption.   

(b) absorption coefficient changes as the energy. 
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2.2.4.1 Transmission method. 

The transmission method is generally used when an incident x-ray is a high 

energy.46,52 Figure 2.23 shows the schematic of transmission method where I0 and It 

represent the initial intensity of X-ray and transmitted density of X-rays, respectively. The  

 

 

ionizing radiation intensity of X-rays is detected by an ion chamber. He gas is usually 

used in the ion chamber to avoid attenuation of the intensity of X-rays.53 When X-rays 

reach to the ion chamber, the X-rays interact with gas molecules, generating electrons and 

positive ion pairs. They are separated under the voltage at the upper and lower ends. The 

ionized current is proportional to X-ray intensity. Thus, X-rays absorption measurements 

can be possibly performed. 

The relationship between the absorption coefficient, thickness, and intensity can be 

expressed as following equation:  

                      𝜇 =  
1

𝑥
 ln (

𝐼0(𝐸)

𝐼𝑡(𝐸)
)                            (14) 

 

Figure 2.23: Transmission mode. 
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2.2.4.2 Fluorescence method. 

Fluorescence method is a powerful method to measure low concentration elements 

and ultra-thin layers. The detection concentration limit is several orders of magnitude 

lower than transmission method. However, fluorescence method is not suitable for light 

elements.54 Fluorescence mode has two yields for measurements: total fluorescence yield 

(TFY) and partial fluorescence yield (PFY).55 Under the excitation of X-rays, the 

electrons in the inner layers are excited, and then the electrons in the outer layer occupy 

the holes, that is fluorescence. This method is widely used in elemental and chemical 

analysis. Typical PFY is shown in Fig. 2.24. The relationship between the absorption 

coefficient and intensity of the measured intensity can be expressed as:  

                           𝜇 ∝  
𝐼𝑓(𝐸)

𝐼0(𝐸)
                         (15) 

 

 

Figure 2.24: PFY model. 
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2.2.4.3. Electron yield method. 

Electron yield method is often used to probe surface because the information depth 

of the electron yield is around a few nm.56 For the electron yield, total electron yield (TEY) 

and partial electron yield (PEY) are usually used.57,58 TEY is measured by drain current 

of the sample. PEY is detected with the electron yield at a particular energy region. Note 

that AEY is a method for detecting Auger electrons in PEY. AEY is detected with the 

Auger electron of a particular Auger energy. Compared to the fluorescence mode, the 

escape depth of the electrons is shorter, so it is surface sensitive. 56-60 TEY and PEY are 

shown in the Fig. 2.25. The relationship between the absorption coefficient , the initial 

intensity I0, and the intensity absorption Ie, can be expressed as:  

              𝜇 ∝  
𝐼𝑒(𝐸)

𝐼0(𝐸)
 (PEY) or   𝜇 ∝  

𝐼𝑡(𝐸)

𝐼0(𝐸)
   (TEY)                   (16) 

 

Figure 2.25: PEY and TEY models of XAS. 
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2.2.4.4 X-ray absorption near-edge structure (XAFS). 

XAFS is a powerful method to measure the local atomic structures. When the energy 

of X-ray energy resonates with the inner electron shell (K or L, M shell) of the element, 

the inner electrons of the atom absorb the X-ray, resulting in a sudden rise in the 

continuous spectrum (absorption edge). XAFS consists of two parts: spectrum in the low- 

energy region within 50-60 eV above the threshold is called as X-ray absorption near- 

edge structure (XANES) while the energy region about 50 eV to 1000 eV above the 

threshold is called as extended X-ray absorption fine structure (EXAFS). 61,62  

 

 

 

 

 

Figure 2.26: XAFS spectrum of Cu at 10K. 
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The shells of K, L, and M absorption edges are shown in Fig. 2.27. XANES and EXAFS 

principles are shown in Fig. 2.28. XANES spectra exhibit the unoccupied states while the 

coordination number of the atom and bond length of neighbor atoms are obtained from 

analysis of EXAFS.  

 

 

 

Figure 2.27: XAFS adsorption edges according to their core energy levels. 63 
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2.2.4.5 XANES. 

For XANES, it has a wide range of applications in the fields of catalysis, adsorption, 

doping, etc. For example, when studying compounds with similar structures, the main 

peak of the spectral line moves to the high-energy region with the increase of the 

oxidation state. Figure 2.29 shows XANES of different oxidation states of V.65 The main 

peak of the spectral line moves to the high-energy region. This is because the effective 

charge of the central atom increases, resulting in a greater attraction for electrons. XANES 

spectrum and XANES simulations have been successfully used to reveal local atomic 

structure.66-68 

 

 

 

Figure 2.28: Scattering types of XANES and EXAFS. 64 
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Figure 2.29: V K-edge XANES spectra of V compounds. 65 
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2.2.4.6 XANES simulation. 

2.2.4.6.1 FEFF. 

FEFF is a commonly used simulation software of XANES, EXAFS, XMCD, etc. It 

is an automated program based on ab initio multiple scatting path-expansion developed 

by John. J. Rehr et al. 69-72 The name FEFF comes from the effective curved wave 

scattering amplitude (feff). The program is based on real-space Green's function approach 

including the self-consistent spherical muffin-tin (MT) scattering potential. MT scattering 

potential is schematically shown in Fig. 2.30. The schematic diagram of the XANES 

simulation process based on feff is shown in Fig. 2.31.73 This process mainly consists of 4 

parts: input structural data of (feff. Inp) file (1); set calculation parameters (2); select the 

spectrum setting (3); output the spectrum (4). 

 

Figure 2.30: Schematic of MT scattering potential. 69(b) 
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   Here, XANES simulated spectrum is calculated using copper as an example. Firstly, 

import the cif file of Cu in the website page of web atoms or database (see Fig. 2.32)74, 

then set the parameters you need, and finally output the inp file (Fig. 2.33). 

 

Secondly: import the file (feff.inp), and select the spectrum setting (XANES). Then 

set parameters of FMS, LDOS, SCF, S0
2, etc. After that, click run (see Fig. 2.34). Finally, 

click plot bottom, and then XANES spectrum of Cu is obtained (see Fig. 2.35).  

 

Figure 2.31: Flow chart of FEFF program.73 
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Figure 2.32: Preparation inp file in web atoms. 
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Figure 2.33: Inp file of Cu. 
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Figure 2.34: Import file in FEFF program and set parameters for calculation. 

Figure 2.35: Simulated XANES spectrum of Cu K edge. 
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2.2.5 Secondary-ion mass spectrometry (SIMS) 

SIMS is a useful and powerful technique to obtain information on the elemental 

depth distribution of the solid. The apparatus generally has 5 parts: ion gun, injection 

chamber, vacuum chamber, mass spectrometer, and mass detector, as shown in Fig. 

2.36.75 The most commonly used SIMS methods are: time-of-flight SIMS (ToF-SIMS), 

magnetic sector SIMS, and quadrupole mass spectrometry SIMS. Solid surface is 

sputtering with accelerated high-energy ions. Then sputtered and desorbed secondary ions 

are extracted  

 

by the mass spectrometer. Finally, the detector detects the ions and analyzes the mass 

spectrum. Figure 2.37 shows the diagram of ToF-SIMS. 76,77 The sputtered secondary ions 

are accelerated through a distance of length L to reach the detector. According to Newton's 

Figure 2.36: Schematic of SIMS. 75 
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laws, the following formula is given by: 

                                                     
1

2
𝑚𝑣2 = 𝑞𝑉   ,     𝑣 = √2𝑞𝑉/𝑚                          (17)                 

         𝑡 =
𝐿

𝑣
 =

𝐿

√2𝑞𝑉/𝑚
 ,  𝑚/𝑞 = 𝑚/𝑧𝑒 =

2𝑡2𝑉

𝐿2 ,𝑚/𝑧 =
2𝑡2𝑉

𝑒𝐿2                    (18) 

where m is ion mass, q is ionic charge, L is flying distance, v is flying speed, and V is 

accelerating voltage. Through the above formulas, the mass-to-charge ratio of the 

secondary ions, and the content of various components can be estimated. 

 

 

 

 

 

 

 

 

 

Figure 2.37: Diagram of ToF-SIMS. 
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2.2.6 Hall effect measurements. 

Hall effect measurements with Van der Pauw method are used to measure the carrier 

concentration. 78-83 This method is useful for the measurement of carrier concentration in  

 

 

Figure 2.39: Van der Pauw Hall measurement.79 

Figure 2.38: Apparatus of Hall effect measurements. 
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the film sample. For Hall effect measurements, the four electrodes are needed, which 

is shown in Fig. 2.38. Resistivity, polarity of carriers, and majority carrier concentration 

can be obtained by measuring the change in the current, voltage, and electric field. The 

Van der Pauw Hall measurement is defined as shown in Fig. 2.39. Sheet resistance (RS) 

can be obtained by the Van der Pauw formula.80  

𝑒−𝜋𝑅𝑣𝑒𝑟𝑖𝑐𝑎𝑙 𝑅𝑠⁄  ＋ 𝑒−𝜋𝑅ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑎𝑙 𝑅𝑠⁄  ＝1                   
(19) 

R(horizonal) and R(vertical) are decided by following formula: 

R horizontal＝
𝑉43
𝐼12

+
𝑉21
𝐼34

+
𝑉34
𝐼21

+
𝑉12
𝐼43

2
,   R vertical ＝

𝑉14
𝐼23

+
𝑉23
𝐼14

+
𝑉41
32

+
𝑉32
𝐼41

2
           (20) 

In the case of R vertical = R = R horizontal, RS= 
𝜋𝑅

ln 2
. 

The magnitude of the Hall voltage (VH) is defined as the electric field strength:  

                            𝑉𝐻 = 𝑑 ∈=
𝐼𝐵

𝑒𝑛ℎ
                     (21)                       

VH can be obtained from Eq. 22:  

                  

 

Figure 2.40: Van der Pauw method for measurements of sheet resistance. 81 
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                           𝑉𝐻 =
𝑉13+𝑉24+𝑉31+𝑉42

8
                  (22) 

If VH is positive, the polarity of carriers is positive, that is P-type. If it is negative, the 

polarity of carries is negative (N-type). Substituting the VH into Eq.21, the carrier 

concentration can be determined.  

The resistivity of a semiconductor is given by83  

               𝜌 =
1

𝑞(𝑛𝜇𝑛+𝑝𝜇𝑝)
,        𝑅𝑠 = 𝜌/ℎ                  (23)                                                

where h is the thickness, n and p are the concentration of electrons and holes, respectively, 

and μn and μp are the mobility of the electrons and holes, respectively.  Therefore,  is 

described as follows: 

𝜌 =
1

𝑞𝑝𝜇𝑝
  in the case of P type; N type, 𝜌 =

1

𝑞𝑛𝜇𝑛
 in the case of N-type 

Since sheet resistance RS is the resistivity divided by the thickness, RS is given by 

                 𝑅𝑠 =
1

𝑞𝑛𝑠𝜇
, 𝜇 =

𝑉𝐻

𝑅𝑆𝐼𝐵
                        (24)                              

Therefore, sheet resistance the polarity, the carrier concentration, and the mobility can be 

obtained by Hall effect measurements. 
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2.2.7 Cathodoluminescence (CL) 

CL is a powerful method to understand the electronic structure of materials. The principle 

of CL can be explained as follows: electron-beam is irradiated to solid materials, and then 

electrons in the valence band are excited to the conduction band. For bulk materials, the 

excited electrons in conduction band decay directly to the valence band emitting 

luminescence. In the case of dopants in semiconductor, the electron recombines hole 

between a bandgap (as shown in the figure below). Therefore, the bandgap electronic 

structure for doped semiconductors can be obtained using CL. 

 

 

 

 

 

 

 

 

Figure 2.41. The principle of CL in bulk and doped materials. 84 
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Chapter 3   Direct Observation of Atomic Structure and Chemical 

State for Active Dopant Site in Mg-Doped GaN (0001) 

 

3.1 Introduction. 

GaN has many unique properties such as a wide direct band gap and high thermal 

conductivity.1−10 GaN is used in high-temperature, high-power devices.11−16 In such 

applications, proper doping is necessary to prepare GaN-based MOS-FET structures 

where carrier control of the source, drain, and the gate is crucial.17−19 In order to prepare 

high-quality GaN-based MOS-FET structures, the atomic structures and chemical states 

in active and inactive dopant sites in GaN should be clarified. Once the atomic structures 

and the chemical states of inactive dopant sites are clarified, we can have a strategy that 

vanishes or reduces the inactive sites of dopants. In the case of n-type GaN, Si is widely 

used to form the shallow donor states in the band gap of GaN.  

In the case of p-type GaN, Mg is usually used due to the formation of shallow 

acceptor levels in the band gap of GaN. For the atomic structures and the chemical states 

of the Mg dopant in Mg-doped GaN, various doping sites have been proposed in the 

previous studies.20−26Various approaches have been attempted to clarify the atomic 

structures and chemical states of the active and inactive dopant sites in Mg-doped GaN. 

In the case of X-ray diffraction, the atomic structures of dopants cannot be obtained due 

to the lack of periodicity with such dopants. Atom tomography shows the three-

dimensional dopant distributions in the film.27,28 However, the chemical information on a 

dopant cannot be detected. Nevertheless, in the case of extended X-ray absorption fine 

structure and X-ray absorption near edge structure, they could provide information about 

the coordination number, the bond length between Mg and the surrounding atoms, and 

the unoccupied states of the Mg-dopant.29 However, the energy ranges of resonant 
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absorption for the Mg K-edge and Ga L-edge overlap each other, showing little 

information on the Mg-dopant. High-resolution scanning transmission electron 

microscopy (TEM) can clarify the atomic arrangement of the dopants in real space.30 

However, the detection of elements with a low atomic number is difficult. In addition, the 

chemical information on a dopant is hardly ever detected.  TEM and electron energy loss 

spectroscopy (EELS) can be used to detect dopant atoms with surrounding local atomic 

structures in real space. However, the loss spectra of TEM-EELS exhibit average 

information on the electronic states as electrons pass through the samples.31 In addition, 

since the loss spectra of TEM-EELS show a large background, the quantitative analysis 

is very difficult.32,33 The cross sections of edge absorption on the electrons are very 

small.34 Thus, high-density electrons are needed, which causes some damage to the 

sample. 

Atomic structures and chemical states in active and inactive sites of the Mg dopants 

in GaN have not been directly clarified yet. Thus, a direct method is needed to clarify 

both of chemical states and atomic structures of the active and inactive dopant states in 

Mg-doped GaN.  

 PEH was employed to obtain the 3D local atomic structure of the Mg dopant in 

GaN. For PEH, photoelectrons of the target atoms (e.g., dopants) are excited under 

photoirradiation as the emitter, and then they are scattered by the surrounding atoms. 

Finally, the interference patterns are formed in the core-level photoelectron angular 

distribution.35 PEH has a great advantage in which nonperiodic atomic structures are 

applicable. Additionally, since PEH is based on PES, the chemical-state-discriminated 

PEHs can be achieved. Therefore, the atomic structures and chemical states of the active 

and inactive dopant sites could be clarified. By adopting the experimental PEH and the 
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scattering pattern extraction algorithm (the maximum entropy method/L1 regularization 

(SPEA-MEM/ SPEA-L1) method),36−42 it is possible to experimentally visualize the local 

3D atomic structure around the dopant atoms. Using PES and PEH, one can obtain a direct 

method to analyze the atomic structure and chemical states of Mg dopants in Mg-doped 

GaN. 

The schematic of this PEH is shown in Fig. 3.1. Here, the atomic structures and 

chemical states of the active and inactive Mg-dopant sites for Mg-doped GaN were 

investigated. 

 

3.2  Experimental 

3.2.1 Sample preparation. 

 

Mg-doped GaN was prepared by the hydride vapor phase epitaxy method, the 

epitaxial layer with a thickness of 0.1 μm was grown on GaN (0001) substrates 

Figure 3.1: Schematic of PEH in the case of Mg-doped GaN. The yellow, white, and grey 

balls represent Mg, Ga, and N atoms, respectively. 
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(108 cm) at 1100 °C; GaCl (HCl reacts with Ga), NH3, and bis-cyclopentadienyl 

magnesium were used as Ga, N, and Mg sources, respectively. The epitaxial layer with 

a thickness of 0.1 μm was used because of its reproducibility of Mg concentration. 

According to the sample providers, Cl (impurity) was not detected by SIMS (below the 

detection limit of 1016 cm-3). X-ray diffraction rocking curves of on-axis (0002) and off-

axis (101̅2) exhibit 55 and 56 arcsec, respectively. The threading dislocation density 

(mixture of screw and edge) was estimated to be 1.0 ×106 cm−2, which was evaluated by 

cathodoluminescence mapping based on scanning electron microscopy. Thus, the 

threading dislocation can be ignored in the present experiments. The depth profile of the 

carbon content in the film using Auger electron spectroscopy exhibited a value lower 

than the detection limit (0.01 at %). Thus, the carbon content in the film for the present 

sample is ignored. 

 

3.2.2 Secondary-ion mass spectrometry (SIMS). 

    The relationship between the Mg dopants concentration and depth was analyzed by 

SIMS measurements. PHI-ADEPT1010 was used for SIMS measurements. Cs-positive 

ions with 3 keV were employed as the ion source. The elements concentration conversion 

is based on sensitivity in GaN. Charge compensation was not used during the 

measurements. 

 

3.2.3 Hall effect measurements. 

The Hall effect measurements with Van der Pauw method were performed to 

measure the mobility and carrier concentration. Four square-shaped gold sheets with a 

side length of about 2 mm are deposited on the four corners of the Mg-doped GaN as 

electrodes. The magnetic field strength was 0.48 or 0.55 Tesla. 
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3.2.4 Cathodoluminescence (CL). 

CL was used to investigate the energy level of Mg-doped GaN. CL measurements 

were performed using a HORIBA MP32 CL system attached to a Hitachi SU6600 field-

emission scanning electron microscope (FE-SEM). The accelerating voltages of 3 and 5 

kV were used. CL measurements were performed at room temperature and 80K.  

 

3.2.5 X-ray photoelectron spectroscopy (XPS) and Auger electron spectroscopy 

(AES). 

XPS and AES measurements were performed using PHI Quantes (ULVAC-PHI). 

Monochromatic Al Kα (1486.7 eV) was used as the incident X-ray.  

 

3.2.6 Photoelectron holography (PEH). 

The PEH measurements were performed at the BL25SU in SPring-8.36,42 The base 

pressure of the main chamber was 2.8 × 10−8 Pa. Scienta-Omicron DA30 was used as an 

electron analyzer.43 The electron analyzer had a 2D detector which covered an azimuthal 

angle of ±15° and a polar angle of ±10°. The angle between the direction of the electron 

analyzer and the incident soft X-ray beam was 90°. The incident photon energies (910 

and 854 eV for Ga 3p and Mg 2p, respectively) were selected so as to become kinetic 

energy of ∼800 eV for the PEH simulations in the present PEH experiments. The PEH 

images were obtained by measuring the entire azimuth angles and the entire polar angle 

of the present sample. For the PEH simulations, the SPEA-L1 algorithm was used to 

obtain the atomic image reconstruction. Note that the information depth of the 

photoelectrons was estimated to be 4.8 nm, which was calculated by using a TPP-2M 

formula.44 Thus, the present measurements exhibit relative near-surface information. 

 

3.3 Results and discussion 

3.3.1 SIMS measurements. 
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 Figure 3.2 shows the SIMS for Mg dopant in Mg-doped GaN with lower and higher 

Mg concentrations. From the SIMS result in Fig. 3.2, the Mg concentration is estimated 

to be 6.0 X 10 19 cm-3 in the case of the lower Mg concentration while in the case of the 

higher Mg concentration, the concentration is ∼1.1 X 10 20 cm-3. 

Figure. 3.2. SIMS for Mg-doped GaN (a) lower Mg dopant concentration; (b)higher Mg dopant 

concentration.  
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Hall effect measurements showed that the resistivity, mobility, and carrier 

concentration before annealing for Mg-dopant concentration of ∼1.1 x1020 cm-3 was 1.2 

Ω.cm, 1.2 cm2/ V.s, and 4.6 × 1018 cm−3, respectively. In the case of Mg-dopant 

concentration of ∼1.1 x1020 cm-3 GaN after annealing, the resistivity, mobility, and 

carrier concentration are 4.47 x 10 -1 Ω.cm, 5.34 cm2 / V.s and 2.6 x 1019 cm−3, respectively. 

In the case of Mg-dopant concentration of 6.0 x1019 cm-3, on the other hand, the resistivity, 

mobility, and carrier concentration before annealing are 1.2 Ω.cm, 5.6 x 10 cm2 / V.s, and 

9.2 × 1016 cm−3, respectively.  After annealing, the resistivity, mobility, and carrier 

concentration are 2.1 Ω.cm, 7.1 x 10-1 cm2 / V.s, and 4.1 × 1018 cm−3, respectively.  

 

3.3.2 AES measurements. 

To analyze the chemical state of Mg dopants in Mg-doped GaN, AES measurements 

were performed. Figures 3.3 (a) and (b) show AES spectra for Mg dopants in Mg-doped 

GaN with the lower Mg concentration (6.0 x 1019cm-3) and the higher Mg concentration 

(1.1 x 1020 cm-3), respectively. As can be seen, AES spectrum for the lower Mg 

concentration does not show a sufficient S/N ratio to analyze. AES spectrum for the higher 

Mg concentration, on the other hand, shows a sufficient S/N ratio to analyze. Therefore, 

the higher Mg dopant concentration in GaN (1.1 x 1020 cm-3) was only used in the present 

study. 
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Figure. 3.3. AES spectra for (a) lower Mg dopant concentration; (b) higher Mg dopant concentration. 
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3.3.3 SEM and CL measurements. 

Figure 3.4 shows SEM and CL for Mg-doped GaN. SEM image indicates that after 

annealing the surface of Mg-doped GaN is relatively flat and uniform. Figure 3.4 (b) 

shows CL mapping with 433 nm (2.86 eV) at the same location in SEM.  The strong 

emission centered at 2.86 eV both at RT and low temperature is observed. This peak is 

attributed to the transition of Mg substituting Ga (MgGa) to nitrogen vacancy (NV).45-47 

This indicates that MgGa and NV are predominantly formed in the present samples.  

 

Figure 3.4: (a) SEM for Mg-doped GaN after annealing. (b) cathodoluminescence (CL) mapping with 433 

nm (2.86 eV) at the same location in SEM. (c) low-temperature CL spectrum (∼80 K) for the Mg-doped 

GaN with an emission centered at 2.86 eV d. (d) room-temperature CL spectrum (∼298 K) for the Mg 

doped GaN. An emission centered at 2.86 eV can be also observed. 
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3.3.4 XPS and AES measurements. 

  Figure 3.5 (a) shows the Mg-KLL Auger spectra (AES) of Mg-doped GaN at room 

temperature (RT) and after annealing at 800 ℃, the sample. In the AES spectra, two peaks 

are clearly observed; peak  and peak . At RT, peak  is the major component. After 

annealing at 800 ℃, the areal intensity of peak  increases while that of peak  decreases. 

According to previous studies, high-temperature annealing can activate a part of the 

inactive dopant sites, increasing the hole concentration. Therefore, peak  should be the 

active site of the Mg-dopant. Figure 3.5 (b) shows Mg 2p XPS spectra of Mg-doped GaN 

at room temperature (RT) and after annealing at 800 °C. In the spectra, two peaks are 

clearly observed; peak α and peak β. At RT, peak α is the major component. After 

annealing at 800 °C, the areal intensity of peak β increases while that of peak α decreases.  
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According to previous studies, high-temperature annealing can activate a part of the  

inactive dopant sites, increasing the hole concentration.21,22 This is consistent with present 

results in which the hole concentration is increased after annealing. According to a 

previous study, the peak position of components β is due to the active site because hole 

mobility became higher after annealing.48 Therefore, peak β should be the active site of 

the Mg-dopant. The atomic structure and the chemical states of peak  is discussed later. 

 

 

Figure 3.5: (a) Mg KLL Auger spectra of Mg-doped GaN at RT (red line) and after annealing  

800 ℃; (b) Mg 2p XPS spectra in Mg-doped GaN before and after the annealing at 800 ℃. 
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3.3.5 PEH. 

    Figure 3.6 (a) shows the experimental Ga 3p PEH measured at a kinetic energy of ∼

800 eV (left) and the simulated Ga 3p PEH (right) in GaN. Note that, for the simulated 

Ga 3p PEH, a clustered atomic structure for GaN with a 10 Å radius was employed. For 

the experimental Ga 3p PEH, the strong regions around specific portions are attributed to 

the M plane (101̅0 face) and A plane (112̅0 face) in the single-crystal GaN structure. The 

strong spots due to forward focusing correspond to the direction of scattered atoms. The 

Kikuchi lines can be clearly seen (Fig. 3.6 (a)). From these results, simulations reproduce 

the Ga 3p PEH quite well. Figure 3.6 (b) presents the crystal structure of GaN, where the 

emitter of Ga atoms is indicated. From the observed GaN PEH, slices in the atomic 

structure for various cross cross-sections on the distance to the emitter plane are prepared 

as shown in Fig. 3.6 (c). The reconstructed atomic images obtained from the planes are 

shown in Fig. 3.6(d)−(f). Since the reconstructed atomic images of the Ga atoms appear 

in the yellow circles of the figure’s, the reconstructed atomic image should come from 

the Ga atom site. The same phenomena are observed in planes of 2.6 and 5.2 Å. Although 

there is some missing amplitude or reductions away from the center, this is mainly due to 

the attenuation of photoelectron waves with increasing distance.44  
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Figure 3.6: (a) experimental (left) and simulated (right) images of Ga 3p PEHs. (b) GaN atomic 

structure where Ga acts as an emitter. (c) slices of GaN structure with various distances (0, 2.6 and 

5.2 Å) from the emitter plane. (d)-(f) slices of the reconstructed atomic images with various 

distances (0, 2.6 and 5.2 Å, respectively) from the emitter. The yellow circles indicate the expected 

position of Ga atoms.  
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Figure 3.7 shows the intensity as a function of the polar angle (from 0 to 63° in 

intervals of 7°). The intensity of the component  depends on the polar angle, indicating 

that the interference should be observed.  

Figure 3.8 (a) shows the Mg 2p PES for the Mg-doped GaN after the annealing at 

800 °C, where the incident photon energy is 854 eV. For the peak fitting of Mg 2p PES, 

the spin−orbit splitting of 0.28 eV was employed.49,50 By measuring all azimuth angles 

and polar angles of components α and β, the corresponding PEHs are obtained as shown 

in Figs. 3.8 (b) and (c). The simulated PEH of an Mg atom substituting a Ga atom in the 

Mg-doped GaN structure (MgGa) is also shown in Fig. 3.8(d).  

 

Figure.3.7: Photoelectron spectra of Mg 2p at azimuth angle 0°with respect to M plane in Mg-doped GaN, 

the interval is 7°. The observed two peaks in Mg 2p are labeled peak  and peak , respectively.  
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Figure 3.8: (a) Mg 2p PES. Experimentally observed Mg 2p PEHs for (b) component α and (c) 

component β, respectively. (d) simulated PEH of MgGa in GaN.  
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Figure.3.9: Line profiles in M and A planes for peak , peak β, and simulated hologram of MgGa.  
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Figure 3.9 shows the intensity of peak , peak β, and simulated hologram of Mg-

doped GaN as a function of polar angle for M and A planes. In the case of M plane (Fig. 

3.9(a)), the intensity line profile of the component  exhibits only weak structures. For 

component , on the other hand, three main peaks can be observed, namely peak 1(~15°), 

peak 2(31°), and peak 3 (~50°). The intensity line profile of simulated hologram (Mg 

substituting Ga in GaN) shows four peaks for A plane, which exhibits similar peak 

positions to the experimental one of label .  

Figure 3.10 shows the atomic structure of M plane where the arrows represent the 

forward scattering form the emitter (Mg in Ga site). The peak 1(1’) (~15°) comes from 

forward scattering with the Ga and N atoms. Peak 2 (~31°) with a broad peak is mainly 

Figure.3.10: Atomic structure in the M-planes. The arrows indicate forward scattering to explain 

the observed photoelectron holograms. 
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from Ga atom scattering. The origin of peak 3 (~50°) is also marked in the Fig. 3.10. Thus, 

observed peaks in Fig. 3.9 are due to forward scattering form the Mg atom emitter. 

 Slices in the atomic structure for cross sections are shown in Fig. 3.11 (a). As can 

be seen, component α does not have any clear hologram patterns or Kikuchi lines, whereas 

component β exhibits clear hologram patterns and Kikuchi lines. Figures 3.11 (b)−(d) 

Figure 3.11: (a) slices of GaN structure with various distances (0, 2.6 and 5.2 Å) from the emitter 

plane. Mg (red ball) acts as an emitter. (b)-(d) slices of the reconstructed atomic images with 

various distances (0, 2.6 and 5.2 Å, respectively) from the emitter. The yellow circles indicate the 

expected position of Ga atoms. 
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show reconstructed atomic images of MgGa obtained from the cross sections in Fig. 3.5 

(a). The reconstructed atomic images of component β appear nearly inside those yellow 

circles obtained from the simulations for MgGa. Since component β is the active site in 

Mg-doped GaN, MgGa should be the active site in Mg-doped GaN.  

 Next, the atomic structure and the chemical state of the component α are discussed. 

Considering the reaction of this study, ammonia gas was used as one of the reactive 

substances. Thus, hydrogen atoms are introduced into the GaN substrates. In this case, H 

atom may bond with MgGa, forming MgGa−H complex. This conclusion is consistent with 

the previous studies.20 In the present study, after annealing at 800 °C, the areal intensity 

of peak β increases while that of peak α decreases. Therefore, an H atom in MgGa−H may 

be dissociated upon annealing, forming MgGa. Thus, Mg-H may be an inactive component. 

This is consistent with peak position of the component α having lower binding energy 

because component α has less N bonds than the component  N shows higher 

electronegativity than H.  Based on these results, several possibilities are discussed for 

the atomic structures of component : The first is a disordered structure. MgGa−H 

structure with random rotation was used for the simulation where the PEH is shown in 

Fig.3.12(a). 

The second is that according to previous reports,23,52 H atoms can be located at a 

variety of positions. However, these structures did not represent the experimental PEH of 

the component .  

The third is that two H atoms are located at A or M plane where the atomic structure 

is shown in Fig. 3.12(b). The simulated PEH, which is shown in Fig. 3.12(c), is in 

relatively good agreement with the experimental PEH of the component .  

From these discussions describe above, one proposes the atomic structure of 
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component  Mg-H component where two H atoms are located at A or M plane. 

 

 

   

 

 

 

 

Figure 3.12: (a) simulated PEH of MgGa−H structure with random rotation; (b) atomic structure 

in which two H atoms in MgGa−H complex are located in A or M plane;(c) PEH of (b).  
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3.4 Conclusion 

XPS, AES, PES, and PEH were used to clarify the atomic structures and chemical 

states in the active and inactive dopant states of Mg-doped GaN. Comparing Mg 2p XPS 

spectra in Mg-doped GaN before and after annealing, it was found that one chemical state 

was attributed to the active state in Mg-doped GaN while the other chemical state 

corresponded to the inactive state in it. Using PEH, the active state is attributed to MgGa 

in the Mg-doped GaN structure. On the contrary, the inactive state originated from a 

MgGa−H structure in the Mg-doped GaN.  

Based on this study, a strategy is proposed to increase the carrier concentration. By 

adjusting the appropriate annealing temperature, the proportion of active doping can be 

increased to further increase the carrier concentration. 
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Chapter 4   Atomic Structures and Chemical States of Active and 

Inactive Dopant Sites in Si-Doped GaN 

 

4.1 Introduction. 

GaN shows many excellent physical properties such as a wide direct bandgap of ∼

3.4 eV, radiation resistance, high breakdown voltage, and thermal stability.1−10 GaN is 

often applied to high-frequency and high-efficiency optoelectronics in the visible and 

ultraviolet range of the light spectrum 11−14, a converter in the high-voltage region 15, high-

power devices, ionizing radiation detectors, and high electron mobility transistors 16−22. 

Compared to Si and SiC, GaN has many advantages for high-temperature and high-

mobility devices. For instance, GaN has a bandgap that is roughly 3 times that of Si, 

which is applicable to the higher-temperature region. Additionally, it exhibits superior 

electron mobility compared to SiC 23−25. 

For GaN-based devices, Si and Mg are commonly used as n-type and p-type dopants, 

respectively. 26−29 These dopants are mainly ascribed to the shallow dopant property. 30,31.  

However, the carrier concentration is much lower than the number of dopants. 29,32−34. 

According to previous studies, the carrier concentration is about one order of magnitude 

less than the Si concentration. 29 In spite of many studies on dopants in GaN, the chemical 

states and the atomic structures of dopants in GaN have not been directly clarified yet. 

Kumar et al. investigated atomic structures in dopants for Mg-doped GaN using scanning 

transmission electron microscopy and atom probe tomography.35 Renault et al. 

investigated the chemical states of dopants for Mg-doped GaN using XPS.36 Transmission 

electron microscopy and electron energy loss spectroscopy (TEM-EELS) can be used to 

detect dopant atoms with surrounding local atomic structures in real space. However, the 

loss spectra of TEM-EELS exhibit average information on the electronic states as 
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electrons pass through the samples.37 In addition, since the loss spectra of TEM-EELS 

show a large background, the quantitative analysis is very difficult.38,39 The cross sections 

of edge absorption on the electrons are very small.40 Thus, high-density electrons are 

needed, which causes some damage to the sample. 

As described above, they could not directly clarify both atomic structures and 

chemical states in active and inactive sites of the dopants. Thus, one requires a method 

that directly allows us to clarify both of chemical states and atomic structures of the active 

and inactive dopant states in GaN. In addition, to gain knowledge about the carrier control 

in metal−oxide−semiconductor field effect transistors, it is crucial to clarify the atomic 

structures and chemical states of the active and inactive dopant sites in GaN.  

Recently our group performed chemical state discriminated XANES and 

successfully clarified the atomic structures and the electronic states of the interface atoms 

at SiO2/4H-SiC (0001) structures in with the SiO2/4H-SiC (0001) structures were 

prepared by different oxidation methods.41 In this chapter, this chemical state 

discriminated XANES is applied to Si dopants in GaN. Using this method, the atomic 

structures, and chemical states of active and inactive Si dopants sites in GaN would be 

directly clarified. 

In this chapter, the atomic structures and chemical states of active and inactive Si-

dopant sites in GaN were investigated.  
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4.2 Experimental. 

4.2.1 Sample preparation 

The Si-doped GaN was prepared by the HVPE method (doped layer with 0.1μm 

thickness) on free-standing GaN (0001) substrates (> 108  cm) with a 1 μm thick 

epitaxial layer. Cl (impurity) was not detected by SIMS (below the detection limit of 1016 

cm-3). X-ray diffraction rocking curves of (002) and (102) are less than 100 arcsec, 

respectively. The surface roughness of GaN is less than 0.3 nm.  

 

4.2.2 Secondary-ion mass spectrometry (SIMS). 

    SIMS measurements were performed to analyze the Si dopants concentration as a 

function of depth. PHI-ADEPT1010 was used for SIMS measurements. Cs-positive ions 

with 3 keV were employed as the ion source. The elements concentration conversion is 

based on sensitivity in GaN. Charge compensation was not used during the measurements. 

 

4.2.3 Hall effect measurements. 

Hall effect measurements with Van der Pauw method were performed to measure the 

mobility and carrier concentration. Four square-shaped gold sheets with a side length of 

about 2 mm were deposited on the four corners of the Si-doped GaN as electrodes. The 

magnetic field strength was 0.48 or 0.55 Tesla. 

 

4.2.4 Cathodoluminescence. 

Cathodoluminescence (CL) was used to investigate the energy level of Si doped GaN. 

CL measurements were performed using a HORIBA MP32 CL system attached to a 

Hitachi SU6600 field-emission scanning electron microscope (FE-SEM). The 

accelerating voltage of 3 keV was used. CL measurements were performed at t 80K.  

 

4.2.5 Hard X-ray PES and XPS measurements 
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Hard X-ray PES measurements were performed using a PHI Quantes system with 

the X-ray source of Cr Kα (photon energies of 5414.8 eV). The energy resolution is less 

than 0.9 eV.  

 

4.2.6 Synchrotron Experiments. 

AES, PES, and XANES measurements of Si-doped GaN were performed at the 

BL1N2 and BL6N1 in the Aichi Synchrotron Radiation Center.39-41 For the AES 

measurements, the photon energy was set to 1860 eV, whereas photon energies of 2300 

and 3000 eV were employed for the PES measurements. For the Si KLL, AES, and Si 1s 

PES measurements, PHOIBOS 150 with a high-energy model (SPECS) was used as an 

electron analyzer. The takeoff angle was 90° (surface normal). For the Si K-edge XANES 

measurements, the Auger electron yield was employed where the energy range was from 

1835 to 1855 eV with the energy step of 0.2 eV. XANES measurements for the N K-edge 

were performed with the total electron yield method and an energy range of 360−450 eV. 

A clean Au sample was used to calibrate the binding energy. 
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4.3 Results and discussion 

4.3.1 SIMS and Hall effect measurements 

Figure 4.1 shows the SIMS for higher and lower Si dopant concentrations in Si-

doped GaN. In the case of higher Si dopant concentration, the concentration of Si dopant 

is very high at the surface and then the concentration drastically decreases with depth. 

Because the information depth of Auger yield XANES is around 5 nm,44 the average Si 

concentration within the information depth is estimated to be 2.1 X 10 20 cm-3. In the case 

of lower Si dopant concentration, the average Si concentration within the information 

depth is estimated to be 5.5 X 10 19 cm-3.  

In the case of higher Si dopant concentration (2.1 X 10 20 cm-3), Hall effect 

measurements showed that the resistivity, mobility, and carrier concentration were 7.2 x 

10 -5 Ω.cm, 9.0 x 10 2 cm2 / V.s, and 9.6 x 1019 cm−3, respectively. In the case of lower Si 

dopant concentration (5.5 X 10 19 cm-3), the resistivity, mobility, and carrier concentration 

were 4.1x 10 -4 Ω.cm, 2.5 x 10 3 cm2 / V.s, and 6.2 x 1018 cm−3, respectively. Thus, the 

Si dopants in both Si dopant concentrations were not fully activated. 
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Figure. 4.1. SIMS for Si dopant in Si-doped GaN: (a) higher Si dopant concentration; 

(b) lower Si dopant concentration. 
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4.3.3 Hard X-ray PES measurements 

Figure 4.2 (a) shows the Si 1s PES spectrum of Si-doped GaN (low concentration, 

5.5 x 1019cm-3) measured with photon energies of 5414.8 eV. As can be seen, the S/N ratio 

is not good to analyze. Figure 4.2 (b) shows the Si 1s XPS spectrum of Si-doped GaN 

(high concentration, 2.1 x 1020cm-3) measured with photon energies of 3000 eV, showing 

that it has a sufficient S/N ratio to analyze. The hall effect measurements show active and 

inactive dopant sites exist in the case of Si dopant concentration, thus the high 

concentration of Si dopant in GaN sample was used to investigate the atomic structures 

and the chemical states of active and inactive Si dopant sites in GaN. 
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Figure. 4.2. (a)Si 1s hard x-ray PES spectrum for lower Si dopant concentration in Si-doped 

GaN where photon energy was 5414.8 eV;(b) Si 1s PES spectrum for higher Si dopant 

concentration in Si-doped GaN. The incident photon energy was 3000 eV. 

with a photon energy of 3000 eV. 

(a) 

(b) 
(b) 
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4.3.2 CL measurements 

Figure 4.3 shows SEM images and CL spectrum for Si-doped GaN (concentration of 

2.1 X 10 20 cm-3). Uniform surface is observed form SEM images, as shown in Fig. 4.3 

(a) 

(b) 

Figure. 4.3 (a) SEM images of Si doped GaN; (b) CL spectrum of Si-doped GaN at 80 K. 
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(a). It can be found that the strong emission (peak 1) centered at 3.46 eV is attributed to 

donor-bound excitons, as shown in Fig. 4.3 (b). The peaks 2 and 3 in CL spectrum are 

ascribed 1st, and 2nd LO-phonon replica.45,46  

 

4.3.4 AES and PES 

Figure 4.4 shows the Si KLL AES of Si-doped GaN measured with an incident 

photon energy of 1860 eV. The two components observed at the higher and lower kinetic 

energies are assigned to Si3N4 and SiNx (x > 1.33), respectively. 47,48 Figure 4.5 shows Si 

1s PES spectra of Si-doped GaN measured with photon energies of 2300 and 3000 eV. 

The two peaks observed at 1842.0 and 1843.0 eV are attributed to Si3N4 and SiNx, 

respectively. 47−49 The areal intensities of Si3N4 and SiNx depend on the photon energies. 

For a photon energy of 2300 eV (surface sensitive), the areal intensity ratio (I Si3N4 /I SiNx)  

Figure. 4.4. Si KLL Auger spectrum of Si-doped GaN with a photon energy of 1860 eV. 
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is 1.95 but decreases to 1.45 for a photon energy of 3000 eV (more bulk sensitive). This 

indicates that Si3N4 is predominantly formed near the surface. 

    Figure 4.6 shows the XANES spectra for Si3N4 and SiNx. The XANES was 

performed using the Auger electron yield (AEY) at Auger structures of 1610.1 eV (SiNx) 

and 1612.2 eV (Si3N4) (see Fig. 4.4). Since AES distinguishes the chemical states of the 

Si dopants in Si-doped GaN, chemical state discriminated XANES can be performed to 

clarify the atomic structures and the chemical states of active and inactive Si dopant sites 

in GaN.  

The structure around 1845 eV XANES is attributed to the Si 3p unoccupied states 

Figure 4.5. Si 1s PES spectra for Si-doped GaN with photon energies of 2300 and 3000 eV. 
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due to the golden selection rule of photoexcitation of the core level. 50 The spectrum of 

SiNx exhibits a lower onset of the edge structure while Si3N4 does not have one.  

 

 Figure 4.7 (a) shows the N K-edge XANES spectrum for the non-doped GaN. The 

edge at 399.85 eV is attributed to the conduction band minimum (CBM) of GaN. Figure 

4.8 (b) shows the N 1s of GaN measured at a photon energy of 800 eV. The main peak 

observed at 398.23 eV is originated from GaN. 49−51  

The N K-edge XANES spectrum of undoped GaN exhibits an absorption edge of 

398.7 eV (Fig. 4.8 (a)), which is attributed to the N 1s to CBM transition of GaN. For the 

N 1s PES spectrum, the binding energy at 398.2 eV is the energy from the Fermi level 

(Ef ).
52 Note that in photoelectron spectroscopy the binding energy of 0 eV is the Fermi 

level, while in XANES the absorption edge is CBM since XANES shows unoccupied 

states in GaN. Because the energy difference between the CBM and Ef is 0.5 eV in GaN,  

Figure 4.6. XANES spectra for Si-doped GaN. Black solid and red solid lines indicate XANES spectra 

recorded by AEY where Auger components are 1612.2 and 1610.1 eV, respectively. 
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Figure 4.7. (a) N K-edge XANES spectrum for undoped GaN;(b) PES spectrum of N 1s of undoped 

GaN. 
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Ef is located 0.5 eV below the CBM. For the Si dopant, the Si 1s binding energy of 

SiNx at 1843 eV is the energy from Ef. Thus, the CBM of GaN is estimated to be1843.5 

eV in the Si K-edge XANES spectrum. From these results, the CBM and Ef were added 

in Fig. 4.6. In the spectra, Si3N4 does not form an electronic state in the bandgap. On the 

other hand, SiNx shows a bandgap state. In general, active dopants have the energy levels 

in a bandgap. 53 Thus, SiNx may be an active dopant site in GaN. 

To clarify the atomic structure of active state in the Si dopant, the simulations of 

XANES spectra were performed using FEFF9 (XANES simulation software).54−56 

According to the previous studies, substitutional site (Si replacing Ga) (Sub) and 

interstitial site (Si is located between Ga atom and N atom) (Inter) were reported as the 

Si dopant structures in Si-doped GaN. 32,36,57,58 Therefore, the XANES spectra for the Sub 

and Inter sites were simulated. Each simulation employed ∼350 atoms and the final-state 

effect; that is, the Z + 1 approximation was used in the present simulations.59,60  

The XANES simulations with different atoms and dopant sites are shown in Fig. 4.8. 

When the number of atoms is less than 200 atoms, XANES spectrum changes with the 

size of a cluster. However, when the number of atoms is more than 200 atoms, the XANES 

spectra show similar. Therefore, the cluster size having ~350 atoms was used for the 

XANES simulations in the present study. 

Figure 4.9 shows the SiNx experimental XANES spectrum, simulated Si K-edge 

XANES of the Sub and Inter sites in Si doped GaN. From the simulated spectrum for Sub, 

the simulated XENES spectrum exhibits similar to the SiNx experimental XANES 

spectrum, as noted by the arrows in Fig. 4.10. By contrast, the simulated XANES 

spectrum for the Inter site does not explain the experimental result. Therefore, the active 

site for Si-doped GaN is the Sub state (the Si−N−Ga structure in the Sub state).  
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Figure 4.8. XANES simulation spectra as a function of number of atoms in a GaN cluster with one Si 

atom of Si substitutional (Sub) sites. In the GaN cluster, dark blue balls, light green and yellow balls, 

and red balls indicate Ga, N, and Si, respectively. FEFF9 was used for the simulations. 
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Figure 4.9 (a) Experimental XANES spectrum of the SiNx, (b) simulated XANES spectrum of the 

Sub site, and (c) simulated XANES spectrum of the Inter site. The inset shows each local atomic 

structure of Si atom in GaN. Dark blue, light green and red circles indicate Ga, N, and Si, respectively. 

For FEFF9 simulations, the many-body amplitude reduction factor was set to 1.0. The cluster size of 

Sub and Inter states is 9.5 Å, which includes ∼350 atoms. Self-consistent field potentials and full 

multiple scattering were performed on a cluster size with a 9.5 Å radius to contain all atoms. The final 

state effect was employed. Angular momentum density of states is from −30 to 20 eV with a 0.1 eV 

step. 
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Next the formation of Si3N4 is discussed as described below. According to the 

previous studies,61 Ga vacancies are formed near the surface in GaN, as shown in Fig.4.10 

(a). In this situation, when Si dopant atoms migrate to the surface, the Si atom may occupy 

the Ga vacancy site. After that, the thermodynamically stable Si3N4 would be formed near 

the surface as shown in Fig. 4.10 (b). Once stable Si3N4 is formed near the surface, the 

stable Si3N4 may be present near the surface. Thus, Si3N4 is predominantly formed near 

the surface.  

     

Then the atomic structures of Si3N4 of the inactive dopant site is discussed. Figure 

4.11 (left in the figure) shows the structures of crystals of poly types Si3N4, namely 

trigonal α-Si3N4, hexagonal β-Si3N4, and cubic -Si3N4, respectively. Based on the 

structure of hexagonal β-Si3N4, the corresponding simulated XANES spectrum is 

obtained, as shown in Fig. 4.11 (right in the figure). Simulated XANES spectrum shows 

Figure 4.10. (a) Atomic structure of GaN with Ga vacancies; (b) Si3N4 is formed near the surface 

of GaN.  
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a main absorption peak at ∼1847 eV, and a shape resonance at∼1863 eV(as indicated by 

the arrow in Fig.4.11(b)). Compared to the experimental results of Si3N4 XANES 

spectrum in Fig. 4.11(d), the experimental Si3N4 XANES spectrum exhibits similar result 

to the simulated β-Si3N4 XANES spectrum. Therefore, the atomic structure of the inactive 

state may be β-Si3N4. In Si-doped GaN, the Ga vacancies would be formed near the 

surface. During the doping process into GaN, Si dopants would occupy these vacancies 

and bond with N atoms to form Si3N4, stable β-GaN.  

  Based on these described above, the atomic structures of active and inactive sites 

are shown in Fig. 4.12. For the active dopant site, the atomic structure is Si in substitution 

site in GaN. In the case of inactive dopant site, the atomic structure is β- Si3N4. 
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Figure 4.11: Crystal structures and corresponding simulated XANES spectrum of (a) trigonal α-Si3N4, 

(b) hexagonal β- Si3N4, and (c) cubic - Si3N4;(d) experimental of Si3N4 XANES spectrum.  
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Figure 4.12: (a) the atomic structure for the active dopant state of Si doped in GaN structure (left), 

the local structure of active dopant state (right); (b) the atomic structure for the inactive dopant state 

of Si doped in GaN structure (-Si3N4) (left), the local structure of inactive state (right). 

(b) 

(a) 
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4.4 Conclusion 

XANES and synchrotron-based AES and PES were employed to investigate the 

atomic structures and chemical states for Si dopant sites in GaN. Two dopant states were 

observed. Si3N4 can acted as an inactive dopant because it did not have an electronic state 

in the bandgap. By contrast, SiNx should be the active dopant site as it forms an electronic 

state in the GaN bandgap. To clarify the atomic structure of the active site for the Si dopant, 

the XANES spectra were simulated using the FEFF9. The simulated XANES spectrum 

of Sub site in Si-doped GaN represented the experimental one, suggesting that the active 

dopant site in Si-doped GaN was Si in Sub site. In the case of the inactive dopant site, the 

atomic structure is -Si3N4. Thus, the atomic structures and chemical states of active and 

inactive dopant sites were directly clarified using chemical discriminated AES yield 

XANES. 

Based on the present study, it would be possible to increase the concentration of the 

active dopant site n by properly adjusting the Ga pressure near the surface. This inhibits 

the formation of the inactive dopant site, which would increase carrier concentration. 

I present the approach using chemical discriminated AES yield XANES which 

successfully observes the atomic structure and the chemical states of active and inactive 

dopants in GaN. The present approach is therefore widely applicable to the active and 

inactive dopant sites of various systems of semiconductors and will be indispensable for 

evaluating the atomic scale properties of dopants of semiconductors and designing new 

semiconductor materials. 
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Chapter 5 Conclusions  

5.1 Conclusions 

  

In this doctoral thesis, the atomic structures and chemical states of the dopants in 

Mg/Si-doped GaN were investigated. For the Mg-doped GaN, the chemical states were 

evaluated by Mg-KLL AES, PES, and PEH. Mg-KLL AES and PES revealed that two 

components existed in Mg-doped GaN; The active dopant site is attributed to Mg in the 

substitution site in GaN. The other is an inactive dopant site where it is originated from a 

disordered structure, an amorphous structure, defects, and/or a MgGa−H complex in the 

Mg-doped GaN.  

For Si-doped GaN, AES, PES, and XANES were used to clarify the atomic structure 

and the chemical states of the active and the inactive dopant sites. From AES and PES, 

two chemical states existed; one is Si3N4 and the other is SiNx(x >1.33). From the 

XANES and the XANES simulations, SiNx should be an active state where the atomic 

structure is due to Si in the substitution site in GaN (Si replaces Ga in GaN). In addition, 

from depth distribution analysis based on PES, the inactive site, Si3N4, is predominantly 

formed near the surface.  

The methods mentioned above clarified the atomic structures and the chemical states 

of the active and the inactive states for dopants in GaN. The present approach is therefore 

widely applicable to the active and inactive dopant sites of various systems of 

semiconductors and will be indispensable for evaluating the atomic scale properties of 

dopants of semiconductor and designing new semiconductor materials. 
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5.2 Outlook. 

 

 In the present methods used in the doctor course study, the atomic structures and 

the chemical states of the active and the inactive dopant states of GaN were able to be 

clarified. Thus, one has a strategy that vanishes or reduces the inactive sites of dopants. 

For examples, in the case of Si-doped GaN, Si3N4 is predominantly formed near the 

surface because the formation driving force should be Ga vacancies near the surface. 

Therefore, when preparing the surface, gas pressure of the Ga source should be increased 

to reduce the Ga vacancies. In this case, the amounts of the inactive sites, Si3N4, may be 

reduced. In the case of Mg-doped GaN, after annealing at 800 ℃, the amount of inactive 

dopant sites was reduced. The amount of inactive dopant may be further reduced by 

optimizing the temperature and the annealing time. Therefore, the results in the present 

doctor course study will help to improve the doping efficiency and performance of doped 

GaN in the future. 
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Supplementary information. 

S.1 Aichi Synchrotron Radiation Center 

The electron storage ring in Aichi Synchrotron Radiation Center has electron energy 

of 1.2 GeV, and a current of 300 mA. It has a circumference of 72 m and currently has 10 

beamlines in operation. 1,2 

 

 

Figure S2: Photos of apparatus at BL1N2 (left) and BL6N1(right). 

Figure S1: Layout of beamlines in Aichi Synchrotron Radiation Center.1 
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In the present study, beamlines of the BL1N2 and BL6N1 were used to perform AES, 

PES, and XANES. 

 

 

 

S.2 Super photon ring 8 GeV (SPring-8)  

SPring-8 is one of the largest synchrotron radiation facilities in the world. The 

electron energy is 8 GeV. The brightness of the synchrotron radiation at SPring-8 shows 

1 billion higher than the sun. The circumference is 1436 m and currently 62 beamlines 

are in operation. 4 Beamline of the BL25SU in SPring-8 was used to perform PEH 

experiments in the present study. 

 

Figure S3. Beamline layout of BL1N2.3 
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Figure S5: Photo apparatus at BL25SU. 

Figure S4: SPring-8 facility.5 
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Figure S6: Beamline layout of BL25SU.6 
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