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The recent upsurge of data on the Web and its diversity posI
the necessity of data integration. In the chaotic Web, how
ever, many sites and persons provide series of data with
same type. For example, news articles on an online ne
outlet, blog entries, search result pages, catalogs on a sho
ping site, and so on. Once we can extract contents fro
such data and integrate them into a single database, we cSH
easily find, compare, and utilize data on the Web. Imagin
that we have an integrated database of cars of various ma
ers and that you want to buy a sedan. All you need is jus
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Abstract

Information integration comprises the three steps:
data discovery; information extraction; and infor-
mation integration. In this paper, we focus on the
data discovery step which is crucial for the fol-
lowing steps. We first define what the data dis-
covery is from the viewpoint of information ex-
traction. The problem is, given a large amount of
files, to find some sets of files such that found files

in each set share some template. Each set corre-

sponds to a template and multiple templates could
be hidden in given files. We exploits a linear time
algorithm which was originally developed by the
authors for the common parts detection problem.
The algorithm found dferent templates from col-
lected Web pages including many noise files. We
can cluster files according to the found templates.
Files of a cluster is used as input data for an infor-
mation extraction algorithm.
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formation extraction has been well studied [2, 3, 5, 6, 8,
13, 15, 18]. Information integration has also been well
studied, but the target is databases. Some researches on
information integration for data on the Web appears re-
cently [4, 10, 12, 16, 19]. In standard information extrac-
tion approaches, input files are assumed to have some sim-
ilar structures and styles. However, it has not been consid-
ered how to find and collect them.

What are requirements for a data discovery algorithm?
First, the algorithm has to find a site providing files with
common structures. In [7], only clustering after this step
is considered. In a found sit@ll files do not share the
single structure in general. Moreover, several classes of
structures could be hidden in a single site. So, the next task
for the algorithm is to find templates among input files and
to remove files without template. And finally, the algorithm
clusters files according to the found templates. Thus the
data discovery algorithm has to find, given files collected
exhaustively by a crawler program, some sets of files such
that files in each set share some template.

We can see that finding a common structure equals to
finding some characteristic feature, such as machine learn-
g, wrapper generation, data mining, clustering and so on.
owever, we can not exploit an algorithm of such a field for

e}tfe data discovery since they are not so fast from the prac-

cal viewpoint and they require some background knowl-

n%gge, such as the minimum support for data mining, train-

g examples for machine learning, and the number of clus-
s for unsupervised clustering. But preparing appropriate
arameters or examples idfitiult when we consider data
Q_iscovery since any data are not found yet.

+ As described above, it is necessary for a data discov-

ery algorithm to collect files which share some features.

SBut it is not necessary that such a feature completely de-
scribes collected data when we consider the data discovery
for information extraction since to find more complex and
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This scenario is completed by the following steps: dat
discovery; information extraction; and data integration. In-




to detect the common part among given text data [9, 11]. K teerce ' /

Although a found common part is simply defined as a set
of common substrings, it is enough for a data discovery al- /=50
gorithm to express some common structure. The authors
proved that the algorithm runs in linear time with respect
to the total length of input files. ol
The algorithm calculates the total numlb€if ) of occur- /)00

600000 |

rences of substrings appearing exadéttymes in input files, |
and finds somé’s providing extremely larg& (f) values. =
This amplifies the disparity of frequencies between sub- \
strings in a template and substrings in non-template parts. S [ o
Therefore we see high peaks in &f) graph (see Fig. 1) !
if input files contain common templates. Each peak corre-
sponds to a template because a long substring in a template
appears as many times as the number of files generated

from the template. On the other hand, words or phrase§ypes of contents, say threefférent types, we havp =

in non-template parts hardly appear frequently since the)élewzngsz, where eachw; is a constant string. Each

are written in a natural language. type of contents is substituted into corresponding variable.
In [9, 11], given input files are assumed to be genergince contents are written in a natural language, there exist

ated by a regular pattern [17] in the context of the ma-fey possibilities that a long substring appears frequently if

chine learning of the pattern language [1].patternis & it is in contents parts. On the other hand, a long substring

string over constant and variable symbols. By substitutyfy, appears as many times as the number of the files. Thus

ing constant strings into all variables, a language is deye expect that we can find the template using frequencies

fined by a pattern. A pattern iegular if each variable  of sypstrings if we have enough input files.

appear at most once. The template for a pattem is a set 14 count substrings, it is necessary to define the length

of constant strings. For examplp, = axbyis a regular to count in advance, otherwise just characters, which are
pattern, wher@ andb are constants, andandy are vari- e ghortest substrings, appear frequently, and hide sub-
ables. Its template ia, b}. +The languages defined iy gyings we want to find. It is dicult, however, to decide

is L = faxby| x,y € {a,b}"}. We think a variable as @ 5 appropriate length before we get data files (see Sec-

contents holder. _ , tion 5 for more discussion). Instead of deciding some fixed
The authors considered only the case that input files arRyngth, we countll substrings, sum up their frequencies,

generated by a regular pattern. Many templates, howeveg, cajculaté=(f) for all f, whereF(f) is defined as fol-
may be hidden in input files and some type of contents appyys. LetS be a set of stringsand V(f) be a set of sub-

pear repeatedly ir_1 one file. For examp!e, a standard Sea”é?rings which appear exactytimes inS. Then we define
result page contains 10 se'afrch_res_ults in one page. Thus YR £) = f x |V(f)| so thatF(f) is the total number of occur-
extend the substring amplification in Section 3. rences of substrings appearing exadtlymes inS.

We show two experimental resul_ts u;ing data on the Fig. 1 shows arfr(f) graph for 50 news files of “Sankei
Web. They were coIIecte_d by following links recursively gpimbuR” These files are generated by some pattern
from th_e top page pf a site, and we have abqut 600 an ontaining four diferent types of contents: date, headline,
2,500 files, respectively. The extended substring amp“f"sub-headline, and body. 50 files were given to the algo-
cation found many templates among input files inc'”dingrithm without any modification (see Fig. 2)
noise files. Some of the found templates are intended for We see that a clear peak § = 50 Which equals to
whole-page layout so that files created by them look simy, -, | e of input files. A substring appearing exactly
ilarly. Other templates contain only local layout informa-

tion. such as “HOME" and “BACK” buttons at the bottom fp times is a part of the hidden template. The peak is con-

of each page. The algorithm also found such a local tem§t|tuted by adding occurrences of all substrings appearing

: exactly f, times. Therefore we call this method the sub-
plate successfully. Using these template, we can C|USte§tringamplification
files and then files in a cluster can be an input for an infor- . e .
. . . The template identified bjj, = 50 contains several sub-
mation extraction algorithm. . -
strings and each of them enough long. The stindn

Fig. 2 is a part of the template between the date and the

Figure 1:F(f) graph for articles of “Sankei Shimbun”

2 Substring Amplification headline of an article. We see white spaces including new-
In this section, we explain the substring amplification ac-lines and multi-byte characters. 72 characters are included
cording to [9, 11]. in w so that the number of all occurrences of substrings

The basic idea for the substring amplification is as fol-IN WiS 72- (72— 1)/2 = 2556. Moreovew is included in
lows. Consider that we have teXt_f”es .gengrated. by some 1The substring amplification treats a file just as a string even if the file
pattern. For example, news article files in Wh|Ch_ only contains a structure like the tree structure of HTML tags.
contents parts are replaced. When there exifemint %http://www.sankei.co. jp/
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algorithm main(var S: set of strings):

Figure 2: String used for the template of “Sankei Shimbun” set of strings
var

. V, F: hash table;
all articles. Thus we havE(50) = 2556x 50. On the other begin

hand, we have few substrings which are enough long and  v:=Count(S);
appear frequently in contents. For example, “The prime for f in keys(V);

minister Koizumi” (26 characters) may appear frequently F():=0;
in news articles, but it contains only 2626 — 1)/2 = 325 for w in V(£);
substrings. Due to the same reason, we can not expect that F(f) += flwl;
a single or a series of few tags become a whole template end;
although it appears frequently in HTML files. end ;

We also see other peaksfat cx50 (c = 2,3,...) since f:=FindPeaks (F);
some substrings appear twice or more times inthe template.  return(V(£));
Forf #cx50 (€ = 1,2,...), we have smalF(f) if fis end

enough large. This shows that a substring in a contents part
is hard to appear frequently.
From these observations, we define the maximal peak. Figure 4: A pseudo code of the substring amplification

Definition 1 Let bothBu) = ssiandssappear twice. Therefore when we
count substring frequencies, all we have to do is to count
F(f) ; .
G(f) = only branching strings.

(F(f =D+ F(f +1))/2 In a sufix tree, a node corresponds to a frequency. This
whereF(f) = 1if F(f) is undefined. Then we say that a fact leads the followin key lemma since the number of
frequencyf, provides the maximal peakd( f,) is maximal ~ nodes in a sfiix tree isO(n).

among allG(f) values. ) ) )
Lemma 1 There exist at mo$d(n) different frequencies of

From above observations, we can say that to find the maxisubstrings, whera is the total length oS.
mal peak means to find a template.

To find the maximal peak, we have to count substrings. Fig. 4 is a pseudo code of the substring amplification.
But it takesO(n?) time for a string with lengtm to count ~ An input is a setS of strings and an output is a set of
substrings directly since there exid{n?) substrings. In- branching strings irs. A template which generat&con-
stead, the substring amplification employs thiigdree as  sists of these branching strings.
the data structure. Count (S) counts frequencies @Su) for each nodes

The syfix treefor a stringw is the compact trie for all in the sufix tree for all strings irS. This is done inO(n)
sufixes ofw [14]. For a nodau of the tree BJu) denotes time. And then the subroutine creates a hash tabla
the string obtained by concatenating all strings labeled omvhich a key is a frequencf and a value i&/(f).
the edges of the path from the rootdo BYu) is called The algorithm then calculatéy f) from V(f). We need
a branching string The number of occurrences BSu) to count frequencies for both non-branching and branch-
in w equals to the number of leaves belawor example, ing strings although/ contains those for only branching
BSu) = ssiappears twice imississipf$* andu has two  strings. It takes als@(n) time to compute=(f) since cal-

leaves in the dfiix tree (see Fig. 3). culationF (£)+=f|w]| is totally executed as many times as
Let v be the parent ofi. ObviouslyBSv) is a proper the number of branching strings.
prefix of Bu). Moreover, letx be a prefix oBSu) which Then the algorithm call8indPeaks (F) which returns

includesBYv) as a prefix. Then the numbers of occur- a frequency providing the maximal peak. From Lemma 1,
rences ofx and BJu) in w are the same. For example, there exist at mosD(n) different frequencies. Therefore
this routines done i®(n) time.

31t could be gpart of a template, of course.
4The last character “$” explicitly shows the end of the string.
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Figure 5:F(f) graphs for Web pages in Kyushu University, whére 1 (left) andf > 5 (right)

Theorem 1 ([9, 11]) The time complexity of the algorithm Australia

in Fig. 4 isO(n), wheren is the total length of strings i. [University Level Academic Exchange Counterpart Insttuians]
3 Data Discovery with the Substring Ampli- e
flcatlon [Faculty Level Academic Exchange Counterpart Institutions]

When we consider a single template, all we have to doisto || Fucaly of Low and AUSMOSD gy ofaw 199 61

find the highest peak only. But in the case of the data dis- | s kaio aa space servies.

Australian Department of Faculty of Science 1997.324

covery, we have to find multiple sets of files generated from | Adminisuiie services

. . School of Mathematical

different templates. This means that several peaks must be %C;@CQSAml.an'm.m Gdusto Schoolof 195715
considered. We introduce a threshold vaduend redefine | FRRS

a peak as follows.

| (BACK)

~F—
Definition 2 Given a thresholds, we say that a fre- DR
quencyf provides a peak i6(f) > 6.

RLF = L= e T - R Tl

By the above definition, a user must give a threshold | wofersbuispiss  s—fi=r i
value. But this is not a hard burden for the user since the | .,
substring amplification does not employ any pruning tech-
niques and so the user can change the value dynamicallsigure 6: HTML files generated from the template identi-
even after counting substrings without any additional costsfied by f = 57 (English and Japanese)
Next we extend the algorithm. We give a positive num-
ber ass to the algorithm in addition t&. We also gives First, we give 598 HTML files (5584 Kbytes) into the
to theFindPeaks(F, ¢) which now returns multiple fre- algorithm. They were collected by following links recur-
guencies providing peaks. Sin®dndPeaks(F) calcu-  sively at most three depth from the top page of Kyushu
latesG(f) for eachf, obviously the time complexity is not university’. Kyushu university has many schools, insti-
changed. tutes, faculties, and departments. They have their own Web
pages independently. In this sense, we can say that gath-
Corollary 1 The time complexity of the extended algo-ering pages at a large university, like Kyushu university,
rithm is alsoO(n). means gathering pages amonffetfient sites.
) o ) o Fig. 5 isF(f) graphs for these files. Compared to the
a substring to appear frequently if it is in contents partsgraph in Fig. 5.
This also holds even if input files generated by multiple ™ 1he template identified b = 57 is used for Web pages
templates. Moreover, a long substring in a template of thgy jnternational academic exchanges (see Fig. 6). These
templates appears as many times as the number of files 9€Bages are written in English or Japanese. Each page con-
erated by the template. Therefore substrings in the templatgjns table(s), but the number of tables arfedent be-
appear frequently. Thus we can again find multiple tem+,,een pages. The substring amplification is rfeeted by

plates by frequencies of substrings. neither the contents language nor the number of instances.
The template identified by = 62 is used in 62 pages.
4 Experiments One of them is the top page of Kyushu university (the left

. . ) . most picture in Fig. 7) and the same style is also used for
In this section, we show two experimental results using text

data on the Web. Shttp://www.kyushu-u.ac.jp/




Figure 7: HTML files generated from the template identifiedfby 62. Navigation links at left-hand side and the search
form at the upside are the common among these files

F(f) 250407

substring gives a large(f) which negates-(f) for short
stop words.

Frequent pattern mining also involves a similar prob-
lem. To avoid this, in this framework, a user must provide
a threshold value to a pattern mining algorithm. Unlike the
substring amplification, a user can not change this value dy-
namically since a frequent pattern mining algorithm prunes

its search space using the threshold.
I ‘ | In general, files sharing with some template in a site are
Mm ,JL‘\‘ bbbl h Lu

1.50407 [

stored in one directory. Therefore you expect that a data

0 00 o e tews e discovery algorithm can collect such files by only the string
processing of URLs, such as an algorithm in [7]. Such a

Figure 8: F(f) graphs for Web pages in Sankei Shimbun,heuristics method, however, does not guarantee that col-

wheref > 5 lected files arall files which share the template. In fact,

the proposed algorithm found Web pages which are stored
the other two pictures in Fig. 7. in different directories. On the other hand, the substring
The template of = 28 consists of only the background amplification is guaranteed to colleall files sharing the

color, “HOME?” button, and “BACK” button. The buttons template exhaustively even if input files are collected from

are at the bottom of each page. The substring amplificatiodlifferent sites.

can find such small and local characteristics among a lot of

Web pages. 6 Conclusion

Second, we give 2495 HTML files (53.8 Mbytes) col- . L
lected from the top page of “Sankei Shimbun.” Comparedwe showed that the extended substring amplification can

to the previous experiment, the data size is quite largefind groups of files such that files in each group are gener-
Fig. 8 is theF (f) graph for these files. The substring ampli- 21€d by some common template. Therefore our algorithmiis
fication also found many templates among these files. Th@Pplicable to the first step of information integration, data
maximal peak is af = 572. discovery. . e .

The above results show necessity for data discovery The sgbstrmg ampllfl_cauon is an unsuperwsc_ad cluster-
even when we consider files from a single site since difNg algorithm. The algorithm uses a frequerfcys its fea-

ferent templates are used even in a single site and not gif'e: This enables the substring amplification to be a lin-
files gathered from a single site share the templates. ear time aIgorlth_m. Moreover, the algorithm finds mu_ItlpIe_
templates even if the number of templates are not fixed in

. . advance and input files are very noisy.

5 Discussion Using this algorithm, we can gather files written in any
In our setting, we count substrings with any length. On theformats and any languages since the algorithm treats a file
other hand, im-gram statistics, which is a major frame- just a string, and counts all substrings instead of some
work in natural language processing, we count substringgrammatical units, such as tags of HTRXIML or words

with lengthn or series ofh words, wheren is fixed. When in some natural language. In the data discovery step, we
we countn words, we need to do morphological analy- can not know what kinds of formats or languages are used.
sis although we can not know what kind of language de-Thus independence from formats and languages is impor-
scribes contents. The former casecharacters) involves tant for the data discovery step.

another dificult problem. For a smalh, substrings with We assumed that a long substring does not appear in
high frequencies are oftestop words Therefore we need any contents part frequently. This means that such a long
a list of stop words and remove them. But the list dependsubstring may appear frequently with some possibility. But
on languages. Thus this framework requires to have som#his is not a problem since the probability is enough small
background knowledge. Instead, the substring amplificafrom the practical viewpoint [9, 11].

tion countsall substrings and calculatéyf). A longer We only showed experiments using files gathered from




only one site. But the substring amplification does not havg10] Daisuke Ikeda. Instance Based Table Integration Al-
any limitation on the number of sites, and is applicable to gorithm for Multilingual Tables on the WelBulletin
discovery among ¢lierent sites. It is an interesting future of Informatics and Cybernetic85(1-2), 2004. (to
work to find blog sites or sites with search facilities, which appear).

contain useful contents and they are created by some flxe[d d)

softwares, such as Movable Tynd Namazl ] Daisuke lkeda, Yasuhiro Yamada, and Sachio Hi-

rokawa. A Pattern Discovery Algorithm by Substring
Amplification. IPSJ Transactions on Mathematical
Modeling and Its Application®004. (in Japanese, to
appear).
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