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SUMMARY This paper presents a novel system-level design methodology, called quality-driven design, by which application-specific optimization can be achieved; furthermore the entire functionality can be shared to maximize design reuse. As a case of study, this paper focuses on quality-driven design for video applications and introduces an output quality adaptive approach based on variable bitwidth optimization to explore a new design space. MPEG2 video is used as the driver application to illustrate the potential of the presented methodology. Experimental results show the effectiveness of the methodology.
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1. Introduction and Motivation

Semiconductor technology allows designers to build chips with millions of transistors. Future advancements in technology will allow us to complete a system on a single piece of silicon. Moore’s Law has enabled us to increase the complexity of integrated circuits at an exponential rate. At the same time, market competition is shortening the product lifetime and therefore the design cycle must fit into a fraction of the time. Furthermore, an exponentially more number of devices have to be coped with. These result in the gap between manufacturing capability and design productivity. All of these problems leave the designers to develop and apply a new generation of more suitable design paradigms, methods and tools.

Extensive research on system-level design methodology has been conducted in these recent years. Such methodologies can be divided into two groups roughly. One group is design optimization methodologies [1] [2] [4] [3] [5], which optimize performance and/or power/energy and/or cost in various ways. Another group is design reuse and core/IP methodologies [6] [7] [8], which target to reduce design complexity and save design-cycle time throughout the design process to reduce the gap between technology advancement and design productivity.

This paper presents quality-driven design, a system-level design methodology targeting both design optimization and design reuse to explore a new design space. On the one hand, quality-driven design is a kind of user-application-oriented design, it basically consists of building the quality models, using them for constructing, selecting and improving the design solutions, which satisfy the users’ requirements and are optimal for applications. Therefore, one of its targets is furthering optimization by using characteristics of applications. On the other hand, by sharing functionalities for different system design, design reuse can be achieved. In addition, parameterized function modules are used to design systems, which decrease design complexity and design time to meet the requirement of time-to-market. Therefore, quality-driven design paradigm contributes to modeling, analysis, optimization and design reuse.

Quality-drive Design proposes a new design constraint, quality, different with general design constraints, performance, power/energy and cost. In addition, it involves in the following key techniques:

* Parameter Selection
* Measurement of Output Quality
* Optimization under Quality Constraint
* Design of Function Module

What are the parameters should be selected? They are must be quality sensitive, while do not change the functionality of the system. Such as variable bitwidth, datapath width, the number of iteration and so on. Measurement of output quality is an important research area, the paper [18] discussed the problem. Under the constraint, quality, optimizing design for Hardware/Software to achieve high performance and/or low power/energy and/or cost is also a key technique for quality-driven design. In addition, designing of function module for maximizing reuse is a key issue.

As a case of study, this paper focuses on quality-driven for video applications. An output quality adaptive approach by variable bitwidth optimization is proposed. Video quality measurement is discussed. MPEG2 video is used as the driver application. Experimental results show the effectiveness of the proposed methodology.

The rest of this paper is organized as follows. Next section presents quality-driven design methodology. Section 3 presents quality-driven design for video applications by variable bitwidth optimization. Experiments and results are reported in Section 4. Finally, Section 5 concludes our work.
2. Quality-driven Design (QDD)

As the complexity of the products under design increases, the development efforts increase rapidly. However, development time must be shorter and shorter to meet time-to-market requirements. Short development times often imply to meet changes in specifications. Hence, flexibility, the capacity of the platform to adapt to different functionalities without significant changes, is a very important criterion. In order to introduce such a design platform to meet the requirement of time-to-market while keeping design quality, quality-driven design is presented.

An essential concept of the quality-driven design methodology is the “quality constraint” in design process, which allows new effective design space exploration. Quality-driven design components are within a certain degree of parameterization. Therefore it can reduce design costs and development time; in the meantime design reuse can be achieved by sharing functionalities. The overall goal of quality-driven design can be summarized as follows:

**Minimize:** Development time, product cost and power/energy consumption

**Subject to:** Constraints on quality, performance and functionality of the system

Figure 1 shows the presented flow for quality-driven design. It mainly consists two phases. In the first phase, from function specification of a system, we do a function design, which is validated and verified completely with sufficient output quality. The function design has several design parameters, such as datapath width, the number of iteration, supply voltage and clock frequency and so on. Then we optimize the function design under general constraints, performance/power/cost on system-level. The availability of parametric modules allows the system designer to explore different algorithms and architectures and to choose the most efficient solution in terms of both system and technological realization.

In the second phase, we do application-specific optimization. For a given requirement of output quality to the system, we tune each parameter to optimize performance/power/cost while keeping the given quality constraint. For the system implementation, we can use hardware, software and hardware/software codesign.

Function design can be reused for different system design, because we use parameterized components. Functional correctness is guaranteed by preverified function design. Therefore, we can reduce design time consumed by function design, function validation and function verification through sharing functionality.

For a chosen application, systems can differ very much in their input-output sub-systems. In the dashboard example, low-end and high-end products have completely different I/O requirement: the former use simple display and serial communication while the latter use very complex display and communication devices. Nevertheless, functionality is shared between the two classes of products and a common platform introduced by quality-driven design could be used to application specification design while achieving design reuse.

The aim of quality-driven design is to introduce a methodology to produce a design platform that can be easily programmed to meet a variety of applications. We are currently focusing on video applications. We aim to enable significant design space exploration by means of a highly automated environment for application specific design.

3. QDDV by Bitwidth Optimization

As a case of study, this section presents quality-driven design for video applications (QDDV) by bitwidth optimization. Mpeg2 video is used as the application and computation precision is used as the design parameter.
3.1 Basic Approach

For digital system design, the bitwidth of a data computed in a system is one of the most important design parameters related with performance, power and cost of the system [14]. Datapath width and size of memories strongly depend on the bitwidth of the data. System designers often spend much time to analyze the bitwidth of a data required in the computation of a system [15]. Hardware designers of portable multimedia devices usually reduce datapath width (bitwidth of registers and bitwidth of operation units) [13]. Programmers of embedded systems work hard for adjustment of the bitwidth of a variable to keep the accuracy of computation. By controlling datapath width, we can reduce cost [5] and power consumption drastically [12]. Furthermore, we can choose the computation precision really required for each application to further optimization for application-specific design. In video processing, for instance, the required quality of video, such as resolution and levels of color, strongly depend on the characteristics of output display devices. We can reduce the computation precision in a target application program, if the reduction does not induce decrease of output quality. It means that we can design a video system with the minimum hardware and energy consumption by eliminating redundant computation. We call the design methodology, quality-driven design for video applications(QDDV).

Figure 2 shows the flow of our presented QDDV. In the first phase of a system design, we concentrate on the implementation of the functionality of the system and optimization for general constraints, performance/power/cost. Initial designs are written in high-level language, such as C in which most variables are assumed to be 32 bits. After the function design is validated and verified, we will enter the second phase for application-specific optimization. In this phase, we analyze bitwidth of variables in the application program, tune the design parameter, computation precision to adapt to the output quality, and do bitwidth optimization under the given quality constraint. Using QDDV, we can design different video applications with application-specific optimization while decreasing design complexity and design time.

Our methodology is completely general, to illustrate its technicalities, we consider the MPEG-2 video application throughout the paper. Figure 2 shows three different cases of video applications with the same functionality (MPEG-2 video decoder). In case 1, for the video conferencing with big display, so it need good quality image (computation precision of idct is 16bits). In case 2, for family television, however, needs medium quality image (computation precision of idct is 12bits). Case 3 for mobile phone, needs comparatively low quality (computation precision of idct is 8bits). If the three applications use same computation precision, it means that the computation precision must meet the requirement of video conferencing with big output display, which is “redundant” for family TV and mobile phone, result in redundant performance/power/cost. Therefore, QDDV can further optimization for system design by application-specific optimization; QDDV can improve design reuse by sharing functionalities.

3.2 Variable Bitwidth Analysis

Bitwidth has drastic effects on hardware shown in figure 3, and it also affects software strongly [10] [9] [11]. Therefore, variable bitwidth analysis is necessary [14].
It is a technique to analyze the maximum bit length of each variable in a program or an HDL description. In this section, we discuss practical methods of variable bitwidth analysis in combination of a static approach and simulation based dynamic approach.

The definition of the variable bitwidth analysis is as follows: for given inputs of a system and requirements of output quality, determine the smallest bitwidth of each variable. We have two different sub problems shown in figure 4. When the requirements of output quality are very strict, we have to find the bitwidth of variable without loss of accuracy in the computation, which called effective bitwidth analysis. 2) When the requirements of output quality are not so strict, we can choose the bitwidth of variable under the consideration of trade-off with performance/power/cost, which called output-quality-based bitwidth analysis.

3.2.1 Effective bitwidth analysis

In order to optimize performance/power/cost of a system under a given quality constraint, the effective bitwidth of each variable in an application program needs to be analyzed. This section explains methods to analyze effective bitwidth of variables in C programs.

In this paper, we define effective bitwidth as the smallest size which can hold both maximum and minimum values of a variable [15]. In many cases, some bits of a variable are never used during execution of a program. Therefore, by analyzing effective bitwidth of variables we can reduce unused bits to reduce power consumption and cost. If a variable $x$ of unsigned integer type whose value is in $[0, 2000]$, then the number of necessary bits of $x$ is 11, because the 11-bit size is large enough to hold any value in $[0, 2000]$. We use two methods to analyze effective bitwidth of variables. One is dynamic analysis, the other is static analysis.

For static analysis, when the maximum value of an unsigned integer variable $x$ is $n_{\text{max}}$, the effective bitwidth of $x$, $e(x)$, is given as follows:

$$e(x) = \log_2(n_{\text{max}} + 1)$$ (1)

For a signed integer $x$ with a maximum value $n_{\text{max}}$ and a minimum value $n_{\text{min}}$, $e(x)$ is defined as follows:

$$e(x) = \lceil \log_2 N \rceil + 1$$ (2)

where

$$N = \max(n_{\text{max}}, n_{\text{min}})$$ (3)

Static analysis is an efficient method to analyze the effective bitwidth of variables. However, in many cases when we cannot predict the assigned value of a variable unless we execute the program, such as the case of unbounded loops, static analysis becomes insufficient. As a solution to this problem, we adopted dynamic analysis. In dynamic analysis, we execute the program and monitor the values assigned to each variable, and then analyze the required bitwidth of the variable.

3.2.2 Output-quality-based bitwidth analysis

By considering characteristics of each application and given output quality constraints, we analyze the variable bitwidth more tightly to further design optimization. In this paper, we define that mask bits are the low bits of variables, which can be removed, while do not affect the designated computation precision.

We make following assumption for the application program:

- The effective bitwidth (dynamic range) of a variable has been known
- The output accuracy is designated for each basic function block
- No floating computation, no pointer computation

For a variable $x$, we make following definition:

- $e(x)$: effective bitwidth
- $n(x)$: mask bitwidth

Arithmetic Operations

Addition, subtraction: $z = x + y$, $z = x - y$, using the result variable $z$ to calculate $n(x)$ and $n(y)$

$$n(x) = n(z) - 1$$
$$n(y) = n(z) - 1$$

Multiplication: $z = x \times y$
The subjective assessment of video quality has drawn attention of a number of researchers for many years, principally in relation to evaluation of new transmission or coding schemes, and in the development of advanced television standards. The standardization committees of the ISO, and in particular the CCIR, have published recommendations on the assessment of picture quality in television [16] [17].

In our work, we follow closely the CCIR 500 recommendations with respect to subjective scales and experimental conditions. Ten observers participated in the experiment. We make use of the numerical scores (5-point (MOS) impairment scale) associated with the impairment descriptors for the computation of average MOS scores.

Because the subjective perception of noise and the behavior of MPEG-2 systems are influenced by scene attributes such as spatial detail, amount and complexity of motion, brightness, and contrast, test scenes that spanned a range of these attributes are selected.

In the experiments, the observers are asked to assign a score $A(i,k)$ to each test bitstream, where $A(i,k)$ is the score given by the $i_{th}$ observer to test bitstream $k$. The scores are averaged to obtain the MOS value for specific image.

$$MOS(k) = \frac{1}{n} \sum_{i=1}^{n} A(i,k)$$

where $n$ denotes the number of observers.

We changed the computation precision of IDCT, a kernel program in MPEG-2 video decoder and got the results of figure 6, which shows the relationship among the internal variable bitwidth in IDCT, MOSs and 9 clips of input bitstreams shown in Table 2. Here, each point in the graph represents the average quality of a MPEG-2 video decoder system, which was obtained by averaging the subjective MOSs using formula (4).

Subjective assessment tests are widely used to evaluate the picture quality of coded images, but careful
subjective assessments of quality are experimentally difficult and lengthy, and the results obtained may vary depending on the test conditions. Further, subjective assessments provide no constructive methods for performance improvement, and are difficult to use as part of the design process. However, the most fundamental quality measures for digital video are the subjective responses of human viewers to delivered images and subjective tests remain the only viable reference point for validating objective measures.

3.3.2 Objective Measure

Objective measures of picture quality can make the comparison of coded images, and also have the possibility of successive adjustments to improve or optimize the picture quality for a desired quality of service. The objective assessment of performance both with respect to bit rate and image quality would also lead to a more systematic design of video systems. An objective model that produces overall quality estimates would have to account for application-specific effects. The influence on accuracy of measurement is the changing expectations of people over time. For these reasons, objective video quality measurement is valid only if the application and viewer population are well defined.

PSNR is often used to specify the signal-to-noise ratio of a video signal. This method has the advantage of removing the signal power, which varies from scene to scene from the signal-to-noise-ratio (SNR) calculation so that a given SNR is indicative of some fixed amount of noise power. We calculate PSNR according to the following formulation. Assume a source image f(i, j) is given that contains N by N pixels. Then we can get a decoded image F(i, j) using original decoder and we also can get an image G(i, j) by using the decoder with changed computation precision.

The mean squared error (MSE) of the decoded image is computed as follows, the summation is over all pixels.

$$MSE = \frac{\sum[G(i, j) - F(i, j)]^2}{N^2}$$ (5)

$$PSNR = 10 \times \log_{10}\left[\frac{1}{MSE} \times 255^2\right][dB]$$ (6)

where, $PSNR$ : Ratio of peak signal to noise

$$mPSNR = \frac{\sum PSNR_{G(i,j)}}{N^2}$$ (7)

where, $mPSNR$ : Mean Ratio of peak signal to noise

Figure 7 shows the relationship among the internal variable bit length in IDCT, mPSNRs and 9 clips of input bitstreams shown in Table 2. Here, each point in the graph represents the average quality of a MPEG-2 video decoder system, which was obtained by averaging the objective PSNRs using formula (7).

The subjective quality perceived by the users that determines whether an application is adopted. The ultimate benchmark would be for objective measures to replace subjective experiments altogether. We measure video quality by conducting simultaneous subjective and objective tests.

3.4 Problem Formulation

The main concepts of QDDV can be formulated as follows:

Given An Application Program

Minimize $E(CP)$, $A(CP)$

subject to  

$PSNR(CP) \geq S_{cst}$

$MOS(CP) \geq M_{cst}$

$P(CP) \geq P_{cst}$

$E(CP)$ (energy consumption), $A(CP)$(area), $PSNR(CP)$ (peak signal-to-noise ratio), $MOS(CP)$ (mean opinion scale) and $P(CP)$ (performance) are functions of the computation precision $CP$, $S_{cst}$, $M_{cst}$ and $P_{cst}$ are the constraints on PSNR, MOS and performance $P$ respectively.
4. Experiments and Results

To evaluate our methodology, this section presents experiments and results. Video quality measurements of MPEG-2 video decode system by changing the computation precisions of IDCT, the kernel program of MPEG-2 video decoder are conducted for QDDV shown in section 3.3. This section shows design results for four kinds of systems (scenarios) using the presented methodology QDDV. We use Mpeg2 video as the functionality, the computation precision of idct as the design parameter and hardware as the design implementation. Variable bitwidth optimization is used.

Mpeg2decode C source program from the MPEG Software Simulation Group is used. It is a player for MPEG-1 and MPEG-2 video bitstreams. Mpeg2decode is an implementation of an ISO/IEC 13818-2 decoder, which emphasizes on correct implementation of the MPEG standard and comprehensive code structure. The MPEG-2 core consists of several function blocks such as IDCT, a couple of motion estimation blocks, a motion compensation block, variable length encoding, decoding blocks and so on. IDCT is the kernel part of Mpeg2decode for computation, it consists of three functions, which are idct() of two dimension IDCT with 11 lines, 1 variable, idctrow() of row IDCT with 54 lines, 9 variables and idctcol() of column IDCT with 54 lines, 9 variables, shown in table 3.

Our methodology is completely general, however this section only focus on IDCT, one of the heaviest computation parts in MPEG-2 video decoder system although the presented methodology can be used in other blocks such as motion compensation and so on. Figure 8 shows the flow used in our experiments. We explore four different systems A, B, C and D. The difference among the four systems is the required image quality (here, we use video quality measure, PSNR). We assumed that for System A the required PSNR is 38.613dB, for System B is 38.610dB, for System C is 38.501dB, and for System D is 31.623dB. In real design, we can build a library in which function modules are scalable by PSNR. Here we mean that the function modules of IDCT whose precisions are scalable by PSNR. Therefore we can determine the precision of IDCT by the given PSNR. Then we apply the variable bitwidth analysis techniques described in section 3.2 and got the table 4 of results for variable bitwidth analysis. Column “Effective Size” shows the effective bitwidth of each variable, where computation of idct is 16bits. When design B system, we got this results for optimization. Column “Size (mask bits 4)” means the bitwidth of which the low 4bits are removed, where computation precision of idct is 12bits. Similarly, Column “Size (mask bits 8)” means the bitwidth of which the low 8bits are removed, where computation of idct is 8bits. They are got for C and D system design optimization respectively.

We rewrite the program of IDCT using the variable bitwidth results for each application using VHDL language, and synthesize those using Synopsys Behavioral Compiler respectively. At last, we got the table 5, which shows the design results using the proposed quality-driven design for the four systems A, B, C, D with four kinds of quality constraints. The design results(area and power) for the four designs are achieved by using HITACH 0.35 µm CMOS technology and Synopsys Design Compiler. From this table, we can see that compared to the high quality system A, system B, C, D achieved power and area reduction. The reduction achieved seems smaller than expected. We think that it should be improved if we use improved behavior synthesis tools.

Table 5 Results of QDDV

<table>
<thead>
<tr>
<th>Quality</th>
<th>Area (µm²)</th>
<th>Saving</th>
<th>Power Consumption</th>
<th>Saving</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>.0000210</td>
<td>-</td>
<td>22.49 mw</td>
<td>-</td>
</tr>
<tr>
<td>B</td>
<td>.00002076</td>
<td>6.1%</td>
<td>21.38 mw</td>
<td>4.9%</td>
</tr>
<tr>
<td>C</td>
<td>.00001930</td>
<td>12.7%</td>
<td>20.29 mw</td>
<td>9.8%</td>
</tr>
<tr>
<td>D</td>
<td>.00001823</td>
<td>17.5%</td>
<td>19.62 mw</td>
<td>12.6%</td>
</tr>
</tbody>
</table>

It is well known that IDCT computation precision is defined in MPEG-2 standard Annex A. Generally, MPEG-2 decoder which used in family television application must be satisfied the precision. However, this work presents a new methodology which changes the precision of IDCT according users requirement. We think it is reasonable. It brings designers a new design
Table 4  Results of variable bitwidth analysis

<table>
<thead>
<tr>
<th>Function</th>
<th>Variable</th>
<th>Type in C</th>
<th>Effective size</th>
<th>Size(mask bits 4)</th>
<th>Size(mask bits 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>idct</td>
<td>i</td>
<td>int(32bits)</td>
<td>3 bits</td>
<td>3 bits</td>
<td>3 bits</td>
</tr>
<tr>
<td>idctrow</td>
<td>x0</td>
<td>int(32bits)</td>
<td>30 bits</td>
<td>25 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x1</td>
<td>int(32bits)</td>
<td>30 bits</td>
<td>25 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x2</td>
<td>int(32bits)</td>
<td>29 bits</td>
<td>25 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x3</td>
<td>int(32bits)</td>
<td>30 bits</td>
<td>25 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x4</td>
<td>int(32bits)</td>
<td>30 bits</td>
<td>25 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x5</td>
<td>int(32bits)</td>
<td>30 bits</td>
<td>24 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x6</td>
<td>int(32bits)</td>
<td>30 bits</td>
<td>24 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x7</td>
<td>int(32bits)</td>
<td>30 bits</td>
<td>24 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x8</td>
<td>int(32bits)</td>
<td>29 bits</td>
<td>24 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td>idctcol</td>
<td>x0</td>
<td>int(32bits)</td>
<td>27 bits</td>
<td>23 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x1</td>
<td>int(32bits)</td>
<td>28 bits</td>
<td>25 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x2</td>
<td>int(32bits)</td>
<td>26 bits</td>
<td>25 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x3</td>
<td>int(32bits)</td>
<td>27 bits</td>
<td>25 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x4</td>
<td>int(32bits)</td>
<td>27 bits</td>
<td>25 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x5</td>
<td>int(32bits)</td>
<td>28 bits</td>
<td>25 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x6</td>
<td>int(32bits)</td>
<td>28 bits</td>
<td>25 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x7</td>
<td>int(32bits)</td>
<td>27 bits</td>
<td>24 bits</td>
<td>23 bits</td>
</tr>
<tr>
<td></td>
<td>x8</td>
<td>int(32bits)</td>
<td>29 bits</td>
<td>24 bits</td>
<td>23 bits</td>
</tr>
</tbody>
</table>

space.

5. Conclusions

This paper presents quality-driven design methodology and proposes a case of study quality-driven design for video application by bitwidth optimization. In our experiments on Mpeg2 video decoder systems, we designed four systems under given four quality constraints and the experimental results show that reducing computation precision while providing certain video quality to design system is possible, and we believe that this research is perspective because it can reduce a lot redundancies, which results in reduction of cost including power consumption and areas of hardware. Furthermore, parameterized functionality can be reuse for system design to decrease design complexity and design time.
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