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Abstract Recently, there are a lot of researches on virtual environments for distant human
communication. Real-time Human Proxy (RHP), which is a concept for such a virtual envi-
ronment, has been proposed. For realizing natural communication by RHP, it is necessary to
recognize human actions essential for human communication. However, it is difficult for system
developers to decide which human actions should be recognized. For supporting the decision,
we propose a human motion analysis method which automatically extracts frequent motion
patterns as human action candidates. And, we show some experimental results for extracting
human action.

1 Introduction

With developments in virtual reality techniques, a
lot of researches on distant communication via a
highly realistic virtual environment become more
active. In a virtual environment, there are some CG
characters, called avatars, each of which represents
a participant of distant communication. There is
no limit of the number of participants as well as the
real world and each participant can understand po-
sitional relationship between avatars to intuitively
recognize target avatars with which each partici-
pant communicate.

There are some communication systems us-
ing a virtual environment such as NICE (Nar-
rative Immersive Constructionist / Collaborative
Environments)[1] and Nessie World[2]. However,
they have two problems that special input devices
are required and their avatars are too simple to
make natural communication. These are the bot-
tleneck to achieve as natural communication via a
virtual environment as face-to-face communication.

To solve these problems, as a fremework of
avatar-based distant communication, we have pro-
posed a concept of Real-time Human Proxy
(RHP)[3], which virtualizes the avatar in real-time
on which activities of a participant in the real world
are projected. To achieve RHP-based communica-
tion, it is necessary to acquire information of a par-
ticipant and recognize human information to gener-
ate symbol for operating an avatar. As the first
step for realizing RHP-based communication, we

are researching for dealing with motion information.
To recognize the motions, it is important to decide
which symbols are to be recognized as essential mo-
tion information for distant communication.

In this paper, we propose a method to extract
essential motion patterns from human motion se-
quences.

2 Real-time Human Proxy (RHP)

2.1 RHP

RHP is proposed as a fremework of avatar-based
distant communication, which recognizes essential
information of a participant for communication as
“symbols” from participant’s information such as
motions, voices, facial expressions, transfers these
symbols among participants, and represents partic-
ipant’s information in a virtual environment based
on transferred symbols in real-time.

2.2 Motion information acquisition system

Motion information is acquired by a Motion Cap-
ture System (MCS)[4], which can be used as input
device for a natural human motion. Since it is not
easy to decide which action symbols is to be recog-
nized as essential actions for all situations of distant
communication, it is necessary to establish a frame-
work efficiently extracting essential actions from
motion information according to situations. Our
old approach is a top-down one, in which system
constructors manually enumerate action symbols.
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Fig. 1: Processing flow of the motion information
acquision system.

However, this approach is not robust and time-
consuming. Therefore in this paper, we will propose
a new bottom-up approach, in which a system au-
tomatically enumerate frequently occurring motion
patterns, called motifs[5], from participant’s motion
information communicating face-to-face with others
acquired in advance and system constructors choose
action symbols from motifs. This approach is based
on our idea that essential motions are repeatedly
occurred as shown in Figure 2. Figure 1 shows the
outline of the motion information acquisition sys-
tem. In the online system, the real-time motion
information is acquired by MCS and the recognizer
make the symbol using the learning data prepared
by the offline system. In the offline system, the ac-
quired motion information is recorded to the motion
database. The recorded motion information is anal-
ysed by the motif extracter to detect the frequent
motion as the motif. To prepare the learning data,
the extracted motifs are evaluated so as to select
important ones.

3 Motif Extraction

This section explain how to extract motifs from hu-
man motion information. To extract motifs, we pro-
pose a three-step procedure as follows. The first
step is compressing multi-dimensional motion in-
formation into lower-dimensional one by Principal
Feature Analysis (PFA) [6] for reducing the amount
of computation. The second step is labeling time
slices of each dimensional motion information ac-
cording to its value and generating label sequences,
the number of which is same as that of the reduced
dimensions. The third step is extracting frequently
occurring label patterns from label sequences as mo-
tifs based on Minimum Description Length (MDL)
principle [7] often used for data mining. These steps
are explained in the following sections.

time

target

motion

Fig. 2: Motif extraction from 1-dimentional data.

3.1 Reducing redundant dimension by PFA

Dimensional reduction of a high dimensional feature
data such as a human motion information is a com-
mon preprocessing step used for pattern recogni-
tion, classification and compression schemes. Prin-
cipal component analysis (PCA) and independent
component analysis (ICA) have been extensively
used for dimensional reduction. These methods find
a mapping function from the original dimentional
space to a lower dimentional space. However, it
is disadvantageous in the motif extraction. Since
a data in the lower dimensional space can’t be de-
compressed, it is difficult to extract a partial motion
from full-body motion. Therefore, in our work, we
use PFA, which automatically determine a subset of
axes, or features, that represents the original feature
space. Human motion information is described as a
set of measured positions of human body parts, each
of which is composed of three spatial coordinates,
(x, y, z). We treat each feature as a single vector
Fi = [f1i f2i · · · fni]T ∈ <n and all motion infor-
mation as a matrix M = [F1 F2 · · · Fs] ∈ <s×n,
where s is a number of features and n is a length of
motion information. Principle features are selected
by three steps as follows.

First, the eigen vector vi ∈ <s of M is calculated
by following equations:

C(M) = VΣVT (1)
V = [v1 v2 · · · vs]
Σ = diag(λ1, λ2, . . . , λs)

where C(M) is the covariance matrix, Σ is the diag-
onal matrix whose diagonal elements are the eigen-
values of M, λ1 ≥ λ2 ≥ · · ·λs.

Second, let Mpc ∈ <q×n be the Principal compo-
nents of M as equation (2) , q < s be set according
to the degree how much variabilities of all features
to be retained and W = [W1 W2 · · · Ws] ∈ <q×s

be composed by the first q columns of the matrix
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Fig. 3: An example of selecting principal features
by PFA. Where the number of features is 15, q = 3,
p = 4, (v1, v2, v3) is principal component coordi-
nate, each Wi written in red is closest to the mean
of the cluster and corresponding Fi circled in red is
principal feature.

VT ,

Mpc = M̃WT (2)

M̃ = [F̃1 F̃2 · · · F̃s]
F̃i = [f̃1i f̃2i f̃ni]T

f̃ji = fji − 1
n

n∑

k=1

fki

cluster each vector |Wi| to p ≥ q clusters by K-
Means algorithm using Euclidean distance. Where
each vector Wi represents the projection of Fi to
the lowerthe principal component space.

Last, for each cluster, find the corresponding vec-
tor Wi which is closest to the mean of the cluster
and the each corresponding feature Fi is chosen as
one of the important subset features. Therefore,
each Fi can be regarded as the dominant feature of
its cluster and has the least redundancy of all com-
binations of features. The example of this method
is shown in Figure 3.

3.2 Transforming time-series data into la-
bel sequences

Using the time-series data as an input, it takes too
much computation amount to extract motifs from
the human motion information. To solve this prob-
lem, it is necessary to transform the time-series data
Fi selected by PFA into label sequences by reduc-
ing the length of Fi and quantization. Therefore,
we use Symbolic Aggregate approXimation (SAX)
[8] which is a symbolic representation method for a
time-series data based on Piecewise Aggregate Ap-
proximation (PAA) as shown in Figure 4. First,
with PAA, a time series data F of length n, i.e.
n-dimensional vector F can be re-sampled into a
w-dimensional vector F̄ = [f̄1, . . . , f̄w]. The ith el-
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Fig. 4: The process of transforming a time-series
data into a label sequence with SAX algorithm.
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Fig. 5: Modifying the label sequence and finded fre-
quent label pattern: (a) an original label sequence,
(b) modified label sequence and frequent label pat-
tern, (c)corresponding label patterns in the original
one.

ement of F̄ is calculated by the following equation:

f̄i =
w

n

n
w i∑

j= n
w (i−1)+1

fj (3)

Secondly, f̄i is re-quantified to a label-based form,
SAX symbol, by determing breakpoints. Using the
breakpoints, each f̄i is symbolized to f̂i as follows:

f̂i = symj , iff bj−1 ≤ f̄i ≤ bj (4)
(j = 1, . . . , a)

Where bj is a breakpoint and symj is a SAX
symbol.The breakpoints are determined in order
to SAX symbols are generated with same prob-
ability assuming that distribution of f̄i is Gaus-
sian. Thirdly, each series of b SAX symbols
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Fig. 6: The recursive motif extraction: (a)an orig-
inal label sequence, (b)extracting the first motif,
(c)extracting the second motif, (d)final segments.

“f̂i · · · f̂i+b−1” is assigned a single unique label li
which is a minimum constituent of a motif. Then,
a label sequence L = [l1 · · · lw−b+1] is constructed.
Fourthly, in order to avoid the influence of varia-
tions in motion speed, L is compressed into L̂ by
the run-length coding (See Figure 5). L̂ has two
kind of information; a label sequence and a numeri-
cal sequence which represents the length of the same
label.

3.3 Motif extraction based on MDL princi-
ple

For example, given a label sequence L̂ as shown in
Figure 5(b), “BCD” is to be a motif. However, too
many motifs tend to be found in a human motion
information. Therefore, it is necessary to evaluate
motifs with a certain criterion in order for system
constructors to choose essential motions from mo-
tifs. To evaluate motifs, we employ the MDL prin-
ciple. MDL is to find the best model which most
efficiently compresses label sequences by means that
label patterns are replaced with one unique meta-
label. We consider that the best model is proper
for the motif.

To evaluate a frequent pattern based on MDL
principle, the description length of the label se-
quence L̂ is needed as the criterion. The equation
of the description length DL is defined using the
description length of the model h and the label se-
quence L̂ as follows [9]:

DL = DL(L̂|h) + DL(h) (5)

DL(L̂|h) =
m∑

i

∑

j

−wij log2

wij

ti
(6)
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Fig. 7: The example of integrating L̂i and L̂j .

DL(h) =
m∑

i

log2 ti + m log2(
m∑

i

ti) (7)

Where the model h is a segmentation of the label
sequence L̂, m is the number of segments, wij is the
number of frequency of the jth label in the ith seg-
ment, ti is the length of ith segment. For example
using L̂ in Figure 5(b), h = {1, 4, 5, 8, 9, 12}, m = 7,
w11 is 2, t1 is 2, w21 is 3, w22 is 1, w23 is 3, t2 is 7
and so on.

Here, let tL be the length of the label sequence L̂,
the number of all segmentations is O(2tL), which is
too much computation amount. Therefore, we pro-
pose a new method to solve this problem approxi-
mately by a recursive scheme as follows.

First, extract the frequent label pattern as a mo-
tif candidate using each size of the search window
and choose the best pattern from the all candidates
based on equation (5) as the first motif. The this
process is show in Figure 6(a). The amount of com-
putation of this process is O(t3L).

Second, replace the chosen frequent label with a
unique meta-label. If there is no frequent label pat-
tern whose label length is more than 2, the recursive
process is end.

Third, iterate the first and second processes and
find the i(≥ 2)th motif including the labels without
the replaced unique meta-labels that is shown in
Figure 6(b),(c). When the processes is end, the all
segments will be detected as shown in Figure 6(d).
Letting tM be the number of extracted motifs, the
amount of computation of this method is O(tM t3L).

3.4 Integrating all features

In the previous sections, we mentioned the method
for extracting motifs from one feature of human mo-
tion information. To analyze full-body motion in-
formation, it is necessary to integrate all features.
In this paper, simply, the integrated label sequences
are generated from the all combinations of each L̂i



Table 1: The selected axis and each cluster’s ele-
ments by PFA.

Cluster Selected axis Others
(1) left hand’s x left elbow’s x

head’s x
(2) left clavicle’s y head’s y

...

(3) right humerus’ z left humerus’ z
right elbow’s x
left hand’s y

(4) right elbow’s y left elbow’s y
right hand’s y

(5) right elbow’s z

left elbow’s z
left hand’s z
right hand’s x
right hand’s z

and the motifs are extracted from each integrated
label sequence based on MDL. Each L̂i is integrated
using corresponding Li. For example of integrating
L̂i and L̂j , each pair (lit, ljt) is re-labeled to the
new label to be unique of the other pairs’ shown in
Figure 7. Where lit correspond to tth element of
Li.

4 Experimental results

We demonstrate the motif extraction method
using motion data from Carnegie Mellon Uni-
versity’s Graphics Lab motion-capture database
(http://mocap.cs.cmu.edu/). The motion data
used in this experiment is composed of 25 measured
markers and 2486 frames. Each marker is composed
of data of (x, y, z)-axis, i.e. the number of features
is 75. The input motion data includes three basket-
ball signals (A), (B) and (C) shown in Figure 8(a),
(b) and (c), each of which is repeated three times
and connected by standing posture shown in Fig-
ure 8(d). The motion (A) is waving hands up and
down, (B) is putting hands on the shoulders and (C)
is thrusting hands forward. In this experiment, the
origin and the orientation of the coordinate system
of motion information is fixed on a marker called
”root” shown in Figure 9.

Five features are selected by PFA shown in Fig-
ure 9 and the clustering result is shown in table
1. In this experiment, the number of recursions
of motif extraction is decided to eight empirically
since it is enough for extracting all essential mo-
tions from the input motion information. As a re-
sult, the (32 − 1) × 8 motifs are extracted, where
32 is the number of combinations of the five se-
lected features and -1 means eliminating the com-

root (1)

(2)

(4)

(5)

(3)

x

y

z

Fig. 9: Selected features and the coordinates:
(1)left hand’s x-axis, (2)left clavicle’s y-axis,
(3)right humerus z-axis, (4)right elbow’s y-axis,
(5)right elbow’s z-axis.

bination that no features are selected. For example,
three motifs extracted from the integrated feature
of (4) and (5) are shown in Figure 10. These motifs
are extracted as the third, fifth and seventh motifs
and correspond to motion (B), (A) and (C) respec-
tively. The other motifs correspond to the standing
posture. The third and seventh motifs are corre-
sponding to the whole motion (B) and (C) shown
in Figure 8(b),(c),(e),(f). However, the fifth motif
is corresponding a part of the motion (A) shown in
Figure 8(a),(d). It is because motion (A), shaking
hands up and down, is an iterative motion in com-
parison with motion (B) and (C) which are non-
iterative. It is difficult to extract an iterative mo-
tion as a motif since an iterative motion includes
sub-motifs corresponding to one iteration.

5 Conclusion

We have proposed a motion motif extraction
method from human motion information. The
method automatically extracts all frequent motions
as motifs from the whole body motion information
whose dimensions are reduced by PFA. The experi-
mental results show that the our method is effective
to extract all motifs. However, there are the two
problems. One is that the our method is difficult
to extract an iterative motion. Another is that the
number of combinations of selected features may
become very large in case of extracting motifs from
natural human motion information instead of arti-
ficial one used for our experiments.

Acknowledgment Our thanks to Carnegie Mel-
lon University’s Graphics Lab for allowing us to
use their Motion Capture Database, which was sup-
ported with funding from NSF EIA-0196217.



(a) (b) (c) (d)

Fig. 8: The human motion scene: (a)waving hands up and down, (b) putting hands on the shoulders,
(c)thrusting hands forward, (d)standing.
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Fig. 10: The extracted 3rd(center), 5th(left) and 7th(right) motifs from an integrated feature: (a),(b),(c)
illustrate y-position of the right elbow, (d),(e),(f) illustrate z-position of the right elbow.
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