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Abstract: We propose a method for detecting a facial symmetry axis from a frontal face image. The proposed
method adopts a voting procedure like Hough transform that transforms a set of edge points into perpendicular
bisectors of two different edge points selected from the set. The initial guess of a symmetry axis is adjusted
accurately by the following fine-tuning procedure. Experimental results show that the proposed method correctly
detects facial symmetry axes from real face images visually and quantitatively.
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1. Introduction

Human faces send out various messages such as their per-
sonalities and feelings to their surroundings. The current
prevalence of online communication makes us recognize
again the richness of the information brought by face-to-
face communication [1]. For stable and reliable commu-
nication between human beings and/or machines, it is re-
quired to capture, recognize and present faces accurately.

One of the salient geometric features of faces is bilateral
symmetry, with which a face or head can be divided into
roughly mirror-image left and right halves by a midsagittal
plane [2], and such a facial symmetry is believed to be a
hallmark of appealing faces [3]. Therefore, detecting facial
symmetry axis has a wide range of applications for face im-
age processing including face recognition and generation.
Until now, a large number of studies on symmetry detec-
tion have been conducted by many researchers. Bartalucci
et al. [4] surveyed the methods for recognizing 2D/3D sym-
metry by the symmetry line and bilateral symmetry by the
symmetry plane, and especially focused on 2D symmetry
recognition of the human back and 3D symmetry recogni-
tion of the human face [4]. Park et al. evaluated the perfor-
mance of state-of-the-art discrete symmetry detection algo-
rithms, and indicated that symmetry detection in real-world
images remains a challenging, unsolved problem in com-
puter vision [5]. Xiao and Wu analyzed gradient-based and
phase-based symmetry detectors, and suggested that the lat-
ter is preferable to human visual characteristics [6]. Sand-
han and Choi incorporated a symmetry prior to their objec-
tive function for eyeglass reflection removal [7].

In this paper, we propose a method for detecting facial
symmetry axis from a frontal face image. The proposed
method can be viewed as a Hough transform [8] that con-
sists of a transformation from an image plane into another
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parameter space, a voting and mode-seeking procedure, and
the inverse transformation from the parameter space into
the original image plane. Experimental results demonstrate
that the proposed method detects facial symmetry axes from
frontal face images faithfully, and reduces the standard de-
viation of a set of individual face images on average, which
can be viewed as supporting evidence of successful facial
alignment based on the symmetry axis.

The rest of this paper is organized as follows: Section 2
describes the proposed method for detecting facial symme-
try axis from a frontal face image. Section 3 shows exper-
imental results with real face images. Finally, Section 4
concludes this paper.

2. Proposed Method
In this section, we propose a method for detecting a sym-
metry axis from a frontal face image. The proposed method
consists of two stages: the initial guess and fine-tuning
stages. In the following subsections, we explain the details
of those stages in order.

2.1 Initial Guess Let F be an image with a frontal
face. Then the purpose of this work is to detect an axis of
symmetry on the face in F. Let G = [gi j] be the grayscale
image of F, where gi j denotes the grayscale value of the
pixel (i, j) in G for i = 0, 1, . . . ,m− 1 and j = 0, 1, . . . , n− 1
where m and n denote the numbers of rows and columns in
G, respectively. We first detect the edges in G to have a bi-
nary image B = [bi j], where bi j = 1 indicates the edge pixel,
and bi j = 0 otherwise. The method we used for detecting
edges is summarized in Appendix.

The basic idea of our symmetry axis detection is that if
two points are line symmetry, the axis of symmetry is given
by the perpendicular bisector of the line segment bounded
by the two points. Let pa = [ia, ja]T and pb = [ib, jb]T

are two different points or pixels in B with bia, ja = bib, jb = 1,
where the superscript T denotes the matrix transpose. Then,
as shown in Fig. 1, any point p̃ = [ĩ, j̃]T on the perpendicular
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Figure 1: White point p̃ denotes any point on the perpen-
dicular bisector of line segment pa and pb. If pa and pb

are line symmetry, then the perpendicular bisector coincides
with the axis of symmetry.

bisector of line segment pa pb satisfies(
pb − pa

∥pb − pa∥

)T

( p̃− pa) =
1
2
∥pb − pa∥. (1)

Multiplying the both sides of (1) by 2∥pb − pa∥, we have

2 (pb − pa)T ( p̃− pa) = ∥pb − pa∥2, (2)

or equivalently,

2 (pb − pa)T p̃ = ∥pb − pa∥2 + 2 (pb − pa)T pa

= (pb − pa)T (pb − pa + 2pa)

= (pb − pa)T (pb + pa) , (3)

which can be written with the elements of vectors as

2
[
(ib − ia) ĩ + ( jb − ja) j̃

]
=

[
ib − ia
jb − ja

]T [
ib + ia
jb + ja

]
, (4)

from which we have a relationship between ĩ and j̃ as

j̃ =
1

jb − ja

[
ib − ia
jb − ja

]T [ ib+ia
2

jb+ ja
2

]
− ib − ia

jb − ja
ĩ (5)

under the condition that jb , ja, which is used for the voting
procedure in Hough transform described below.

In Fig. 1, the perpendicular bisector intersects with the
top and bottom boundaries of an image. We prepare two
accumulators on the two boundaries, and vote to them the
intersection points of the perpendicular bisector and the
boundaries. Let Atop = [atop

j ] and Abot = [abot
j ] be the top

and bottom accumulators, respectively, where atop
j and abot

j
are their elements initialized to 0. For two points pa and pb,
the horizontal axis j̃top of the top intersection point is given
by substituting ĩ = 0 into (5). On the other hand, the hori-
zontal axis j̃bot of the bottom intersection point is given by
substituting ĩ = m − 1 into (5). Then we vote (0, j̃top) and
(m − 1, j̃bot) to Atop and Abot, respectively, as

atop
j ← atop

j + exp

−
(

j − j̃top
)2

2σ2

 (6)

abot
j ← abot

j + exp

−
(

j − j̃bot
)2

2σ2

 (7)

for j = 0, 1, . . . , n − 1, where σ is a positive parameter for
controlling the influence of j̃top and j̃bot to the neighboring
elements of the accumulators. For all combinations of the
pairs of edge pixels, we repeat this voting procedure. After
that, we find the highest values in both accumulators as

jtop
∗ = arg max

j

(
atop

j

)
(8)

jbot
∗ = arg max

j

(
abot

j

)
, (9)

and have a line segment bounded by (0, jtop
∗ ) and (m−1, jbot

∗ ),
which is an initial guess for the axis of symmetry.

2.2 Fine-Tuning Next, we improve the accuracy of
the symmetry axis detection by using the result of the above
initial guess as follows. Once we obtain the estimated axis
of symmetry, we can map a point onto the other side of the
axis. If there is another point near the mapped point, then
we see that the corresponding points are nearly symmetrical
in terms of the axis with a degree of confidence. On the ba-
sis of this observation, we propose a method for fine-tuning
the axis of symmetry by attaching an importance to each
edge pixel.

Let t = [0, j̃top
∗ ]T and b = [m − 1, j̃bot

∗ ]T be the top and
bottom intersection points of the initially estimated axis and
image boundary. Then a point pa is mapped to the opposite
side of the symmetry axis by

p̄a =

2 (
b − t
∥b − t∥

) (
b − t
∥b − t∥

)T

− I
 (pa − t) + t, (10)

where I denotes a 3 × 3 identity matrix. For another point
pb, we define an importance value as follows:

vab = exp
(
−∥pb − p̄a∥2

2σ2
s

)
, (11)

where σs denotes a positive parameter for controlling the
influence of p̄a to the neighboring points. With the impor-
tance value vab, we recompute the accumulators Atop and
Abot, the elements of which are initialized to 0s again, as

atop
j ← atop

j + vab exp

−
(

j − j̃top
)2

2σ2

 (12)

abot
j ← abot

j + vab exp

−
(

j − j̃bot
)2

2σ2

 , (13)

instead of (6) and (7), respectively, where note that j̃top and
j̃bot are the functions of pa and pb as described in (5). For
a distant point pb from p̄a, which means that the point pb is
not symmetrical to pa, the value vab becomes small, and the
distant point pb has little influence on the computation of the
accumulators. As a result, it is expected that we have more
reliable accumulators than the initial ones. From the recom-
puted accumulators, we have the updated endpoints jtop

∗ and
jbot
∗ by (8) and (9). Such a fine-tuning procedure is repeated

until both jtop
∗ and jbot

∗ converge. The proposed procedure
for detecting symmetry axis is summarized in Algorithm 1.
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Algorithm 1 Symmetry Axis Detection
Require: frontal face image F
Ensure: horizontal axes jtop

∗ and jbot
∗

1: Make the grayscale image G = [gi j] of F for i = 0, 1, . . . ,m−1
and j = 0, 1, . . . , n − 1.

2: Detect edges in G to have a binary edge image B = [bi j].
3: Let pk = [ik, jk]T be the kth edge pixel in B with bik , jk = 1 for

k = 1, 2, . . . ,N, where N denotes the number of edge pixels.
4: Initialize accumulators Atop and Abot to zeros.
5: for k = 1, 2, . . . ,N − 1 do
6: pa = pk.
7: for l = k + 1, k + 2, . . . ,N do
8: pb = pl.
9: Compute j̃top by (5) with ĩ = 0.

10: Increment all atop
j by (6).

11: Compute j̃bot by (5) with ĩ = m − 1.
12: Increment all abot

j by (7).
13: end for
14: end for
15: Compute jtop

∗ and jbot
∗ by (8) and (9). ▷ Initial Guess

16: while True do
17: Set jtop

old = jtop
∗ and jbot

old = jbot
∗ .

18: Initialize accumulators Atop and Abot to zeros.
19: for k = 1, 2, . . . ,N − 1 do
20: pa = pk.
21: for l = k + 1, k + 2, . . . ,N do
22: pb = pl.
23: Compute vab by (11).
24: Compute j̃top by (5) with ĩ = 0.
25: Increment all atop

j by (12).
26: Compute j̃bot by (5) with ĩ = m − 1.
27: Increment all abot

j by (13).
28: end for
29: end for
30: Compute jtop

∗ and jbot
∗ by (8) and (9). ▷ Fine-Tuning

31: if jtop
old = jtop

∗ and jbot
old = jbot

∗ then
32: Break out of the while loop.
33: end if
34: end while
35: return jtop

∗ and jbot
∗ .

In this algorithm, the initial guess at line 15 is followed
by iterative fine-tuning at line 30. The main difference be-
tween them is whether the importance value vab in (11) is
used in the increment of accumulators (lines 25 and 27) or
not (lines 10 and 12).

3. Experimental Results

In this section, we show experimental results of facial
symmetry axis detection from real face images. Fig-
ure 2 shows an input face image, where Fig. 2(a)
shows a color face image with 400 × 640 pix-
els (Wallpaper-House.com https://wallpaper-house.
com/wallpaper-id-307187.php), and Fig. 2(b) shows
the edge image extracted from the input image by the
method described in Appendix.

Figure 3 shows the result of initial guess of the facial
symmetry line, where the accumulators for the top and bot-
tom boundaries are shown in Figs. 3(a) and (b), respectively,
of which the vertical and horizontal axes denote the number

(a) Input frontal face image F

(b) Edge image B

Figure 2: Example of frontal face image: (a) Input color im-
age F and (b) Binary edge image B obtained by the method
described in Appendix, where the edge pixels are denoted
by black pixels, and the other pixels are shown in gray.

of votes atop
j or abot

j and the horizontal location j. The pa-
rameter σ in (6) and (7) is set to 5. We extract the highest
peaks from Figs. 3(a) and (b) by (8) and (9), and draw a
red line segment from (0, jtop

∗ ) to (m − 1, jbot
∗ ) as shown in

Fig. 3(c), which denotes the initial guess of the symmetry
axis.

Next, Fig. 4 shows the result of fine-tuning procedure,
where Figs. 4(a) and (b) show the accumulators for the top
and bottom boundaries at the first iteration of the fine-tuning
stage with σs = 15 in (11). In comparison with Figs. 3(a)
and (b), Figs 4(a) and (b) are unimodal which provides a
reliable estimation of mode. Figures 4(c) and (d) show de-
tected symmetry axes at the first and last (13th) iterations,
respectively. We can see that the red line moved to the
position of facial symmetry axis correctly by fine-tuning.
Figure 5 shows the inclination-corrected face after the fine-
tuning.

We also applied our method to the Japanese Female Fa-
cial Expression Database (JAFFE) [10], which consists of
213 images of different facial expressions from 10 different
Japanese female subjects. Figure 6 shows six examples of
facial symmetry axis detection (left) and inclination correc-
tion (right). We evaluate the effect of inclination correction
by using standard deviation defined by

S D =

√√√
1

mnΞ

Ξ∑
ξ=1

∥∥∥Gξ − Ḡ
∥∥∥2

F , (14)

where Gξ for ξ = 1, 2, . . . ,Ξ denote Ξ face images of a per-
son, and Ḡ = 1

Ξ

∑Ξ
ξ=1 Gξ denotes the mean image, and ∥ · ∥F

IIAE Journal, Vol.10, No.3, 2022
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(a) atop
j vs j

(b) abot
j vs j

(c) Detected symmetry axis

Figure 3: Initial guess: (a) Accumulator Atop for top end-
point, (b) Accumulator Abot for bottom endpoint, and (c) the
detected symmetry axis illustrated by red line.

denotes the Frobenius norm [11]. It is expected that if faces
are aligned faithfully then the value of S D becomes small.
Figure 7 shows the standard deviation of a set of face im-
ages of each person, where the vertical and horizontal axes
denote the standard deviation and the person ID numbers
for 10 persons.

We cropped the central part of each image from 256×256
to 190×190 pixels to remove the void areas appeared by ro-
tating the face image. The blue and orange bars denote the
original and rotated (inclination-corrected) faces. We can
see that the standard deviation decreased for 7 persons out
of 10 by the proposed method. The values of the standard
deviation are summarized in Table 1 by averaging them in
the 10 persons, where smaller values are bolded. The pro-
posed method reduced the standard deviation on average by
correcting the inclination of faces.

Finally, we investigate the effect of shadows caused by

(a) Accumulator Atop at the 1st iteration

(b) Accumulator Abot at the 1st iteration

(c) Detected symmetry axis at the 1st iteration

(d) Detected symmetry axis at the 13th iteration

Figure 4: Fine-tuning: (a) Accumulator Atop for top end-
point in the first iteration, (b) Accumulator Abot for bottom
endpoint in the first iteration, (c) the detected symmetry axis
in the first iteration, (d) the final result after 13 iterations.

asymmetric lighting. Figure 8 shows the results with the
Yale Face Database B [12], where five cropped images of
subject number 32 with pose number 00 are selected for az-
imuth 00, 10, 25, 50, and 70 with elevation 00, and laid

IIAE Journal, Vol.10, No.3, 2022
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Figure 5: Inclination-corrected face.

Table 1: Comparison of (averaged) standard deviation.

Original Rotated

Person 1 22.7 22.8
Person 2 15.0 14.8
Person 3 22.9 22.8
Person 4 17.7 17.7
Person 5 21.6 21.5
Person 6 18.1 18.1
Person 7 21.6 21.2
Person 8 21.6 21.0
Person 9 15.9 15.5
Person 10 22.8 22.7

Averaged standard deviation 20.0 19.8

vertically. For the details of this dataset, please visit the
website [13]. In Fig. 8, the left and right columns show the
detected symmetry axes and inclination-corrected images,
respectively. This figure shows that dark shadow can disturb
the results of symmetry axis detection as observed in (e),
(g), and (i) corresponding to azimuth +25, +50 and +70.
For those shadowed face images, shadow removal methods
such as the portrait shadow manipulation [14] and the unsu-
pervised portrait shadow removal [15] can be used for the
preprocessing of symmetry axis detection.

4. Conclustion
In this paper, we proposed a method for detecting the sym-
metry axis from a frontal face image by a voting procedure
based on a Hough transform between an image space of bi-
nary images and a parameter space of perpendicular bisec-
tors. Experimental results with real face images demon-
strated the effectiveness of the proposed method visually
and quantitatively by evaluating the standard deviation of
obtained images.

Our future work will include the application of the pro-
posed method to facial beauty based on facial symmetry
according to the results that facial attractiveness increased
with the increase in facial symmetry by Rhodes et al. [16].

Appendix

From a grayscale image G = [gi j], we detect edges as follows: We
first compute the horizontal and vertical gradients by the Sobel
filter [9]:

dhi j = gi−1, j+1 + 2gi, j+1 + gi+1, j+1 − gi−1, j−1 − 2gi, j−1 − gi+1, j−1 (15)

dvi j = gi+1, j−1 + 2gi+1, j + gi+1, j+1 − gi−1, j−1 − 2gi−1, j − gi−1, j+1, (16)

(a) KL.SU1.164 (b) KL.SU1.164 (corrected)

(c) KM.DI3.22 (d) KM.DI3.22 (corrected)

(e) KR.SU1.80 (f) KR.SU1.80 (corrected)

(g) MK.HA3.118 (h) MK.HA3.118 (corrected)

(i) NA.SU1.208 (j) NA.SU1.208 (corrected)

Figure 6: Symmetry axis detection and face rotation re-
sults on JAFFE dataset: (Left) Detected symmetry axes, and
(Right) Inclination-corrected faces. Each caption shows the
image file name including the subject’s initial and expres-
sion label.

from which, we have the gradient magnitude Mi j =
√

dh2
i j + dv2i j.

If Mi j > θ for a threshold value θ > 0, we regard the pixel (i, j) as a

IIAE Journal, Vol.10, No.3, 2022
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Figure 7: Standard deviation of individual image sets.

candidate of edge pixel, and compute the direction of the gradient
ϕi j = arctan( dvi j

dhi j
) ∈ [−π, π] (rad), which is converted into di j =

180ϕi j/π ∈ [−180, 180] (deg). In the above experiments, we set
θ = 100 constantly. If di j < 0, then we add 180 to di j to map the
interval [−180, 0] to [0, 180].

Finally, we perform non-maximum suppression to have a binary
edge image B = [bi j] as follows: If di j < 22.5◦ or di j ≥ 157.5◦,
then we judge that the edge is horizontal. In this case, if Mi j >

Mi−1, j and Mi j > Mi+1, j, then we judge that the pixel (i, j) is an
edge pixel and set bi j = 1. If 22.5◦ ≤ di j < 67.5◦, then we judge
the edge is left diagonal. In this case, if Mi j > Mi−1, j−1 and Mi j >

Mi+1, j+1, then we also set bi j = 1. If 67.5◦ ≤ di j < 112.5◦, then
we judge that the edge is vertical. In this case, if Mi j > Mi, j−1 and
Mi j > Mi, j+1, then we also set bi j = 1. Finally, if 112.5◦ ≤ di j <

157.5◦, then we judge the edge is right diagonal. In this case, if
Mi j > Mi−1, j+1 and Mi j > Mi+1, j−1, then we also set bi j = 1. The
remaining pixels in B have the value 0, which means the non-edge
pixel.
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