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Chapter 1

Introduction

1.1 Sustainable development goals and nuclear
fusion power

In recent years, while the population is growing and technological innova-

tion is advancing around the world, there is a need to realize a sustainable

society. Sustainable Development Goals (SDGs), which consist of 17 goals

for sustainable society, were unanimously adopted at the 2015 United Na-

tions Conference. As stated in SDG 7 of Affordable and clean energy and

SDG 13 of Climate Action, there is a need for clean and affordable energy

that has less impact on the environment. Moreover, the Paris Agreement

of 2015, adopted by 196 countries as a measure to combat global warming,

promotes efforts to keep the global temperature rise well below 2 degrees

Celsius compared to pre-industrial levels. Thermal power generation using

fossil fuels, which has been the main method of power generation so far,

can provide a stable supply of energy, but there are problems such as eco-

nomic disparity due to the uneven distribution of fuels and fuel depletion,

and one of the biggest problems is that it emits a lot of CO2. Thus, realization

of a decarbonized, clean, and affordable energy source to replace thermal

power generation is strongly desirable.

Various technologies are being used to solve energy problems toward
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CHAPTER 1. INTRODUCTION

the sustainable and decarbonized society. For example, there are clean en-

ergy sources such as solar power and wind power. These are called renew-

able energy sources, and they are attracting attention as inexpensive energy

sources that do not emit CO2 and can be generated anywhere on the planet.

On the other hand, there are still many problems to be solved, such as high

power generation costs, low power generation per area, and unstable power

generation that is greatly affected by the climate.

Nuclear power is also being used as a decarbonized energy source. Nu-

clear power generation uses the nuclear ”fission” of atoms. In addition to

not emitting CO2, it has the advantages of stable energy supply, high power

generation per area, low power generation cost, and high power genera-

tion per fuel (one gram of fuel can produce the energy equivalent to 1.8

tons of oil). However, nuclear power generation generates long-lived high-

level radioactive materials, and their disposal has become a problem. There

are also concerns about environmental risks due to leakage of radioactive

materials. Furthermore, because of the possibility of large-scale accidents

such as runaway fission reactions, as exemplified by the Chernobyl nuclear

power plant accident in 1986 and the Fukushima Daiichi nuclear power

plant accident following the Great East Japan Earthquake in 2011, various

measures to prevent these large-scale accidents are essential.

Thus, there is a need for a clean and stable energy source with no car-

bon emissions to replace renewable energy and nuclear power. One of the

solutions to this problem is nuclear ”fusion” power generation. In nuclear

fusion power generation, the energy generated when atomic nuclei collide

with each other and nuclear ”fusion” occurs is used to generate electricity.

In the sun, an enormous amount of energy is constantly generated by nu-

clear fusion, and this energy illuminates and warms the earth. The advan-
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CHAPTER 1. INTRODUCTION

tages of nuclear fusion power generation are that it does not emit CO2, the

fuel is inexhaustible and ubiquitous (deuterium and lithium in the ocean),

the energy per fuel is high (one gram of fuel can produce the energy equiv-

alent to 8 tons of oil!). In addition, the fusion reaction does not runaway

in principle, which is a problem in nuclear power generation using nuclear

fission. Thus, fusion power generation is a clean and affordable power gen-

eration that has the potential to solve the energy problem.

However, there are still many challenges to fusion power generation,

and it has not yet been realized. The challenges of fusion power genera-

tion include engineering and scientific challenges. The engineering issues

include the development of materials that can withstand the radiation and

heat loads from plasma, the improvement of the performance of supercon-

ducting coils and plasma heating devices, and the establishment of the fuel

recycling system. These issues are related to the realization of nuclear fu-

sion and its economic efficiency. On the other hand, the scientific chal-

lenges are to elucidate the wide variety of physical phenomena observed

in fusion devices. In fusion devices, sudden plasma disruptions and anoma-

lous transport phenomena that cannot be explained by collisional transport

have been observed. It is believed that understanding and controlling these

physical phenomena will lead to the improvement of fusion power genera-

tion performance.

1.2 Magnetic confinement of plasma

In order for nuclear fusion to occur, atomic nuclei must collide with each

other at a very high speed. As the an atom is accelerated, the electrons are

stripped from the atom and separated into ion and electrons. In order for

ions to collide many times, they must be accelerated fast enough to over-
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CHAPTER 1. INTRODUCTION

Figure 1.1: Triple products reached by various devices [2].

come the Coulomb force acting on them, and the target ions must be kept

dense so that the ions can easily collide. In addition, it is important to keep

the fusion reaction going for a long time. Therefore, instead of colliding a

small number of ions in an accelerator, it is necessary to maintain a state

called plasma, where a large number of ions and electrons coexist and are

electrically neutral from a macroscopic point of view. In other words, the

plasma must be kept hot (100 million Celsius degrees), dense (1020m−3), and

for a long time ( 1 second). The product of these three factors, temperature,

density, and time, is called the triple product. The triple products of various

fusion devices are shown in Figure 1.1. When the triple product is greater

than 1021(keVm−3s), nuclear fusion occurs continuously, and this condition

is called the Lawson criterion [1].
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CHAPTER 1. INTRODUCTION

In the sun, the fusion reaction is maintained by “confining“‘ the plasma

with its own enormous gravity. For nuclear fusion to occur on Earth, it is

necessary to “confine“‘ the plasma by means other than gravity. Magnetic

field confinement and inertial confinement methods have been mainly stud-

ied as plasma confinement methods, and it has been found through more

than 70 years of research that the magnetic field confinement method in

particular has high performance.

Charged particles in magnetic fields rotate around the magnetic field

lines due to the Lorentz force, and their motion in the direction perpendicu-

lar to the magnetic field is restricted. This is called gyro motion or cyclotron

motion, which confines the plasma perpendicular to the magnetic field. To

prevent the diffusion of charged particles in the direction parallel to the

magnetic field, the magnetic field is designed in a donut-shape. Further-

more, in a donut-shaped magnetic field, there is a magnetic field gradient

that causes ions and electrons to move in opposite directions, resulting in

charge separation. The ExB flow due to the electric caused by charge sepa-

ration and magnetic fields causes the plasma to move outward, so it cannot

be confined. Therefore, by twisting the magnetic field, the charge separa-

tion is suppressed and the confinement is improved. There are two methods

of twisting the magnetic field lines: the tokamak method, which twists the

magnetic field by toroidal plasma current, and the stellarator or heliotron

method, which twists the magnetic field by external coil.

Until the 1950s, just after the end of World War II, research on magnetic

confinement fusion was carried out in secret by each country. Then, in

1968, it was announced that 1 keV plasma of T-3 tokamak had been achieved

in the Russian tokamak T-3 [3], and in 1969, a British research team mea-

sured 1 keV plasma by Thomson scattering [4], and since then, researches of
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CHAPTER 1. INTRODUCTION

Figure 1.2: Schematic of ITER [11].

tokamak and other confinement method have been conducted with interna-

tional cooperation and competition. At one time, it was thought that fusion

power generation would not be realized in the tokamak system because the

plasma would not be heated due to anomalous transport caused by turbu-

lence, no matter how much power was input [5]. However, many studies on

turbulence and radial electric field shear structure formation, including the

discovery of an high confinement operation mode (H-mode) that reduces

anomalous transport due to turbulence [6–8], and the improvement of sim-

ulation technology have progressed [9]. Currently, the tokamak devices are

expected to be the closest to the realization of nuclear fusion. ITER (Inter-

national Thermonuclear Experimental Reactor) is a large tokamak device,

as shown in Figure 1.2, which is being constructed through international

cooperation. ITER is designed to achieve a ratio of heating power to fusion

output power close to 10 [10]. Once the ITER fusion power is demonstrated,

each country will start to build its own industrial fusion reactor (DEMO re-

actor).
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CHAPTER 1. INTRODUCTION

1.3 Complexphenomenaof theplasma turbulence

As mentioned in the previous subsection, the basic physical processes of

plasma turbulence need to be clarified to control the plasma turbulence and

realize the fusion reactors. In magnetic confinement plasmas, the plasma

core is heated by external heating, but at the plasma boundary, the tem-

perature of the vacuum vessel is about room temperature, which essen-

tially creates a density and temperature gradient. The free energy due to

these gradients causes many vortices and waves to be linearly excited. (e.g.,

drift waves are excited by density gradients [12].) The fluctuations drive

the transport to relax the gradient of the background, which is the source of

the free energy. This fluctuation-driven transport is thought to be the cause

of anomalous transport, which is 10 to 100 times larger than the collisional

diffusion observed in fusion devices.

The excited fluctuations cascade their energy into smaller scale struc-

tures through nonlinear three wave coupling and forms turbulent states.

Furthermore, quasi-two-dimensional turbulence, such as magnetized plasma

turbulence, inversely cascades the energy of the fluctuations to larger struc-

tures [13]. In addition to the nonlinear coupling, there are various other

nonlinear processes in magnetized plasmas, such as wave-particle interac-

tion. Through linear growth, dissipation to the plasma structure, and non-

linear processes, the turbulent dynamics of the plasma is determined [12].

Momentum transport driven by turbulent fluctuations is believed to drive

meso-scale structures such as zonal flows and streamers, which are also re-

lated to the inverse cascade due to nonlinear coupling [8,14]. The zonal flow

is a flow with a structure whose wavenumber in the azimuthal direction is

kθ ∼ 0 and whose wavenumber in the radial direction is kr ̸= 0. The zonal
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CHAPTER 1. INTRODUCTION

flow decorrelates and suppresses the turbulence, thereby suppressing the

turbulent transport and contributing to the improvement of the plasma con-

finement [7,15,16]. On the other hand, the streamer have a finite wavenum-

ber in the azimuthal direction (kθ ̸= 0 ) and a zero wavenumber in the ra-

dial direction (kr ∼ 0 ), which connects the core and the edge of the plasma,

causes ballistic and non-local transport, and significantly degrades the con-

finement performance [17–21].

1.4 Problems of plasma diagnostics and of con-
ventional analytical method, for plasma tur-
bulence study

Since the frequency of plasma turbulence ranges from a few kHz to a few

hundred kHz and the spatial scale is of the order of ∼1 cm, it is necessary

to measure the plasma with high temporal (∼MHz) and spatial (∼mm) res-

olutions for experimental studies of plasma turbulence. Various kinds of

diagnostics have been developed for turbulence observation. In tokamak

plasmas, for example, density fluctuations measured by reflectometer [22],

and density and potential fluctuations measured by heavy ion beam probe

(HIBP) have been used to study plasma turbulence [23], and many results

have been obtained, such as the discovery of turbulence suppression in H-

mode and the identification of zonal flows [7, 24]. For the study of plasma

turbulence in a low-temperature basic plasma, electrostatic probe measure-

ments are available, in which electrodes are inserted directly into the plasma.

Due to the high temporal and spatial resolutions and high signal-to-noise

ratio, of the electrostatic probe, many results on fundamental processes of

plasma turbulence have been reported, such as studies on nonlinear pro-

cesses of drift waves [25,26], formation of streamer structures [19–21], and
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CHAPTER 1. INTRODUCTION

interaction between drift waves and zonal flows [27,28].

While many results have been achieved by the plasma turbulence mea-

surement technique, there are still many problems in plasma turbulence

measurement. One example is the measurement of temperature fluctua-

tions caused by plasma turbulence. Thomson scattering and electron cy-

clotron emission measurement have been used to measure electron temper-

ature in torus plasmas [4, 29]. Thomson scattering has poor temporal reso-

lution (∼Hz), so electron temperature fluctuation measurement is not pos-

sible. Although electron cyclotron emission measurements have sufficient

time resolution, they cannot measure turbulence because the noise is so

large that the turbulent oscillation signal is buried in the thermal noise. For

the electron temperature measurement in basic plasma devices, the elec-

trostatic probe has been mainly used [30], and its time resolution depends

on sweep frequency of the voltage. If the sweep frequency is high, the stray

capacitance distorts the probe current-voltage characteristics, so the sweep

frequency is limited to about 1 kHz [31]. That’s why, the time resolution is

not enough for turbulence measurement. The ion temperature fluctuation

measurement is still difficult for the same reason as the electron tempera-

ture measurement [32].

Another example of tasks for plasma turbulence measurement is the di-

rect measurement of the transport driven by plasma turbulence. In general,

it is difficult to evaluate turbulence-driven transport directly in fusion de-

vices, and the turbulent transport has been estimated by particle and energy

balance equations and plasma profile measurements [33, 34] and by order

evaluations such as Bohm diffusion and gyro-Bohm diffusion [33, 35, 36].

In order to directly observe fluctuation-driven particle transport or heat

transport, it is necessary to measure velocity and density or temperature
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CHAPTER 1. INTRODUCTION

fluctuations at the same time and position. In the case of magnetized plas-

mas, most of the velocity fluctuations are caused by electric field fluctua-

tions, so that velocity fluctuations are often estimated by measuring poten-

tial fluctuations. Fluctuation-driven particle transport has been observed

by simultaneous measurement of density and potential fluctuations using

electrostatic probes in the laboratory plasma and HIBP measurements in the

torus plasma [21, 37–40]. However, electrostatic probe measurements has

some problems such as the inability to use electrodes at high temperatures

and the need to be careful in interpreting the measurement results because

electron temperature fluctuations can affect the results. The problem with

HIBP measurement is that the scale of the measurement device is large and

the port is limited, and there are conditions where measurement cannot be

performed depending on the magnetic field shape and temperature. It is

even more difficult to evaluate fluctuation-driven heat transport because it

is difficult to measure temperature fluctuations in the first place. That’s why

there are few direct observation of fluctuation-driven heat transport .

In the study of plasma turbulence, in addition to the measurement of tur-

bulence, it is important to understand the characteristics of the turbulence

by using data analysis. The Fourier analysis, which is a stationary analysis,

has been mainly used to analyze turbulence. However, in general, nonlin-

earity of plasma turbulence causes non-stationary phenomena, so it is im-

portant to understand how the turbulent phenomena changes with time,

and non-stationary analysis should be applied. Although wavelet analysis

has been developed as an non-stationary analysis [41–43], higher time res-

olution analysis is required to clarify the details of turbulence dynamics.

The conditional sampling method, which has been used in the analy-

sis of magnetized plasma turbulence and neutral fluid turbulence, is one
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CHAPTER 1. INTRODUCTION

of the non-stationary analysis that analyzes the time evolution of pulse-

like coherent phenomena [44, 45]. The conditional sampling method can

be applied to improve the temporal resolution of plasma measurement and

to reconstruct the simultaneous multi-position measurement of different

physical quantities. In other words, the conditional sampling method is the

non-stationary analysis suitable for turbulent fluctuation analysis and has

the potential to solve the problems of time resolution and transport mea-

surement in turbulence study. However, although the conditional sampling

method is effective for the analysis of intermittent phenomena such as Blobs

and edge localized modes [46–50], it is difficult to apply the conditional sam-

pling method to turbulent fluctuation because the waveform of turbulent

fluctuations is generally any waveform rather than pulse-like.

1.5 Purpose of the thesis

The purpose of this thesis is to develop a new method to extend the condi-

tional sampling method to arbitrary waveforms, in order to solve the prob-

lems of measurement and data analysis of plasma turbulence. Further-

more, by applying the new method to experimental data obtained from

PANTA, this thesis aim to observe turbulent dynamics including electron

temperature fluctuations, which are difficult to measure, nonlinear energy

dynamics, and the instantaneous frequency fluctuation of turbulent fluctu-

ation, which is an non-stationary picture of turbulence.

This thesis is organized as follows. In Chapter 2 the experimental de-

vice, diagnostics and data analysis methods used in this study are intro-

duced. Chapter 3 is devoted to describe the template method developed

in this study, the validation results of the template method, and the instan-

taneous frequency fluctuations obtained by applying the template method.

11
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The results obtained by analyzing the experimental data with the template

method, including the spatiotemporal dynamics of the fluctuations and the

nonlinear dynamics between different fluctuations, in Chapter 4. This the-

sis is concluded in Chapter 5.
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Chapter 2

Experimental Setup and
Analytical method for plasma
turbulence

Plasma turbulence has been studied in various experimental devices by us-

ing a variety of diagnostics and analytical methods. The experimental de-

vices include torus-type machine and linear machines. Linear devices are

more suitable for observing the spatiotemporal dynamics of turbulence be-

cause their magnetic field structure is simpler and their low temperature

allows the use of probes. In this study, turbulence experiments were per-

formed in a linear magnetized plasma device, PANTA. Main diagnostics tools

of PANTA are electrostatic probe arrays. The obtained plasma turbulence

data can be subjected to statistical analysis, such as spectral analysis, to

capture important features of the plasma turbulence, such as dispersion

relation and nonlinear coupling strength. In this chapter, the experimental

device, PANTA is introduced in Section 2.1. In Section 2.2, the electrostatic

probe arrays and their measurement principles are reviewed . The basic

analytical methods used in this study are described in Sections 2.3-2.5.

13
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PLASMA TURBULENCE

2.1 PANTA

PANTA (Plasma Assembly for Nonlinear Turbulence Analysis) is a linear de-

vice in Kyushu University [38], which is a successor device of LMD-U [19,

51]. Figures 2.1 and 2.2 show a schematic view and a photo of discharge,

of PANTA, respectively. Linear magnetized plasma devices such as PANTA

have been developed all over the world, and a lot of studies on fundamental

plasma processes have been carried out [19, 26–28, 52–55]. The advantages

of linear devices are listed below.

• Simple magnetic field structure

• High reproducibility of discharges allows for a large number of statis-

tics

• Good accessibility of plasma diagnostics

• Low temperature allow us to use electrostatic probe with high tempo-

ral and spatial resolution

• Easy and flexible experimentation

PANTA and its successor device of LMD-U are designed to observe plasma

turbulence in detail, in which has successfully observed basic process of

plasma turbulence [28,56], nonlinear interaction [19,27], and turbulent trans-

port [21, 37,57] etc.

PANTA comprises a vacuum vessel, a magnetic field generating coil, and

a plasma source. The vacuum vessel is cylindrical with a length of 4050

mm and a diameter of 450mm, and consists of 16 modular chambers with

various shapes that allow for flexible installation of various measurement

and plasma control tools, such as electrostatic probes and visible light to-

mography. Five turbo-molecular pumps are installed at near the end of the

14
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PLASMA TURBULENCE

Figure 2.1: Schematic view of a linear magnetized plasma device, PANTA.

Figure 2.2: A photo of the discharge on PANTA.
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vacuum vessel which realize at most the total exhaust velocity of 1400 L/s.

The background pressure is achieved to reach 1 × 105 Pa in PANTA.

Homogeneous magnetic field is generated by 17 pairs of Helmholtz coils.

The direction of the magnetic field is from the plasma source to the end

side. Since the coil current is always flowing in a steady power supply, the

experiment is conducted with a steady magnetic field. The experiment is

conducted with a steady magnetic field since the coil current is constantly

applied to the coils by a constant power supply. The magnetic field is con-

trolled by a control panel that controls the current applying to the coils, and

the range of the magnetic field is from 0 T to 0.15 T.

In PANTA, Argon plasma is produced by helicon wave, which is gener-

ated by sweeping RF of 7 MHz to a double loop antenna made of copper

surrounding a quartz tube with the inner diameter of 100 mm. Helicon

waves are right-handed circularly- polarized electromagnetic waves whose

frequency is in the range of ωci < ω < ωce, and they propagate along mag-

netic fields. Here, ωci is ion cyclotron angular frequency of (A+
r ), and ωce is

electron cyclotron angular frequency. The RF frequency of 7 MHz is satis-

fied the frequency criterion, as ωci ≈ 23-57 kHz and ωce ≈ 1.7-4.2 GHz for the

magnetic field of 0.06-0.15 T. Helicon wave can generate high density plasma

up to ∼ 1019m−3 and form strong density gradient. Although helicon waves

have been utilized variety of applications [58–61], the plasma production

and heating mechanism has not been understood yet [62–64].

The RF power source is connected to matching circuit box. In the match-

ing circuit box, a pair of variable capacitor is adjusted as the ratio of the inci-

dent RF power and reflected power. Typical temporal evolution of incident

and reflected power is shown in Figure 2.3. The ratio of reflected/incident

power is less than 10 % between 0.24 s and 0.54 s, when the discharge is
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Figure 2.3: Temporal evolution of RF incident and reflected power

quasi-stable.

Argon neutral gas pressure is controlled by the mass flow controller at

the plasma source. To keep steady the neutral gas pressure, baffle plates

are installed at 375 mm from the source and end of the vessel. Neutral gas

pressure is measured by ionization gauge.

2.1.1 Experimental condition

PANTA has three plasma control knobs: neutral gas pressure(Pn), magnetic

field (B), and RF input power (Pin). The control parameter are summa-

rized in the table 2.1. A neutral gas pressure is controlled in the range

0.45∼5 mTorr by mass flow controller to mainly change electron density

and ionization degree. Magnetic field is controlled by coil current in the

range of 0∼0.15 T, and may relate to fluctuation scale and radial transport

due to ion Larmor radius rL = ωci/Cs = eB/mi/Cs. The RF input power can

17
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Table 2.1: Control parameters of PANTA
parameters range
Neutral gas pressure 0.45∼5 mTorr
Magnetic field 0∼0.15 T
RF input power 2.4∼6 kW

Table 2.2: Typical plasma parameters of PANTA
parameters range
electron density 1018 ∼ 1019 m−3

electron temperature 1∼5 eV
ion temperature 0.1∼0.3 eV

be controlled up to 6 kW, but more than 2.4 kW of RF power is required for

stable and effective plasma production. Corresponding plasma parameters,

electron density, electron/ion temperature are controlled as summarized in

table 2.2.

Recently, a new turbulent state was observed in the condition (Pn, B, Pin)

= (3 mTorr, 0.13 T, 6 kW). A typical plasma profile of the condition measured

by electrostatic probe, are shown in Figures 2.4 (a)-(d). Strong density gradi-

ent is formed around r = 30-60 mm. While the density gradient-scale-length

becomes minimum at r = 40 mm, the ratio of the gradient-scale-lengths of

density and temperature is about 0.5. In this case, drift wave is unstable,

but the electron temperature gradient mode is stable. Electron diamag-

netic velocity is evaluated as about V∗ =
(
dne

dr

)
Te/eB = 700 m/s. Profiles of

floating potential and plasma potential are shown in Figures 2.4 (c) and (d).

plasma potential is estimated from electron temperature and floating po-

tential from the relationship that can be expressed in Equation (2.11) (see

section 2.2). The profile of the plasma potential is flat in the inner region

of the plasma (r≤40 mm) and has gradient in the outer region (r>40 mm)

within the error. It is noted that because the plasma potential is evaluated

by using the model and thus accuracy depends on the model. In addition,
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Figure 2.4: Radial profiles of (a) electron density, (b)electron tempera-
ture, (c) floating potential, (d) plasma potential observed in the condition
(Pn, B, Pin) = (3 mTorr, 0.13 T, 6 kW).

the evaluation of the radial electric field has a very large error due to the

large error derived from the floating potential error. The LIF measurement

supports weak existence ofEr in the inner region [65,66], so thatE×B flow is

smaller than diamagnetic drift velocity around r = 40 mm, but measurement

accuracy is poor in the outer region. Precise potential or flow measurement

is an issue left to be addressed in the future.

Figures 2.5 (a) and (b) show typical two-dimensional spectrum evalu-

ated by 64ch probe and Fourier analysis (see sections 2.2 and 2.3). Coexist-

ing two different rotating modes are observed in normalized density and

potential. A m = 1 mode has frequency of about 1.6 kHz and a m = 4 mode

has frequency of about 9.4 kHz. The phase velocities of the m = 1 mode and
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Figure 2.5: Two-dimensional spectrum of normalized amplitude of (a) ion
saturation current and (b) floating potential.

the m = 4 mode are 400 m/s and 600 m/s, respectively. Higher harmonics of

them (m = 2 and m = 8) and side band between the m = 1 and m = 4 modes

(m = 3 and m = 5) are also observed. The m = 0 fluctuation is also observed

in only floating potential fluctuation and its frequency is about 300 Hz.

2.2 Electrostatic probe

A variety of diagnostic methods have been developed to obtain information

on plasma. Plasma measurements are mainly classified into non-contact

measurements and contact measurements. The former including spectro-

scopic measurements such as Thomson scattering, has the advantage of

being able to evaluate physical quantities without disturbance, but has a

low signal-to-noise ratio. An example of the latter is the electrostatic probe

method (often so-called Langmuir probe), which can measure physical quan-

tities with a high signal-to-noise ratio and high spatial resolution with a rel-

atively simple structure, although it causes disturbances to the plasma and

its electrode is melted at high temperatures, making the measurement diffi-
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cult. In linear basic plasmas such as PANTA, electrostatic probes can be used

for low-temperature plasmas, and electrostatic probes are desirable for tur-

bulent fluctuation measurements that require high signal-to-noise ratio. In

this study, electron density (ne), electron temperature (Te) and plasma po-

tential (Vs) was measured by the electrostatic probe in PANTA. In the follow-

ing section, the principle of the electrostatic probe method, its applications,

and the specific instruments utilized in PANTA, are explained.

2.2.1 Principles of Electrostatic probe

Electrostatic probe was proposed by Mott-Smith and Langmuir to measure

electron temperature, electron density and plasma potential [30]. In the

electrostatic probe measurement, electrodes with an applied voltage is in-

serted into the plasma, and the physical quantity of the plasma is estimated

based on the current flowing to the electrodes during the insertion. High-

melting-point materials such as tungsten and molybdenum are used for the

electrodes because of the large amount of electrons and ions flowing into

them. The electrostatic probe measurement is a fundamental measurement

that has been widely used in plasma applications, basic experiments, and

even edge measurements of fusion plasmas. The basic principles of the elec-

trostatic probe is described bellow.

Single probe method is most basic and simple electrostatic probe mea-

surement [30, 67, 68]. A typical circuit of a simplified electrostatic probe is

shown in Figure 2.6. A probe voltage (Vp) is applied to the probe tip against

the vacuum vessel, which is often used as a ground, and probe current Ip

flowing in from the plasma is measured by the shunt resistor. Local mea-

surement is realized by protecting the area outside the measurement area

with an insulator such as alumina tube.
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Figure 2.6: Simplified single probe circuit. In PANTA, the bias voltage is
often swept in a 100 Hz triangular wave. With a sufficiently steady negative
bias, it can be used for ion saturation current measurement.

The theory of electrostatic probes assumes that the velocity distribution

of electrons and ions follows a Maxwell distribution, written as

fj(x, v) = nj(x)

(
1√
πv2th,j

)3

exp
(
−
(

vj
vth, j

)2
)
, (j = i, e, (2.1)

where nj is density, vth,j is thermal speed, and j indicates particle species (i

for ion and e for electron). When the plasma potential and the bias probe

voltage are the same, both ions and electrons flow into the electrode, and

the current flows according to the thermal velocity of the Maxwell distribu-

tion (vth,j =
√

8Tj

πmj
) is written as

Ip = Ie + Ii (2.2)

Ij =
1

4
Aqjnjvth,j, (2.3)

where A is surface area of the electrodes, qj is charge of specie j. Since the

electron mass is much smaller than ions, that is, thermal velocity of elec-

tron is much larger than that of ions, the probe current is dominated by the
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Figure 2.7: Typical Ip-Vp characteristics of the electrostatic probe.

electron current. When the bias voltage is different from the plasma po-

tential, there is a difference in the number of particles flowing in, and this

forms a sheath structure around the electrode. Therefore, the flowing in

current depends on whether the bias voltage is high or low relative to the

plasma potential at the location where the electrode is inserted. A typical

current-voltage characteristic curve of a single-probe is shown in Figure 2.7.

Usually, the current-voltage (Ip-Vp) characteristics is measured by sweeping

probe voltage. The Ip-Vp characteristic is divided into three regions depend-

ing on the applied probe voltage at the measurement position: (1) electron

saturation region, (2) electron retarded region, and (3) ion saturated region.

(1) Electron saturation region

When a probe voltage larger than the plasma potential is applied to the

electrode (i.e. Vs < Vp), ions are stripped from the electrode because an
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outward electric field is created against the electrode. Therefore, only elec-

trons flow into the electrode, and thus more electrons gather around the

electrode and saturate it, forming an electron sheath. In this case, the probe

current becomes the electron current only, and is so-called electron satura-

tion current(Ies), written as

Ip ≈ Ie ≡ Ies. (2.4)

(2) Electron retarded region

When the probe voltage is less than the plasma potential, the electric field

accelerates the ions while decelerating the electrons. In this case, the ion

current decreases as the probe voltage increases, but the electron current

is still greater than the ion current. Since the electron velocity distribution

is assumed to follow the Maxwell distribution, the electron current can be

written as

Ie = Ie0 exp
(
−e

Vp − Vs

Te

)
. (2.5)

Ion current, however, is not so simple. Since there are more ions than

electrons around the electrode, an ion sheath is formed. In the ion sheath,

the ion velocity is accelerated to the ion sound velocity Cs by Bohm’s sheath

condition [69]. Therefore, the ion current can be written as

Ii = Ii0 + Aqinivth,i. (2.6)

For basic plasma devices, ion temperature is too small and is negligible.

Thus, the ion current is dominated by current due to accelerated to ion

sound speed Cs =
√

Ti − Te)/mi. Consequently, probe current is written as,

Ip = Ii + Ip = AqiniCs − Ie0 exp
(
−e

Vp − Vs

Te

)
(2.7)

When the probe voltage is close to the plasma potential, the ion current can

still be neglected because the electron current is much larger than the ion
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current. As the probe voltage is lowered, the ion and electron currents are

balanced, and the probe current becomes zero at a certain voltage. The

probe voltage at this point is called the floating potential, and the voltage

area between the floating potential and the plasma potential is so-called the

electron retarding region. As shown in Eq. (2.7), the electron temperature is

obtained by exponential regression on the I-V characteristic of the electron

retarding region.

(3) Ion saturation region

When the probe voltage is sufficiently smaller than the floating potential,

electrons cannot reach the electrode and only ions flow into the electrode.

At this time, the ion sheath is formed around the electrode, and the probe

current can be written as

Ip = AqineCs exp
(
−1

2

)
≡ Iis, (2.8)

This probe current is called the ion saturation current (Iis), and if the elec-

tron temperature is known, the electron density can be estimated from the

ion saturation current.

2.2.2 Applications of Electrostatic probe

In addition to the single probe method, there are various applications of

electrostatic probes such as the double probe method [70], triple probe method

[71], and emissive probe [72]. In this subsection, applications of electrostatic

probes utilized in this study is described.

Ion saturation current measurement

In single probe method, probe bias voltage is swept with frequency of a

few Hz or a few kHz [31]. Since the time resolution is determined by the
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sweep frequency, the single probe method cannot measure phenomena of

several kHz to several hundred kHz, such as turbulent fluctuations. Ion sat-

uration current measurement allow us to measure density fluctuation with

high time resolution.

When a voltage sufficiently lower than the floating potential is steadily

applied as the probe voltage, only the ion saturation current always flows

into the probe. The ion saturation current measurement is possible with

sufficient time resolution (∼MHz) for turbulent fluctuation measurement.

Since the ion saturation current is a function of electron density and elec-

tron temperature and ion temperature, the electron density fluctuation can

be evaluated as

ne(t) =
1

AqiCs
Iis(t) exp

(
−1

2

)
=

1

Aqi

√
mi

Ti + Te
Iis(t) exp

(
−1

2

)
(2.9)

In basic plasma, ion temperature is much smaller than electron tempera-

ture and ion temperature can be negligible. Furthermore, if electron tem-

perature fluctuation is negligible, the electron density fluctuation is propor-

tional to ion saturation current fluctuation written as

ñe(t) =
1

Aqi

√
mi

T̄e
exp

(
−1

2

)
Ĩis(t) ∝ Ĩis(t), (2.10)

where Ā and Ã denote long time average and fluctuation component of A,

respectively. The effect of the electron temperature fluctuation measure-

ment on the ion saturation current is described in Section 4.1.1.

Floating potential measurement

The floating potential is described as the voltage at which the electron and

ion currents are balanced. This means that if no current flows through the
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swept electrode, the electrode will be charged to the floating potential. If the

electrode is measured with a high impedance, no current flows through the

electrode and the floating potential can be measured. A simple circuit for

measuring floating potential is shown in the figure 2.8. Substituting Ip = 0

to Eq.(2.7), floating potential can be obtained as

Vf(t) = Vs(t) + α
Te(t)

e
, (2.11)

where

α = ln
(

exp
(
−1

2

)√
2π

me

mi
.

)
(2.12)

For argon plasma, the α is about −5.2. If the electron temperature fluctua-

tion is negligible, the relation between floating potential and plasma poten-

tial is evaluated as

Ṽs ≈ Ṽf. (2.13)

It should be noted that the effect of electron temperature fluctuation on the

floating potential measurement is larger than that on the ion saturation cur-

rent, since it takes effect at about five times the amplitude of electron tem-

perature fluctuation. The result that the effect of electron temperature fluc-

tuations is not negligible in practice is shown in Section 4.1.1.

Double probe method

The single probe method cannot be used for RF discharges in a vacuum ves-

sel made of insulators such as glass, because there is no electrode to serve

as a voltage reference. Also, if the voltage is increased to collect more elec-

tron current, the disturbance to the plasma becomes significantly larger.

Thus, if the single probe cannot be used, the double probe method can be

substituted.

Simple circuit of double probe is shown in Figure 2.9. Two electrodes are

inserted into the plasma and a voltage is swept between the two electrodes.
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Figure 2.8: Simplified circuit of floating potential measurement. To pre-
vent the current from flowing from the plasma into the probe, the resistance
value of resistor R1 is designed to be much larger than that of R2, and the
typical respective resistance values in PANTA are R1 = 1MΩ and R2 = 50kΩ.

The double probe circuit is floated from the plasma. The probe current of

the electrodes #1 and #2 are written as

Ij = −Iis,j +
1

4
qiA1nevth,e exp

(
−e

Vs − Vj

Te

)
, j = 1, 2. (2.14)

Using I1 = I2 = 0, Vp = V1 − V2 for I1, Vp = V2 − V1 for I2, and I1 = −I2 = Ip,

Ip =
A1Iis,2 exp

(
eVp/Te

)
− A2Iis,1

A1 exp
(
eVp/Te

)
+ A2

. (2.15)

Typical Ip-Vp characteristics of the double probe is shown in Figure 2.10.

When the two electrodes are symmetric and same surface area (Iis,1 = Iis,2 =

Iis, A1 = A2), double probe characteristics are finally written as

Ip = Iis tanh
(
eVp

2Te

)
. (2.16)

The ion saturation current and electron temperature are obtained by non-

linear fitting Ip − Vp curve to the Eq. (2.16).
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Figure 2.9: Simplified circuit of double probe measurement. The trans-
former keeps the probe circuit floating away from the plasma. The shunt
resistance of R = 51.5Ω is used for measure the plasma current in PANTA.

Figure 2.10: Typical Ip-Vp characteristics of the double probe.
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Figure 2.11: Picture of radial movable probe arrays inserted into vacuum
vessel of PANTA.

2.2.3 Probe arrays in PANTA

Radial movable probe

In PANTA, there are many probe ports and many radial drive probes can be

inserted. The appearance of a radially movable probe is shown in Fig.2.11.

The radial movable probes are mainly used to measure the plasma profiles

and the radial structure of fluctuations. Various types of probe tips can be

attached to the radial movable probe and some examples of probe tips are

shown in Figure 2.12. By changing the probe tips at the tip, various appli-

cations such as Reynolds stress measurement and axial velocity field mea-

surement have been achieved [56, 57]. In this study, 4-tips probe and 3-tips

probe were used for double-probe measurements, ion saturation current

measurement and floating potential measurement.
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Figure 2.12: Schematics of various tip shapes that can be attached to the
radial movable probe.

64ch probe array

In order to measure azimuthal structure of fluctuation, azimuthal probe ar-

rays have been developed in KIWI [73], VINETA [74], TJ-K [75], and PANTA

[76]. Photos of an azimuthal probe array in PANTA, so-called 64ch probe ar-

ray are shown in Figures 2.13 (a) and (b). Each probe tip is made of tungsten

and surrounded by an almina tube. The probe tips have diameter of 0.8 mm

and length of 3 mm. All probe tips aligned at radius of 40 mm. The 64ch

probe array is installed at a distance of 1875mm from the plasma source.

Usually, fluctuation of ion saturation current and floating potential are mea-

sured by the probe tips at each azimuthal position alternately. The details

of the features and alignment of 64ch probe array is referred in Ref. [76].

The 64ch probe allow us to measure the azimuthal and temporal evolution

of turbulent fluctuation as shown in Figure 2.14.

2.3 Fourier analysis

Plasma turbulence is complex and non-deterministic phenomena rather than

random phenomena. Spectral analysis are well-known tools for character-

izing the stochastic process such as the plasma turbulence. The idea of the

spectral analysis is decomposed the experimental data as the superposition
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Figure 2.13: Photos of 64ch probe array.

Figure 2.14: (a) Typical temporal evolution and (b) azimuthal-temporal evo-
lution, of ion saturation current measured by 64ch probe.
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of sinusoidal wave with each frequency (and wave number). Conventional

spectral analysis such as Fourier analysis described next section is ideally

assumed that observed data is stationary. In general, Fourier analysis still

can provide us deep insights for experimental data even though plasma tur-

bulence is non-stationary phenomena. In this section, the series of conven-

tional Fourier analysis is described.

2.3.1 Fourier transform

Fourier transform is conventional spectral analysis for stationary data. Fourier

transform X(f) of the one-dimensional time series data x(t), is defined as

X(f) =

∫ ∞

−∞
x(t)e−2πiftdt (2.17)

and inverse Fourier transform is defined as,

x(t) =

∫ ∞

−∞
X(f)e2πiftdf. (2.18)

Here f is frequency, t is time, and i is imaginary unit. In practical, experi-

mental data is discrete and finite lengthN (i.e. x(t) = x(nt0), n = (0, 1, 2, · · ·N−

1)), where t0 is interval time for sampling data. The discrete Fourier trans-

form and inverse Fourier transform is represented as,

X(pf0) =
1

N

N−1∑
n=0

x(nt0)e
−2πipn

N (2.19)

and

x(nt0) =
N−1∑
p=0

X(pf0)e
−2πipn

N , (2.20)

where the f0 is interval of frequency of discrete frequency series and l is

l = (0, 1, 2, · · · , N − 1). t0 is sampling time and p is p = (0, 1, 2, · · · , N − 1)

Concerning the aliasing of the higher frequency component, the discrete

Fourier transform only allow us to evaluate the Fourier component with

33



CHAPTER 2. EXPERIMENTAL SETUP AND ANALYTICAL METHOD FOR
PLASMA TURBULENCE

frequency of f ≤ 1/2t0, which is so called sampling theorem. For instance,

when the time interval of data sampling is t0 = 1µs, maximum frequency

which can be evaluate the Fourier component is 500 kHz. Frequency reso-

lution of the discrete Fourier transform is determined by time window writ-

ten as f0 = 1/t0N ( e.g. f0 = 1 kHz for t0 = 1µs and data points N = 1000).

Fourier transform can be extended in two or three-dimensional data.

Two dimensional Fourier transform is defined as

X(pf0, qk0) =
1

NM

N−1∑
n=0

M−1∑
m=0

x(nt0,m0)e
−2πi( pn

N
+ qm

M )f0. (2.21)

Here x(nt0,mx0) is two dimensional data, M is data length in space points,

k0 is interval of wavenumber of wavenumber resolution of discrete Fourier

transform, and q is q = (0, 1, 2, · · · ,M −1). For instance, the two-dimensional

Fourier transform can be applied to the two-dimensional data with time

and space series obtained from the 64ch probe array. In this case, the two-

dimensional Fourier transform allows us to evaluate the Fourier compo-

nent with frequency and azimuthal wave number space as shown in Figure

2.5. For convenience, azimuthal mode number m is calculated from the az-

imuthal wave number kθ as m = kθ/2πr. The two-dimensional Fourier trans-

form allow us to evaluate the propagation direction of fluctuation. Propa-

gation direction is essential for identifying instability of the fluctuation.

2.3.2 Auto power spectrum

In order to evaluate the fluctuation energy density from the experimental

data, the auto power spectrum density can be used. The auto power spec-

trum density P (f) in range of [−T/2, T/2] is defined as,

P (f) = lim
T→∞

1

T
⟨X∗(f)X(f)⟩ (2.22)
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where angler bracket ⟨·⟩ denotes ensemble average. Auto power spectrum

density means fluctuation power of the frequency from f to f + f0. Usually,

the auto power spectral density is estimated by dividing the experiment data

into overlapping segments, computing Fourier transform for each segment,

and averaging the Fourier component. This calculation method is called

the Welch’s method [77]. Various other methods for estimating the power

spectrum have been proposed [78,79]. In this study, the Welch’s method was

used for power spectrum estimation of uniformly spaced time series data,

such as electrostatic probe data.

2.3.3 Lomb-Scargle method

Estimating the power spectrum of non-uniformly sampled data is not pos-

sible with the analysis described in the previous section. In such cases, the

Lomb-Scargle method, an analysis based on the least-squares method, can

be used instead [80–83]. This method has been developed mainly for the

analysis of satellite data in the field of astronomy, and is equivalent to least-

squares fitting to

x = a cos(2πt) + b sin(2πt). (2.23)

The generalized form of the Lomb-Scargle periodogram is proposed by Scar-

gle [81], and written as

P (f) =
1

2

(
N−1∑
n=0

x(t0)sin(2πf(tn − τLS))

)2

/sin2(2πf(tn − τLS))

+
1

2

(
N−1∑
n=0

x(t0)cos(2πf(tn − τLS))

)2

/cos2(2πf(tn − τLS)) (2.24)

, where tn data of time obtained at unequal intervals. τLS is a time lag to

ensure time-shift invariance of un-uniformly sampled time and is specified
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for each f determined for each f, written as

τLS =
1

4πf
arctan

(∑N−1
n=0 cos(−2πf(tn))∑N−1
n=0 cos(2πf(tn))

)
. (2.25)

The Lomb-Scargle method was utilized for power spectrum estimation of

instantaneous frequency evaluated by the Template method which is de-

scribed in Sec. 3.

2.3.4 Window function

When ensembles are obtained by dividing the experimental data for spec-

tral estimation, as in the Welch’s method, the data segments are generally

discontinuous at the beginning and end. Since the Fourier transform as-

sumes continuity, this discontinuity will affect the estimation of the spec-

trum. Therefore, it is common to estimate the spectrum after applying a

weight function, called a window function, to the experimental data to make

it continuous at the beginning and end of the segment, so that the beginning

and end of the data are continuous, as shown Figure 2.15. Various window

function have been proposed [84, 85]. Boxcar window (i.e. without win-

dow), Han window, flat-top window, and Blackman window are plotted in

Figure 2.16 (a) as examples. Figure 2.16 (b) shows the result of estimating

the spectrum of the test data by applying each window function. It can be

seen that there is a wide range in the spectrum when the window function

is not applied while the other window function suppress the width of spec-

trum. The shape of the spectrum differs depending on the window function,

and it is important to choose the proper window function.

2.3.5 Cross power spectrum

The phase relation between the two signals can be evaluated by the cross-

power spectrum. The cross-power spectrum Cxy(f) of two signals x(t) and
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Figure 2.15: Schematics of window function processing.
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Figure 2.16: (a) Various window functions. It is noted that computing by
multiplying by the Boxcar window function is equivalent to computing
without the window function. (b) Estimated power spectrum density with
each window function.

y(t) is defined as,

Cxy(f) = lim
T→∞

1

T
⟨X∗(f)Y (f)⟩ (2.26)

where, Y (f) is Fourier component of y(t). If X(f) = Y (f), the cross power

spectrum is the same as the auto power spectrum. The argument of the

cross power spectrum means the average phase difference between the two

signals x(t) and y(t), also known as the cross phase. The cross phase θ(f) is

defined as

θ(f) = arctan
(
Im(Cxy(f))

Re(Cxy(f))

)
, (2.27)

where Im and Re denotes imaginary part and real part of complex value, re-

spectively. Cross phase analysis has been utilized to evaluate the wavenum-

ber of fluctuations from two signals. Two-dimensional Fourier transform

with multi-channel measurement such as 64-channel probe can determine

the wavenumber with higher accuracy, but the advantage of cross-phase

analysis is that it can evaluate the wavenumber from fewer data. Coher-

ence is defined as the cross-power spectrum normalized by the auto-power
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spectrum of the two signals, and can be written as

coh2
xy(f) =

|Cxy(f))|2

Py(f)Px(f))
, (2.28)

Correlation strength between Fourier components X(f) and Y (f) can be

evaluated from the squared coherence. The squared coherence can be used

as indicator of degree of conservation of the cross phase.

2.3.6 Bispectrum

Whereas the cross spectrum is the correlation of two signals, the correlation

of three signals can be defined and is called the bispectrum. The bispectrum

B(f1, f2) can be written as follows,

B(f1, f2) = ⟨X(f1)Y (f2)Z
∗(f3)⟩ (2.29)

where X(f), Y (f), and Z(f) are Fourier components of time series x(t), y(t)

and z(t), respectively. The three Fourier components satisfy the frequency

matching condition of f3 = f1 + f2. When the Fourier components are ob-

tained from the same time series (i.e. Y (f) = Z(f) = X(f)), it is called the

auto bispectrum, and when they are not, it is called the cross bispectrum. As

in the case of the cross spectrum, the argument of the bispectrum represents

the phase difference of the three Fourier components, called the biphase

θxyz, and can be written as

θxyz(f1, f2) = arctan
(
Im(B(f1, f2))

ReB((f1, f2))

)
(2.30)

The bispectrum normalized by the power spectrum density represents the

strength of the correlation between the three Fourier components, called as

bicoherence, and can be written as

b2(f1, f2) =
|B(f1, f2)|2

⟨|X(f1)Y (f2)|2⟩ ⟨|Z∗(f3)|2⟩
. (2.31)
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The auto bicoherence analysis is one of the most important tools in order

to quantify the strength of nonlinear coupling [27, 54, 86], and is extended

for two dimensional data [19]. Cross-bicoherence has been proposed for ap-

plication to the explanation of nonlinear phenomena, such as excitation of

zonal flows [87], spatial transport of fluctuation intensity related to turbu-

lent spreading or trapping [88].

2.4 Numerical filter

Numerical filter can be utilized to extract specific frequency range from ex-

perimental data. Finite impulse response (FIR) filter is one of the numerical

filter with window function. The FIR filter can be conducted through the

convolution of a time series x(t) with window function h(j) as

x′(t) =
m∑

j=−m

h(j)x(t− jt0) (2.32)

x′(t) is the filtered signal, t0 is a sampling time, and order of the filter is

k = 2m+ 1. For simplicity, when a sinusoidal wave x(t) = exp(2πift) is input

to the system, the filtered signal is obtained as

x′(t) = exp(−2πift)
m∑

j=−m

h(j) exp(−j2πift) = H(f) exp(−2πift), (2.33)

where H(f) =
∑m

j=−m h(j) exp(−j2πift) is a transfer function for the FIR fil-

ter, which is identical to the Fourier transform of the window function h(j).

The numerical filter are characterized by the cut off frequency band (high-

pass, low-pass, band-pass, and band-rejected ), the ability to cut off the out-

band frequency component, the phase delay. Since the performance de-

pends on the window function used, it is important to choose the appropri-

ate window function.
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2.5 Hilbert transform

The time series signal obtained in the experiment is a real signal, and the

transformation that shifts the phase of each frequency component of the

real signal by π/2 is called the Hilbert transform. The Hilbert transform is

defined as

x̂(t) = H(x(t)) =
1

π

∫ ∞

∞

x(τ)

t− τ
dτ. (2.34)

A complex signal with the signal obtained by the Hilbert transform in the

imaginary part and the original signal in the real part is called an analytical

signal and written as

x′(t) = x(t) + ix̂(t) (2.35)

Since the analytical signal is a complex signal, the instantaneous phase

θinst(t), which is the phase from time to time, can be evaluated as

θinst(t) = arctan
(
x̂(t)

x(t)

)
. (2.36)

The instantaneous frequency is obtained from the time derivative of the

instantaneous phase, written as

finst(t) =
1

2π

d

dt
θ(t) (2.37)

Some extended method for instantaneous frequency analysis using Hilbert

transform has been proposed [89]. However, if multiple frequency com-

ponents exist or if there is noise in the experimental data, the evaluation

of instantaneous phase is noisy, and its time derivative, instantaneous fre-

quency, has larger error, so care must be taken in its actual use.

The instantaneous amplitude Ainst(t) can also be evaluated using the an-

alytic signal, and is written as

Ainst(t) =
√

x2(t) + x̂2(t) (2.38)
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The evaluation of the instantaneous amplitude by the Hilbert transform is

used in envelope analysis to extract the modulation component of the fluc-

tuation amplitude.
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Chapter 3

Development of the template
method for turbulent fluctuation

Study on turbulent dynamics is essential for understanding anomalous trans-

port and improving plasma confinement, as mentioned in the Chapter 1.

Although variety of analytical methods have been developed for revealing

complex turbulent phenomena, the details of basic processes of plasma tur-

bulence is still difficult to understand and has not yet been elucidated. In

this chapter, at first, the conventional analytical methods are briefly re-

viewed and the problem of them are pointed out. Then, a new analytical

method developed in this study, is introduced in Section 3.2. The advan-

tage and validation of the new method are shown in Sections 3.3 and 3.4,

respectively.

3.1 Limitation of the conventional Fourier anal-
ysis and conditional sampling

Many analytical methods for plasma turbulence have been developed and

used in the past. One of the most basic and important method is Fourier

analysis. As described in Section 2.3, the Fourier analysis is a method of de-

composing data into a frequency (and/or wave number) spectrum, assum-

ing that the observed data is a superposition of stationary periodic phenom-
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ena. Since plasma turbulence is a kind of oscillatory phenomenon, many

valuable information can be obtained by the Fourier analysis. Indeed, the

Fourier analysis has allowed us to identify the dispersion relation of tur-

bulent fluctuations using cross spectrum and power spectrum [27, 90, 91],

and to identify nonlinear coupling strength using bicoherence [15,20,25,88].

However, in general, actual plasma turbulence is constantly being emerged

and disappeared and the period of plasma turbulence can changed in time.

Therefore, Fourier analysis assuming a steady-state signal is insufficient

for analyzing turbulent flows, and unsteady analysis is required. Although

wavelet analysis and Wigner distribution function are proposed as a non-

stationary turbulence analysis [41–43,92,93], the former still has a problem

that the uncertainty principle limits the time resolution and the frequency

resolution, and the latter has a problem that a fake peak appears when mul-

tiple frequency components exist.

Another analytical method for non-stationary or quasi-periodic signals

is conditional sampling technique [44, 45]. The conditional sampling was

developed in the field of general fluid turbulence with the aim of extract-

ing coherent structures in complex turbulent flows. In the study of plasma

turbulence, it has been widely applied to intermittent phenomena such as

blobs and edge localized mode [46–50]. Data processing of conditional sam-

pling is as bellow. The timing when the coherent phenomena happen in

time series x(t) are detected in some way, then the ensembles of the tempo-

ral evolution of the detected phenomena are sampled. The valuable infor-

mation, including the averaging time evolution, the emergence timings, and

the spatial pattern of different physical quantity at the same time and posi-

tion, can be evaluated from the conditional sampled data. However, since

the results of conditional sampling will change depending on the method

44



CHAPTER 3. DEVELOPMENT OF THE TEMPLATE METHOD FOR
TURBULENT FLUCTUATION

used to detect the coherent phenomenon, a method to correctly detect the

phenomenon is desirable.

Several methods to detect the coherent phenomena has been proposed

and compared [45, 94–96]. The basic idea of the conventional method for

detecting coherent phenomena is to set a threshold value for the time se-

ries x(t) and detect the timing when the threshold value is exceeded as the

time when the coherent phenomenon appears. This kind of method is so-

called the threshold method. An example of the application of the threshold

method is shown in Figure 3.1. In the threshold method, the threshold value

is artificially determined, for example, several times the standard deviation

of x(t), so it is important to note that the results may vary depending on

how the threshold value is determined. Another problem with the thresh-

old method is that it is difficult to detect a specific waveform. In other words,

the threshold method is good at detecting spike-like waveforms with large

amplitude while it is not good at detecting sinusoidal wave-like waveforms.

Thus, an alternative detection method to the threshold method is necessary

to apply conditional sampling to quasi-periodic but not bursty phenomena

such as nonlinear waves.
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Figure 3.1: An example of the threshold method. Here, A blue line is time
series data and the green dots shows detected timings by the threshold
method. The threshold value is set to 0.025 as shown by the orange dashed
line.

3.2 Template method as an extension to allow
conditional sampling to be applied to arbi-
trary waveform

Template method is one of the methods that can solve the problem of the

threshold method. The template method was proposed for Cine-MRI anal-

ysis based on electrocardiogram in the medical field [97, 98]. In the tem-

plate method, cross-correlation function between original signal and the

template waveform is calculated, then the peaks of the cross-correlation

function is detected as the emergence timings of the template waveform.

The cross-correlation function C(t) between an original signal F (t) and an

template waveform f(τ) with a period of T (0 ≤ τ ≤ T ) is defined as

C(t) =
1

σF (t)σf

∫ T/2

−T/2

(
F (t′ − t)− F̄ (t)

)
·
(
f(t′)− f̄

)
dt′. (3.1)

Here, σF (t) and σf are standard deviations ofF (t−τ) and f(τ) over the funda-

mental period T , respectively. F̄ (t − τ) and f̄ are averaged values of them.
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The cross-correlation function is normalized and has a value from 0 to 1.

Since the cross-correlation function is an indicator of the similarity of two

signals, the closer the value of the correlation function is to 1, the more sim-

ilar the two signals are. That is, when the cross-correlation function peaks

at a certain time tj , it can be detected as the emergence time of the template

waveform because the original signal and the template waveform match

well at that time.

While there is a typical template waveform in Electrocardiogram anal-

ysis, template waveforms are generally unknown in turbulent fluctuation,

hence additional analysis is required. The workflow of the template method

in turbulent fluctuation is shown in Figure 3.2. First, a initial template to

apply the template method for turbulent fluctuation is necessary. For ex-

ample, the initial template can be determined by f0(τ) = 1
N

∑N
i=0 F (τ + iT ).

Next, the cross-correlation function between the original signal and the ini-

tial template f0 is calculated, and sub-signals for each time T for original

signal based on peaks of the cross-correlation function are extracted and

averaged them. The new template waveform f1(τ) is obtained in the first

cycle of the calculation. Then, using the f1(τ), the same calculation does

and, the new template waveform f2(τ) is obtained in the second cycle of the

calculation. Finally, the template is converged, iterating calculation cycles

described above.

An example of the actual application of the template method to PANTA

experimental data is shown in Figure 3.3. Ion saturation current is used as

a original signal and cosine wave with frequency of coherent fluctuation is

used as a initial template waveform for simplicity since the observed fluctu-

ation has sinusoidal-like waveform. The template waveforms obtained dur-

ing the iterative process of the template method is shown in Fig. 3.3 (c). In

47



CHAPTER 3. DEVELOPMENT OF THE TEMPLATE METHOD FOR
TURBULENT FLUCTUATION

Initial template

Time series

Cross-
Correlation

iteration
Conditional
Averaging

Cross-
Correlation

Cross-correlation

j-th template

Figure 3.2: Schematic diagram of the template method workflow. The tem-
plate waveform is determined through the j-th iteration.

this case, the template waveforms converged immediately and the iteration

is terminated after the third time, but more iterations are required in some

cases [99, 100]. The obtained template waveform is distorted compared to

pure sinusoidal wave, that is, the nonlinear waveform due to higher har-

monics can be obtained by the template method. Cross-correlation function

between the original signal and the converged 3-rd template is shown in Fig.

3.3 (b). Indeed, at the timings of the cross-correlation function peaked, it can

be seen the converged waveform appear in the original signal.

3.3 Advantages of the template method

The advantages of the template method are that it can not only detect ar-

bitrary waveforms such as nonlinear waves [99–101], but also evaluate the

instantaneous frequency of the waveform. The detection and evaluation of

the nonlinear wave with higher harmonics is described before section. In

this section, as the other advantage of the template method, the instanta-
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Figure 3.3: (a) time series of ion saturation current fluctuation. (b) Cross-
correlation function between the ion saturation current and the 3-rd tem-
plate waveform. (c) j-th template waveform obtained during the iteration
process. In this case, cosine wave is chosen as the initial (0-th) template.
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neous frequency analysis using the template method is presented.

The two-dimensional power spectrum of density fluctuation observed in

PANTA has a width in the frequency direction, as shown in Figure 2.5. The

full width at half maximum of the (m, f) = (4, 9.4 kHz) is about 500Hz. The

frequency width could be caused by variation in time of the instantaneous

frequency of the turbulent fluctuation. In order to check whether the in-

stantaneous frequency is changed in time, the template method is applied.

Then, the time evolution of instantaneous frequency is evaluated from the

waiting times of the emergence timing tj of the template waveform, as illus-

trated in Figure 3.4. Here, tj is the j-th detected timing and instantaneous

frequency is defined as 1/(tj − tj−1) = 1/Tj . The results of the instantaneous

frequency analysis is show in Figure 3.5 (a)-(c). It is found that the instanta-

neous frequency fluctuate in time and seems to gradually increase the aver-

aged instantaneous frequency. The increase in the mean value is at 500 Hz

which is coincided with the frequency width of the power spectrum. The

changes of the instantaneous frequency can be caused by changes of the

pressure, Doppler shift due to flow, noise and so on. The increase in the av-

erage instantaneous frequency may be caused by the background pressure

change because the time scale of the changes is much slow.

In order to investigate the statistical features of the time evolution of the

instantaneous frequency fluctuation,the probability density function of the

instantaneous frequency and the power spectrum density were evaluated.

The histogram of the instantaneous frequency is shown in 3.6 (a). The mean

value of the instantaneous frequency is 9.5 kHz and the standard deviation

is about 1.0 kHz. The standard deviation is larger than the frequency width

of the power spectrum density. The skewness and kurtosis as defined by

Fisher statistics are 0.29 and -0.32, respectively, and it is found to deviate
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Figure 3.4: Schematic diagram of the instantaneous frequency evaluation
using the detected timings of the fluctuation.

from the Gaussian distribution. These results suggests that there is variation

other than the increase in the mean value or Gaussian noise.

As can be seen from Figure 3.5 (c), the time variation of the instanta-

neous frequency also appears to be periodic. Since the time evolution of the

instantaneous frequency is unequally spaced in time, the power spectrum

of the instantaneous frequency is evaluated by the Lomb-Scargle method

as show in Figure 3.6 (b). This analysis shows that there is a peak in the

spectrum at 1.7 kHz, indicating that the instantaneous frequency fluctuates

at a specific frequency of 1.7 kHz. The frequency of 1.7 kHz is consistent

with the frequency of the fluctuation with m = 1 that coexists with the (m,

f ) = (4, 9.4 kHz) fluctuation, suggesting that the instantaneous frequency of

the (m, f ) = (4, 9.4 kHz) is fluctuating due to the interaction with the (m, f )

= (1, 1.7 kHz) fluctuation. Instantaneous frequency fluctuations and their

statistical properties were revealed for the first time by instantaneous fre-
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Figure 3.5: (a) Time evolution of the instantaneous frequency. Blue line
means variation of the instantaneous frequency, and the orange line means
the low-pass-filtered variation. (b) Plot with the low-pass-filtered variation
extracted. (c) Enlarged view of (a)
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Figure 3.6: (a) Histogram and (b) power spectrum density, of instantaneous
frequency obtained from the template method.

quency analysis with high time resolution using the template method. The

observed results cannot be revealed by conventional Fourier analysis or

non-stationary wavelet analysis, which are limited by the uncertainty prin-

ciple. Hence, the template method is very effective for non-stationary fluc-

tuation analysis.

3.4 validation of the template method

This section presents the validation study of the template method compar-

ing to the conventional methods. In the subsection 3.4.1, detection preci-

sion of the template method and the threshold method is compared for the

experimental data in which sinusoidal wave is observed. Subsection 3.4.1

shows the comparison study of conditional sampling based on the template

method and the Fourier analysis in fluctuation driven transport analysis,

in order to validate whether the spatiotemporal structure is correctly ex-

tracted.
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3.4.1 A comparison between the template method and the
conventional threshold method

As mentioned in the previous section, the template method has an advan-

tages that it can applied to arbitrary waveform, compared to the thresh-

old method. Here, a comparison study between the template method and

threshold method is presented.

Firstly, the comparison study was performed by using the test signal of

x(t) = sin(2πf1t) + sin(2πf2t) + noise, where f1 =1 Hz, f2 =1 Hz, and the

noise expresses the Gaussian noise with a standard deviation of 0.02, as

shown in Figure 3.7(a). In the template method, the cosine wave of the 10 Hz

was chosen to detec the 10 Hz fluctuation. The detected timings by the tem-

plate method (orange) and threshold method with two different values of

1 (green) and 0.8 (magenta) are shown in Figure 3.7(b). There is a possi-

bility of count error depending on the noise level and threshold values in

the threshold method and another algorithm avoiding count error due to

noise (e.g. smoothing) and threshold value are required for the threshold

method [45–50]. Indeed, counting errors are occurs in the threshold method

as shown in Figure 3.7 of histogram of the instantaneous periods. The ion

saturation current observed by PANTA was used for the validation as the

previous section. The template method and the threshold method with two

threshold values 0.2 and 0.22 are also applied to the ion saturation current

as shown in Figure 3.8 (a) and (b). Figure 3.8 (c) of the histogram of the in-

stantaneous period shows the threshold methods often miss the detection

as the doubling and tripling of instantaneous periods, while the template

method does not miss the counting. Thus, it was validated that the template

method has an advantage over the threshold method in that it can be ap-

plied to any waveform.
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Figure 3.7: (a) Test signal for the comparison study between the template
method and the threshold method. (b) Detected time-to-peak indicated by
delta functions. (c) Instantaneous periods of the fluctuation pattern with
each method. The template method is represented as the color of orange
and the threshold method is represented as the color of green for threshold
value 1 and the color of magenta for threshold value 0.8.

Our method

Threshold = 0.2 Threshold = 0.22

(c)

Figure 3.8: (a) Ion saturation current used for the comparison study and (b)
detected time-to-peak indicated by delta functions. (c) Instantaneous peri-
ods of the fluctuation pattern with each method. The template method is
represented as the color of red and the threshold method is represented as
the color of green for threshold value 0.2 and the color of blue for thresh-
old value 0.22. The dashed lines in (a) indicates the threshold values for the
threshold method.
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3.4.2 A comparison between conditional sampling based
on the template method and the Fourier analysis, in
fluctuation driven transport analysis

The template method was developed to apply the conditional sampling method

to arbitrary waveforms. Conditional sampling allow us to evaluate the spa-

tiotemporal evolution of turbulent fluctuation. Moreover, from the evalu-

ated spatiotemporal structure, the fluctuation-driven transport can be esti-

mated.

Net cross-field fluctuation-driven particle flux is written as

Γr = ñṽE×B(t) = − 1

B
ñ∂θϕ̃(t) (3.2)

where ñ and ϕ̃ are density and potential fluctuations, respectively. Here,

positive flux Γr > 0 means out ward flux while negative flux Γr < 0 means

inward flux. When phases difference between density and potential fluctu-

ations exist, net cross-field particle flux is driven by E ×B flow.

Conventionally, the particle flux is evaluated the phase difference of the

density and potential by Fourier analysis. The particle flux in frequency

domain is written as,

Γr =
2

B
kθ

∫ f+∆f/2

f+∆f/2

γñ,ϕ̃(f ′)

∣∣Pñ(f
′)|1/2

∣∣ ∣∣Pϕ̃(f
′)
∣∣1/2 sin(αñ,ϕ̃(f))df

′, (3.3)

where f and ∆f are frequency of fluctuation and frequency resolution, re-

spectively. γñ,ϕ̃ and αñ,ϕ̃ are coherence and cross-phase calculated by cross

spectrum between density and potential fluctuations. Pñ and Pϕ̃ are power

spectrum of density and potential fluctuations, respectively.

In order to validate the transport analysis by conditional sampling, com-

parison study between conditional sampling and Fourier analysis in fluctuation-

driven transport analysis were perform. For the transport analysis using of
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reference
plasma

𝑉!

𝐼"#	

Ø measure 𝐼!"	and 𝑉# simultaneously for Fourier analysis
Ø measure 𝐼!"	and 𝑉# using one of the probe tips                 

in a shot-by-shot manner for conditional sampling

Figure 3.9: Illustration of probe setup for this comparison study.

Fourier analysis, observation of density fluctuation and potential fluctua-

tion at the same time and at the same position is required. Using a probe

array with 4 pins, ion saturation currents and floating potential are mea-

sured as shown in figure3.9. By averaging the two measured floating poten-

tials and the two measured ion saturation current, the potential fluctuation

at the same position as the density fluctuation was obtained, and Fourier

analysis are applied to them. Then, the spectrum of the particle flux was

obtained.

For the transport analysis based on conditional sampling, ion saturation

current and floating potential were measured in a shot-by-shot manner, us-

ing one of the four tip probe 3.9. Another ion saturation current was also

measured simultaneously by a fixed probe as a reference signal. The tem-

plate method was applied to the reference signal, then, the spatiotemporal
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structure of the density and potential at the same time and same location

was evaluated by conditional averaging. Assuming that the fluctuation pat-

terns rotates in the electron diamagnetic direction as rigid-body, the differ-

ential operator in the Eq. (3.2) can be replaced −∂θ to ∂t, and the instanta-

neous particle flux is written as

Γr(t) = − 1

B
⟨ñ⟩CS

〈
∂ϕ̃(t)

∂t
/
∂θ

∂t

〉
CS

=
kθ

2πfB
⟨ñ⟩CS

〈
∂tϕ̃(t)

〉
CS

, (3.4)

where<>CS denotes conditional sampling. In this way, time evolution of the

particle flux can be estimated by using conditional averaging based on the

template method. Then, the net particle flux is evaluated from time-average

of the instantaneous particle flux.

Figure 3.10 shows the radial profiles of the time-averaged particle fluxes.

Both the particle fluxes obtained by Fourier analysis and conditional sam-

pling method are inward, and their absolute values are the largest at r = 2.5 cm.

Thus, the Fourier analysis and conditional sampling methods yielded sim-

ilar results. In detail, the absolute value of the particle flux obtained by

the conditional average method is larger than that obtained by the Fourier

analysis, which only takes out the fundamental frequency component of the

oscillation, and smaller than that obtained by integrating all the frequency

components. This indicates that the particle flux obtained by the conditional

sampling method contains higher harmonic components and is larger than

the result of the fundamental frequency component alone. By using the

4-tip probe, the time evolution of the instantaneous particle flux can be di-

rectly measured. The conditional averaged instantaneous particle flux is

also evaluated as shown in Fig. 3.10. The evaluated particle flux is almost

same profile compared to the particle flux evaluated from the conditionally

averaged density and potential. These results validate that the transport

evaluation method using the template method is almost consistent with the
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Figure 3.10: (a) A comparison of radial profiles of averaged particle flux.
Green line and blue line indicate particle flux estimated by spectral anal-
ysis. Green line consists of only the fundamental frequency component of
the coherent mode. Blue line consists of all frequency components. Black
dots are conditional averaged instantaneous flux and red diamonds indicate
particle flux estimated by the conditional averaged density and potential.
Conditional averaging based method include the fundamental frequency
components and its synchronizing components (e.g. higher harmonics).

conventional method. It is also shown that the conditional sampling has an

advantage in that the degree of freedom can be reduced for particle flux

containing harmonics such as nonlinear waves [28,102,103].
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Chapter 4

Application of conditional
sampling based on the template
method to turbulent fluctuation

Chapter 3 describes the development of the template method as an exten-

sion of conditional sampling to arbitrary waveforms. The conditional sam-

pling method allows us to analyze the non-stationary signal such as turbu-

lent fluctuation. Indeed, it was found that the instantaneous frequency is

fluctuated in time observed in PANTA, that is, the observed fluctuation is

quasi-periodic as mentioned in subsection 3.3. In this chapter, the results of

applying conditional sampling based on the template method, to the quasi-

periodic turbulent fluctuations are presented.

Section 4.1 shows the spatiotemporal dynamics of the density, potential,

and electron temperature fluctuations. Although the measurement of elec-

tron temperature fluctuations generally has poor time resolution, condi-

tional sampling was used to improve the time resolution of them. Based on

the spatiotemporal dynamics of density, potential, and temperature, fluctuation-

driven particle and heat transports are evaluated. The instabilities of the

fluctuation is discussed based on the characteristics of the obtained spa-

tiotemporal dynamics.

The discovery of nonlinear dynamics between two different types of tur-

60



CHAPTER 4. APPLICATION OF CONDITIONAL SAMPLING BASED ON THE
TEMPLATE METHOD TO TURBULENT FLUCTUATION

bulent fluctuations is presented in Section 4.2. The intermittent competition

between the two fluctuations was observed in the instantaneous wavenum-

ber spectrum. The time evolution of nonlinear energy transfer in the inter-

mittent bursts was evaluated by combining the conditional sampling, bi-

coherence analysis and so on. Furthermore, the intermittent competition

was found to synchronize with a low-frequency potential fluctuation. This

suggests that the nonlinear dynamics may be resulted by the interaction of

the three fluctuations. Possible explanation of mechanism of the nonlinear

dynamics is also discussed.

4.1 Identificationof spatiotemporal dynamics of
fluctuation

Plasma turbulence is linearly excited by gradients in density and temper-

ature, and then saturates through nonlinear processes to create complex

structures. The resulting nonlinear waves can evolve in time with non-

sinusoidal waveforms [28, 102–104]. In fact, as described in Section 3, the

fluctuation observed by PANTA has a nonlinear waveform with higher har-

monics. In this case, the spatial structure can also have a distorted structure.

Here, the results of the reconstruction of the spatiotemporal dynamics of

two kinds of coexisting fluctuations by applying the conditional extraction

method, are reported.

4.1.1 Evaluation of electron temperature fluctuation

In low-temperature plasmas, such as in basic plasma devices and scrape-off

layers, electrostatic probe can be used for measuring electron temperature.

In the single probe and double probe methods, a current-voltage character-

istic curve is obtained by biasing swept voltage to the electrodes. By fitting
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the exponential function to the current-voltage characteristics, the electron

temperature and other parameters can be evaluated, as reviewed in Section

2.2. The time resolution of these measurements is determined by the fre-

quency of the swept voltage. Since the frequency of turbulent fluctuations

is several kHz to several hundred kHz, it is desirable to sweep the voltage

at ∼ 1 MHz. However, when the voltage is applied at a high frequency, the

current-voltage characteristics are distorted by the stray capacitance, etc.,

and this affects the evaluation of the parameters [31].

In order to evaluate the parameters correctly at high sweep frequency,

it is necessary to compensate for the distortion of the current-voltage char-

acteristics [105–107]. The triple probe method can measure electron tem-

perature in high temporal resolution, assuming each tip of a triple probe

is aligned at the same plasma potential. The assumption makes it difficult

to measuring electron temperature fluctuation in small scale basic device.

That’s why it is still challenging to measure electron temperature fluctua-

tions.

Another idea for electron temperature fluctuation measurement is to use

the conditional sampling method to improve the time resolution of double-

probe measurements with low time resolution, as described in Chapter 3.

But, conditional sampling is applicable for spiky waveform with large am-

plitude, In this study, the template method is developed to apply conditional

sampling to arbitrary waveforms, and it allows us to evaluate electron tem-

perature fluctuations such as nonlinear waves.

A probe setup for evaluating electron temperature fluctuations with dou-

ble probe is shown in Figure 4.1. The double probe measurement was car-

ried out to measure the electron temperature and electron density. The fre-

quency of the sweep voltage was set to 100 Hz. As a reference signal, ion
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Figure 4.1: Illustration of probe setup for the electron temperature fluctua-
tion measurement.

saturation current was measured by the one of the probe tips of the 64ch

probe simultaneously. Then, the template method is applied to the refer-

ence signal. Here, the m = 4 fluctuation is the target of the analysis (see fig.

2.5). The reference signal and the cross-correlation function obtained from

the template method are shown in Figures 4.2 (a) and (b). Figures 4.2 (c)

and (d) show the time evolution of double probe current Ip and bias volt-

age Vp measured at r = 30 mm. The Ip is strongly fluctuated by the turbulent

fluctuation. Figure 4.3 shows the Ip − Vp curve for one voltage sweeping. It

can be seen that the observed characteristics has large deviation due to the

fluctuation.

Based on the detected timings of the template waveform represented as

red dots in Figure 4.2 (b), the probe current and the probe voltage are con-

ditionally sampled at each time delay τ from the detected timings. Figures

4.4 (a)-(f) show the conditionally sampled Ip − Vp characteristics obtained

from data for many voltage sweepings. The Ip − Vp characteristic for each τ
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Figure 4.2: Time evolution of (a) normalized ion saturation current used as
a reference signal, (b) cross-correlation function, (c) probe current and (d)
probe voltage. Red dots in (b) are the peaks of cross-correlation function,
which is used as the trigger timings for conditional sampling.
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Figure 4.3: Ip−Vpcharacteristic for one sweep obtained by the double probe
measurement. Dots are experimental data, and a solid line is a curve ob-
tained by fitting equation (2.16) with nonlinear regression.

has a different shape. The parameters obtained by nonlinear regression to

equation (2.16), i.e., ion saturation current and electron temperature, also

change with each τ .

Time evolution of electron temperature and ion saturation current were

evaluated from the conditionally sampled Ip − Vp characteristics at each τ

as shown in Figure 4.5. Electron temperature fluctuation was successfully

observed by applying the conditional sampling method. Ion saturation cur-

rent was also evaluated simultaneously. In order to verify the conditional

sampling of double probe, ion saturation current measurement was also

performed in the same experimental condition. Then, Conditional averag-

ing was applied to the ion saturation current. A comparison of the normal-

ized waveforms obtained by conditional sampling and averaging is shown

in figure 4.6. Since the waveforms obtained by conditional sampling agree

with the waveform obtained by conditional averaging in the range of error

bars, the conditionally sampled double probe Ip − Vp characteristics is cor-
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Figure 4.4: Conditionally sampled double probe Ip − Vp characteristics at
each time lags τ from the emergence timings. Dots are experimental data,
and solid lines are curves obtained by fitting equation (2.16) with nonlinear
regression.
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Figure 4.5: Temporal evolution of (a) electron temperature and (b) ion sat-
uration current. Filled region of each figures indicates standard deviation.

rect and the evaluated electron temperature fluctuation should be correctly

evaluated.

Figure 4.7 shows power spectrum density of normalized electron tem-

perature fluctuation T̃e/T̄e and normalized density fluctuation ñe/n̄e. Here,ñe/n̄e

was evaluated as ñe/n̄e ≈ Ĩis/Īis − 1
2
T̃e/T̄e. For comparison, Ĩis/Īis obtained by

one of the 64ch probes as a reference signal is also plotted. The power spec-

trum density of conditional sampled ñe/n̄e indicate that only the target mode

and its synchronized components are extracted without noise, unlike refer-

ence Ĩis/Īis. Both ñe/n̄e and T̃e/T̄e have higher harmonics of the fundamental

mode. That is, the conditional sampling successfully evaluated nonlinear

waveform of electron temperature fluctuation. The fundamental mode and

the second harmonic of ñe/n̄e are larger than that of T̃e/T̄e while the third

and the subsequent harmonics of ñe/n̄e are smaller than that of T̃e/T̄e. This
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Figure 4.6: Comparison of conditional averaging and conditional sampling.
Black dots are evaluated by conditional averaged (C. A.) ion saturation cur-
rent, and red dots are evaluated by conditional sampled (C. S.) double probe
current-voltage characteristics.

can be caused by differences in nonlinear coupling or dissipative processes.

The details of the features of the spatiotemporal structure of them are de-

scribed in the next section.

When the electron temperature fluctuates with a finite amplitude, it can

affect the measurement of electron density and spatial potential using the

electrostatic probe, as reviewed in Sec. 2.2. In order to verify the effects of

the electron temperature fluctuation on density and potential evaluation,

floating potential was also measured at the same position as the double

probe measurement. Then, using the same reference probe, conditional av-

eraged waveform of the floating potential was obtained. The relationship of

Eq. (2.10) between electron density ne and ion saturation current Iis, the re-

lationship of Eq. (2.11) between plasma potential Vs and floating potentialVf

were used for estimating the electron density and plasma potential, respec-

tively.

In order to check the T̃e effects on the phase relation, the temporal evolu-
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Figure 4.7: Power spectrum density of normalized electron temperature
(red line) and density (blue line) obtained by each conditionally sampled
waveform. Yellow line is the power spectrum density of ion saturation cur-
rent used as a reference.

tion of the normalized fluctuations at r = 40 mm are displayed in Figures.4.8

(a) and (b). The normalized density fluctuation ñe/n̄e has the same phase

and amplitude as the normalized ion saturation current fluctuation Ĩis/Īis.

Figure 4.8 (c) shows the radial profile of the phase difference δIis,ne between

the fundamental modes of the ñe and Ĩis, which is evaluated by cross-spectrum

analysis. The δIis,ne is almost 0 at any radial position in the region of r ≥20 mm.

Hence, the T̃e effect on ñe evaluation is negligible, and thus the Ĩis can be in-

terpreted as the ñe.

While the T̃e effect on plasma potential (Ṽs) evaluation is larger than that

on ñe measurement. Concerning the Eq. (2.11), T̃e affects to the Ṽs measure-

ment by factor α ∼ 5.2 for argon plasma. In this case, the amplitude of T̃e

is ∼ 0.2 eV and the effective voltage αT̃e/e is ∼ 1V. Since the order of mag-

nitude of Ṽf is ∼ 1V, the T̃e can significantly affect to the Vs evaluation (i.e.

Ṽf ̸= Ṽs). Indeed, the Ṽs is anti-phase with the Ṽf as shown in Figs. 4.8 (a)-(b).
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Figure 4.8: Waveforms of the normalized fluctuations of (a) Ĩis, ñe, (b) T̃e, Ṽf,
and Vp at r =40 mm. (c) Radial profiles of phase differences δne,Iis and δVp,Vf .

Radial profile of the phase difference δVf,Vs between the Ṽs and Ṽf are shown

in Fig. 4.8 (b). In the region of r =30-60 mm, the large δVf,Vs exists with up to

|π|, which may cause that the direction of fluctuation driven flux evaluated

by Ṽf is reversed with respect to one evaluated by Ṽs. Thus, contrary to the

ñe measurement, the T̃e effect on the Ṽs measurement is significant.

4.1.2 Conditional averaged spatiotemporal patterns of the
fluctuations

Under the experimental condition of this study, two modes rotating with

finite azimuthal wavenumber (m = 1 and m = 4) and a potential fluctua-

tion with azimuthal wavenumber of 0 (m = 0) were observed, as shown in

Figure 2.5. With a finite azimuthal wavenumber, fluctuation can drive tur-

bulent transport in magnetized plasma. Here, in this subsection, the results

of evaluating the spatiotemporal structure of the two rotating fluctuation

using conditional sampling.

Double probe measurement and floating potential measurement were
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carried out in shot-by-shot manner by using the two tips of probe as shown

in Fig. 4.1. Each measurement were alternated for each discharge. More-

over, the measurement position was scanned in the radial direction in shot-

by-shot manner. Simultaneously with the double probe measurement or

floating potential measurement, ion saturation current was measured by

one of the probe tips of the 64ch probe, as a reference for conditional sam-

pling.

The radial-temporal structure of the fluctuation can be reconstructed by

conditional sampling the signal obtained from each discharge at each mea-

surement or measurement position obtained for each discharge based on

the reference signal. Electron density fluctuations were evaluated from ion

saturation current and electron temperature using the Eq. (2.10). Plasma

potential fluctuations were evaluated from floating potential and electron

temperature using the Eq. (2.11).

Figures 4.9 (a)-(f) show radial-temporal structures of the m = 4 mode.

Spatiotemporal patterns of density, temperature and potential fluctuations

are identified by conditional sampling. It seems that the normalized fluctu-

ation component of all of density, temperature and potential are localized

around r = 40 mm, where the density gradient-scale-length is small. The ra-

dial profiles of normalized amplitudes are evaluated by root mean square

value as shown in Figure 4.10. Indeed, the normalized amplitudes are local-

ized at around r = 40 mm. The amplitude of the density fluctuation is about

30 % and that of potential fluctuation is about 40 %. The amplitude of elec-

tron temperature fluctuations is small compared to the amplitude of elec-

tron density and potential fluctuations, with a value of 10 %. The shapes of

the eigenfunction are similar for all physical quantities. The full width at

half maximum is about 16 mm.
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Figure 4.9: Spatiotemporal dynamics of (a) electron density, (c) electron
temperature, and (e) plasma potential for the m = 4 mode. Those of their
normalized fluctuations are shown in (b), (d), and (f).
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Figure 4.10: Radial profiles of the normalized amplitudes of the m = 4 mode.

The radial phase differences are finite, which is suggested that the m = 4

mode radially propagates or rotates azimuthally with distorted wavefront.

Because the m = 4 mode is localized, it is considered that the m = 4 mode

rotates with distorted wavefront rather than radially propagates. The wave-

front distortion in time is different at each radii. It is indicate that the non-

linear coupling with higher harmonics is different at each radii, and may

cause the radial wavefront distortion. Indeed, the strength of squared bico-

herence of higher harmonics at r = 40 mm is larger than that at r = 30 mm, as

shown in Figure 4.11.

Assuming the fluctuations rotate in the electron diamagnetic direction

as rigid-body with m = 4 structure, the cross-section image can be recon-

structed as shown in Figure 4.12. The cross-section images demonstrate that

the fluctuation patterns have distorted wavefront in space, that is, twisted.

The wavefront distortion is related to nonlinear coupling. They have finite

radial wavenumber kr which are roughly estimated as 20 m−1.

73



CHAPTER 4. APPLICATION OF CONDITIONAL SAMPLING BASED ON THE
TEMPLATE METHOD TO TURBULENT FLUCTUATION

Figure 4.11: Squared bicoherence at (a) r = 30 mm and at (b) r = 40 mm.
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Figure 4.12: Cross-section images of (a) electron density, (c) electron tem-
perature, and (e) plasma potential for the m = 4 mode. Those of their nor-
malized fluctuations are shown in (b), (d), and (f).
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At r = 40 mm, the phase difference between density and temperature fluc-

tuations (δne,Te) is - 0.41 rad, and the phase difference between density and

potential fluctuations δne,Vs is about - 0.57 rad. The phase differences were

evaluated from the conditional sampled spatiotemporal structure. The phase

difference can be helpful to information for identifying the instability. In

addition, if finite phase differences between density and potential, and be-

tween temperature and potential exist, fluctuation can cause particle and

heat transport. The results of the fluctuation-driven transport analysis are

presented in Sec. 4.1.3.

Conditional sampling was also applied for reconstructing them = 1mode

patterns. Figures 4.13 (a)-(f) show radial-temporal structures of the m = 1

mode. Not only the m = 1 mode but also the m = 4 mode component are

extracted. When the m = 4 mode is not synchronized with the m = 1 mode,

the m = 4 component should disappear. These results indicate m = 1 is non-

linearly coupled with the m = 4 mode. Indeed, the bicoherence between the

m = 1 and m = 4 mode is strong as shown in Figure 4.11.

For more clear understanding, low-pass-filtered (<9 kHz) patterns are

shown in Figures 4.14. It can be seen that the spatiotemporal patterns are

different for density fluctuation, temperature fluctuation, and potential fluc-

tuation. Assuming the m = 1 fluctuations rotate in the electron diamagnetic

direction as rigid-body and hasm = 1 structure. The patterns of density fluc-

tuation is similar to solitary wave pattern observed in LMD-U [28]. Radial

wavenumber of density fluctuation are about 30 m−1. Temperature fluctu-

ation and potential fluctuation have more complex patterns than density

fluctuation. The radial wave number of temperature and potential is larger

than that of the density fluctuation. Since the patterns of the m = 1 are dif-

ferent for density, temperature, and potential fluctuation, their phase dif-
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ference is finite and different at each radii. These phase differences can

cause the fluctuation-driven transport.

The radial profiles of normalized amplitudes for the m = 1 mode are

evaluated by root mean square value as shown in Figure 4.16. The ampli-

tude of the density is peaked at r = 30 mm and its peak value is about 4 %.

Density fluctuation is radially spread, and the full width at half maximum

of the density fluctuation is about 30 mm. The amplitude of temperature is

peaked at r = 50 mm and its peak value is about 2%. The peaks of the ampli-

tude of potential fluctuation is ambiguous, but the amplitude of the potential

fluctuation is 6-8 %. The shapes of eigenfunction are different for density,

temperature.

4.1.3 Particle andheat transport drivenby thefluctuations

In the previous subsection, it is shown that there are finite phase differences

between density fluctuation, temperature fluctuation and potential fluctua-

tion. Finite phase differences cause the turbulent transport as shown in Eq.

(3.3). Net fluctuation-driven particle flux is written as Eq. (3.2). In the same

way, fluctuation-driven heat flux Qris written as

Qr = nTvr = T0Γr + n0T̃ ṽr = Qconv,r +Qcond,r, (4.1)

where T0 andn0 are background temperature and density, respectively. Qconv,r =

T0Γr represents convective heat flux and Qcond,r = n0T̃ ṽr represents conduc-

tive heat flux.

In transport analysis based on conditional sampling, instantaneous par-

ticle and heat transport is evaluated from the time evolution of the fluc-

tuation obtained by conditional sampling. The time average of the instan-

taneous transports is then evaluated as the net transport as described in
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Figure 4.13: Spatiotemporal dynamics of (a) electron density, (c) electron
temperature, and (e) plasma potential for the m = 1 mode. Those of their
normalized fluctuations are shown in (b), (d), and (f). It is visible that higher
frequency components are synchronized with m = 1 mode
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Figure 4.14: Low-pass-filtered spatiotemporal dynamics of (a) electron den-
sity, (c) electron temperature, and (e) plasma potential for the m = 1 mode.
Those of their normalized fluctuations are shown in (b), (d), and (f).
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Figure 4.15: Cross-section images of (a) electron density, (c) electron tem-
perature, and (e) plasma potential for the m = 1 mode. Those of their nor-
malized fluctuations are shown in (b), (d), and (f).
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Figure 4.16: Radial profiles of the normalized amplitudes of the m = 1 mode.

Sec.3.1.4. The instantaneous particle flux is written in Eq. (3.4) and the in-

stantaneous convective heat flux is evaluated from the instantaneous par-

ticle flux. The instantaneous conductive heat flux is written as

Qcond,r(t) = − 1

B
n0

〈
T̃
〉
CS

〈
∂ϕ̃(t)

∂t
/
∂θ

∂t

〉
CS

=
kθ

2πfB

〈
T̃
〉
CS

〈
∂tϕ̃(t)

〉
CS

. (4.2)

By time-averaging the instantaneous particle/heat flux, the net particle/heat

transports are evaluated. Note that the plasma potential was used in the

analysis because it was shown that the floating potential is greatly affected

by the electron temperature fluctuation.

Figure 4.17 shows profiles of the net fluctuation-driven particle flux. The

particle flux driven by the m = 4 mode is outward and largest at r = 40 mm.

The particle transport driven by the m = 1 mode is about 100 times smaller

than that of the m = 4 mode. The convective and conductive heat flux are

shown in figures 4.18 (a) and (b). Each heat transport has a similar shape to

the particle flux profile, that is, the m = 4 mode drive outward heat flux and

peaks around r = 40 mm. The m = 1 mode driven heat transport is also 100
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Figure 4.17: Radial profile of net cross-field particle flux obtained by condi-
tional sampling.

times smaller than the m = 4 mode driven heat transport. The convective

heat transports are 100 times larger than the conductive heat transport.

4.1.4 Origins of the fluctuations

Here, the origins of the m = 1 mode and the m = 4 mode are discussed

based on the obtained spatiotemporal dynamics. The characteristics of the

m = 4 mode is summarized bellow. The apparent azimuthal speed of the

m = 4 mode is 600 m/s, which is close to the electron diamagnetic veloc-

ity of ∼ 750 m/s. The m = 4 mode is strongly excited and localized around

r = 40 mm where density gradient scale length is shortest. The normalized

amplitude of the density fluctuation is the same order of magnitude with

that of the potential fluctuation. The ratio of the normalized fluctuation

levels is T̃e

T̄e
/ ñe

n̄e
∼ 0.3, which is the same order of magnitude with the theoret-

ically predicted values of T̃e

T̄e
/ ñe

n̄e

ω∗ηe
k2∥χ∥

∼ 0.3. The particle and heat transports

are outward and localized around r = 40 mm. For more information, axial
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Figure 4.18: Radial profiles of (a) convective component and (b) conductive
component, of net cross-field heat flux obtained by conditional sampling.
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wavenumber is calculated as shown in Figure 4.19. The axial mode number

of the m = 4 is finite (n = k∥L ∼1-2). These results are in good agreement

with the characteristics of drift waves, therefore the m = 4 mode is consid-

ered to be a drift wave.

The characteristics of the m = 1 mode are summarized below. The phase

velocity is estimated to be 400 m/s. The radial structure of the m = 1 mode

is broad and peaked at the inner compared with that of the m = 4 mode.

The fluctuation patterns are different for density, temperature, and poten-

tial. The phase differences of them are large. The particle/heat transport is

much smaller than the m = 4 mode. The axial mode number is n ∼ 0, which

means that the m = 1 mode has an axially symmetric structure. Such axially

symmetric fluctuations with finite azimuthal wavenumber can be linearly

excited by the Kelvin-Helmholtz instability [14,108–110], or nonlinearly ex-

cited convection cells [111,112]. To identify specific instability, precise mea-

surements of flow shear or space potential are necessary. Hereafter, based

on the above results, the m = 4 is referred to as the drift wave (DW), and the

m = 1 mode is referred to as the axially symmetric (AS) mode.

4.2 Discovery of intermittent nonlinear dynam-
ics

This section presents the experimental discovery of dynamic interaction be-

tween the drift wave and the axially symmetric mode. Intermittent compe-

tition between them was observed by the instantaneous wavenumber spec-

trum analysis. The spatiotemporal dynamics of the intermittent competi-

tion were evaluated by conditional sampling. Moreover, the nonlinear dy-

namics during the intermittent competition were also discovered by com-

bining nonlinear energy transfer analysis and conditional sampling. The
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Figure 4.19: Axial wave number (a gray line) evaluated by cross-phase anal-
ysis. A orange dot and a green square indicate the m = 1 mode of f = 1.6 kHz
and the m = 4 mode of f = 9.4 kHz, respectively. The error bars are evalu-
ated from the standard deviation of the ensembles.

intermittent competition synchronizes with the m = 0 potential fluctuation.

Possible explanation of this phenomenon is also discussed.

4.2.1 Intermittent competition of the fluctuations

Since the DW and AS mode have different azimuthal mode number, time

evolution of fluctuation power can be trace from instantaneous azimuthal

mode power spectrum. Here the Fourier decomposition is applied only in

the azimuthal wave number domain and instantaneous time evolution of

the wave number spectrum is obtained as shown in Fig. 4.20 (a). The mode

power of the DW (m = 4) and the AS mode (m = 1) are modulated in time. It

is obvious that the AS mode quasi-periodically burst. Figure 4.20 (b) displays

the time evolution of the mode power of the AS mode and DW. It demon-

strates that the AS mode are mutually exclusive with the DW during the

intermittent burst (as the power of the AS mode increases, the power of the
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Figure 4.20: (a) Temporal evolution of instantaneous mode power. Instan-
taneous mode power of the m= 1 (the AS mode) and m= 4 (the DW) are dis-
played in (b). (c) Probability density function of the mode’s power. Orange
and blue lines in (b) and (c) represent the AS mode and the DW, respectively.

DW decreases). The probability density function (PDF) of the AS mode has a

positive tail (skewness of 1.26) as shown in Fig. 4.20 (c), that is, the AS mode

burst is intermittent.

The modulation spectrum of the instantaneous power spectrum are shown

in figure 4.21. The modulation in the AS mode has a frequency of around

300 Hz, which is almost identical to the frequency of them = 0 potential fluc-

tuation while that of the DW has frequencies of about 300 Hz and 1.6 kHz.

The 300 Hz component also corresponds to the period of intermittent burst

of the AS mode. While the 1.6 kHz component of the modulation spectrum

corresponds to the modulation of the DW by the AS mode. The amplitude

modulation are also indicated by the bicoherence analysis as shown in fig.

4.22.
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Figure 4.21: Power spectrum density of modulation of the instantaneous
mode power. Blue dashed line and orange solid line indicate the drift wave
and the AS mode, respectively.

Figure 4.22: (a) Squared bicoherence of the normalized ion saturation cur-
rent and (b) an enlarged view of the low-frequency region of squared bico-
herence.
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Focusing on the dynamic interaction during the intermittent burst of the

AS mode, since the AS mode and the DW have different frequency, the spa-

tiotemporal behavior during the intermittent burst can be extracted by en-

velope analysis. After applying band-pass filter to the Ĩis/Ĩis signal obtained

by radial movable probe, the envelopes are calculated by the Hilbert trans-

form. Radial movable probe was scanned in a shot-by-shot manner. Apply-

ing conditional averaging, spatiotemporal structures of fluctuation compo-

nent of the envelope (Ẽ) of the AS mode and the DW are reconstructed and

shown in Figures 4.23 (a) and (b). The instantaneous mode power of the AS

mode was used as the reference signal for the conditional averaging, and

the intermittent burst were detected using the template method. The refer-

ence waveform of the instantaneous mode power obtained by conditional

averaging is shown in Figure4.24(a). Cross-correlation between the instan-

taneous mode power and the reference waveform is used for the phase ref-

erence of the conditional sampling. We note that low-pass-filter (f <1 kHz)

is applied to the envelope fluctuation obtained by Hilbert transform in or-

der to cut the influence of the carrier wave (1.6 kHz). The envelope of the AS

mode increase at r = 20-50 mm while that of the DW decrease at the r = 30-

40 mm. The decrease in power of the DW is slightly delayed than the rise

in power of the AS mode, and the time lag is ∼ 0.2 ms. The power of the AS

mode increases at most by a factor of two and then breaks down while that

of the DW decreases by about 30 %.

4.2.2 Changes of nonlinear dynamics during the intermit-
tent competition

In order to clarify the nonlinear dynamics in the intermittent burst, con-

ditional sampling and bicoherence analysis are combined. Since the time
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Figure 4.23: (a) Temporal evolution of envelope fluctuations of (a) the AS
mode and (b) the DW.

scale of the burst is the same order of the period of the AS mode, wave

number bicoherence is more suitable than frequency bicoherence [25]. The

summed bicoherence for m is defined as

∑
b2m =

1

s

∑
m=m1+m2

b2(m1,m2), (4.3)

each s is the number of summand for each segment. The summed bicoher-

ence could be an indicator for total contribution to nonlinear coupling. For

simplicity, the intermittent burst event is separated into four phases: ( i )

quasi-stationary phase before the burst; (ii) the m = 1 mode power increas-

ing phase; (iii) the power decreasing phase; and (iv) quasi-stationary phase

after the burst, as represented in Figure 4.24 (a). Then, the total bicoher-

ence from conditionally sampled instantaneous mode power is estimated

for each phase. Figure 4.24 (b) shows wave number total bicoherence at

each phase. The nonlinear coupling of the AS mode (m = 1) and its sec-

ond harmonics (m = 2) increase at the phases (ii) and (iii). The nonlinear

coupling of the DW mode (m = 4) slightly increases as well. Moreover, the

daughter modes of the AS mode and DW also increase the nonlinear cou-
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Figure 4.24: (a) Reference waveform of the intermittent burst for condi-
tional sampling, colored for each corresponding phase of the intermittent
burst. (c) Time evolution of m = 0 component of the conditionally averaged
floating potential fluctuation. Filled region of (c) indicates standard devi-
ation. (b) Total bicoherence and (d) energy transfer for each phase which
is evaluated from the conditionally sampled instantaneous mode power of
Ĩis/Īis.

pling. The m = 0 component also increases nonlinear coupling during the

burst, and it may be associated with the background change of density or

the m = 0 potential fluctuation even though the bicoherence is evaluated

from the density fluctuation. Figure 4.24 (c) shows the m = 0 component

of conditionally averaged floating potential fluctuation. It indicates that the

m = 0 potential fluctuation is synchronizing with the intermittent burst.

The amplitude of the m = 0 potential is of the same order as observed in

LMD-U [27, 28].

Summed bicoherence could give us information for the total strength of
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nonlinear coupling, but no information for nonlinear energy transform di-

rection. For further investigation, evaluation of nonlinear energy transfer is

necessary. The method of nonlinear energy transfer estimation was devel-

oped by Ritz et al [86]. Several modified method are also proposed [113,114],

and applied to various types of plasma turbulence [115–117]. This method

assumes that time evolution of wave number spectrum X(t,m) follows the

nonlinear three wave coupling equation written as

∂

∂t
X(t,m) = ΛL

mX(t,m) +
∑

m1≥m2
m=m1+m2

ΛNL
m1,m2

X(t,m1)X(t,m2), (4.4)

where ΛL
m and ΛNL

m1,m2
are the linear and nonlinear coupling coefficients, re-

spectively. ΛL
m and ΛNL

m1,m2
can be estimated from F (t,m) by means of bispec-

trum analysis [86], or the multiple linear regression [114]. More details of

estimation method of the coupling coefficients is reviewed in Appendix.A.

In this study, the multiple linear regression was used for estimation of cou-

pling coefficients.

F (t,m) can be evaluated by instantaneous wave number spectrum. By

multiplying Eq. (4.4) to F ∗(t,m) and taking ensemble average, conservation

equation of spectral power Pm = ⟨F (t,m)F ∗(t,m)⟩ is obtained as

∂

∂t
Pm = Re[ΛL

mX(t,m)] +
∑

m1≥m2
m=m1+m2

Tm(m1,m2), (4.5)

where, Tm(m1,m2) is the nonlinear spectral energy transfer function defined

as

Tm(m1,m2) = Re[ΛNL
m1,m2

⟨X∗
mXm1Xm2⟩]. (4.6)

Here, the positive values of Tm(m1,m2) means the m mode gains energy from

them1 andm2 modes, whereas the negative value means losses to them1 and

m2 modes. This nonlinear energy transfer analysis is applied to the condi-

tional sampled instantaneous mode power with about 1000 ensembles at
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each phase of the intermittent burst as shown in Fig. 4.25(a)-(d). Nonlin-

ear energy transfer are dynamically change during the intermittent com-

petition. Especially, the coupling of (m1 = 5,m2 = −4) ⇒ (m3 = 1) and

(m1 = 5,m2 = −3) ⇒ (m3 = 2) dynamically changed. The m3 = 1 (the AS

mode) and m3 = 2 (harmonics of the AS mode) gains energy in the phase

(ii). Then, the m = 1 mode seems to release energy to m = 4 by coupling of

(m1 = 1,m2 = 3) ⇒ (m3 = 4).

Because plots of energy transfer Tm(m1,m2) is not always easy to inter-

pret, for more simple understanding, summed nonlinear energy transfer

is calculated as shown in Figure 4.24 (d). The summed nonlinear energy

transfer is defined as

∑
Tm =

∑
m=m1+m2

Tm(m1,m2). (4.7)

In the phase (ii), the AS mode gain energy from the other modes, then, the

AS mode releases energy in the phase (iii). While the drift wave loses en-

ergy during the phases (ii) and (iii) corresponding to the delay of the mode

power decrease of the DW. Therefore, the intermittent competition could

be related nonlinear energy transfer. It is noted that the m = 0 component

also gains energy from the other modes which may be related density cor-

rugation due to the intermittent burst or the m = 0 potential fluctuation,

but further verification is required.

4.2.3 Mechanism of the intermittent competition

The intermittent competition synchronizes with the m = 0 low-frequency

potential fluctuation. The nonlinear energy transfer dynamically changes

during the intermittent competition. The intermittent bursts of nonlinear

coupling coefficient of the drift waves were observed in experiment [25].
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Figure 4.25: Nonlinear energy transfer in the phases (i)-(iv).
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Intermittent phenomena associated with Kelvin-Helmholtz type instability

were reported in simulation study [118,119]. Dynamic phenomena synchro-

nizing with low-frequency potential fluctuations (zonal flows) are observed

in linear plasmas [28,118,120], and tokamaks [121].

One of the possible mechanisms of the intermittent competition is dis-

cussed below. In this system, the drift waves and the Kelvin-Helmholtz (ob-

served as the AS mode in this study) instability are linearly excited, and

zonal flow (the m = 0 potential fluctuation) is secondary driven by Reynolds

stress due to the drift wave turbulence. Then, the Kelvin-Helmholtz instabil-

ity is enhanced by zonal flow as tertiary instability. In the enhancement, the

Kelvin-Helmholtz instability additionally gains energy from the drift wave

turbulence via nonlinear three wave coupling. This kind phenomenon is

discussed in theoretical and simulation studies [14, 118]. In order to clarify

it, precise flow or radial electric field measurements such as laser induced

fluorescence [65] and advanced probe measurements [72, 122] to identify

the Kelvin-Helmholtz instability and the zonal flow, are required and left

for future work.
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Conclusions

Plasma confinement is determined by anomalous cross-field transport which

is driven by turbulence in magnetic fusion plasmas, and thus experimental

studies of plasma turbulence are required. Problems to be solved in the

measurement of plasma turbulence are the improvement of time resolu-

tion and signal-to-noise ratio. In addition, non-stationary analysis of the

turbulence is needed. One of the non-stationary analysis that can solve the

measurement problem is the conditional sampling method, but this analy-

sis can only be applied to intermittent phenomena. In this thesis, a template

method is developed and verified as a new method to solve the problems.

The results of this thesis are summarized as follows.

Development of a template method

In order to make the conditional sampling method applicable to arbitrary

waveforms, a template method was developed and validated as described

in Chapter 3. The template method is an iterative method to detect the ap-

pearance time of turbulent fluctuation based on the correlation function be-

tween the template waveform and experimental data. The template method

can be applied to various turbulence measurements of devices with various

shapes, and has the potential to make it possible to observe phenomena that
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have been difficult to observe in the past. The specific achievement related

to the development of the template method are listed below.

• The template method was compared with the conventional threshold

method in detection the turbulent fluctuation. It was found that the

template method can detect the emergence period of vibration with

higher accuracy than the threshold method. The template method was

established as a method that can be applied to arbitrary waveforms

with the conditional sampling method.

• The conditional sampling method based the template method was used

to evaluate the fluctuation-driven particle transport and compared with

the transport evaluation method using Fourier analysis. The particle

transport obtained by the template method agreed with that obtained

by Fourier analysis. In this validation study, it was shown that the con-

ditional sampling by the template method can correctly analyze the

spatiotemporal structure of turbulent fluctuation.

• The time evolution of the instantaneous frequency of the oscillation

was observed using the high-precision oscillation appearance time de-

tection by the template method. The observed instantaneous frequency

oscillates at 1.7 kHz, which is consistent with the frequency of another

oscillation that coexists with the one being analyzed. This is the first

experimental observation of the instantaneous frequency of the tur-

bulent fluctuation, which may be related to a new nonlinearity of tur-

bulent oscillation.
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Observation of turbulent dynamics by using the template method

Conditional sampling based on the template method were applied to the

electrostatic probe measurement and analyze the turbulent dynamics ob-

served in PANTA. Using this analysis, it have been succeeded to improve-

ment of temporal resolution of electron temperature measurement, recon-

structed the structure of fluctuations of electron temperature, density, and

potential at the same time and position, and found the temporal changes

of nonlinear energy transfer between different fluctuations. These obser-

vations include phenomena that have been difficult to observe in the past,

and will contribute to understanding of the fundamental processes of tur-

bulent fluctuations. The details of the observation results are listed below.

• The conditional sampling method based on the template method was

applied to the double probe measurement with low time resolution. As

a result, the time resolution of the electron temperature measurement

was improved and the electron temperature fluctuation was success-

fully observed. Moreover, it was found that the electron temperature

fluctuation significantly affect the plasma potential measurement.

• Spatiotemporal dynamics of density, temperature and plasma poten-

tial fluctuations of the two different modes are reconstructed by using

the conditional sampling method. The structures of these fluctuations

at the same time and at the same position is successfully identified.

These reconstruction allow us to evaluate the particle and heat trans-

port driven by turbulent fluctuations and it is found that the outward

particle and convective heat transport.

• Intermittent competition between drift wave and axially symmetric

mode was observed by instantaneous wavenumber spectrum analy-
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sis. The spatiotemporal dynamics of envelope fluctuations and the

dynamic change of nonlinear energy transfer during the intermittent

competition are observed. In addition, it was found that the intermit-

tent competition was synchronized with the azimuthally symmetric

potential fluctuation. The interaction involving the three types of fluc-

tuations and the dynamics of nonlinear energy transfer, have never

been observed experimentally, and are shown for the first time in this

study.

The template method developed in this study can be applied not only to

diagnostics in basic plasma devices but also to various measurements in fu-

sion devices, which will lead to the observation of new picture of plasma

physics. The discovery of the new physical picture of turbulence such as in-

stantaneous frequency modulation and nonlinear energy dynamics, which

can be newly observed by this method, will contribute to the clarification of

the fundamental process of plasma turbulence.
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Appendix A

Estimation of coupling
coefficients

Here, the estimation method of the linear/nonlinear coupling coefficients

(ΛL
m and ΛNL

m1,m2
) is reviewed. As mentioned in 4.2.2, the nonlinear energy

transfer is estimated on the basis of the three-wave coupling equation (Eq.

(4.4)). The mode number spectrum X(t,m) can be written as a complex rep-

resentation of X(t,m) = |X(t,m)|eiθ(t,m), where |X(t,m)| and θ(t,m) repre-

sent the instantaneous amplitude and the instantaneous phase, of X(t,m),

respectively. Discretizing Eq.(4.4) with spectrum |X(t,m)|eiθ(t,m) for the time

distance δt results in

Ym = LmXm +
∑

m1≥m2
m=m1+m2

Nm1,m2
m Xm1Xm2 (A.1)

where,

Ym = Xm(t+ δt), (A.2)

Xm = Xm(t), (A.3)

Lm = ΛL
mδt+ 1− i[θm(t+ δt)− θm(t)]e

ieiδθm , (A.4)

Nm1,m2
m = ΛN

m1,m2
δteiδθm , (A.5)

δθm = θm(t+ δt)− θm(t). (A.6)
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When the Lm and Nm1,m2 are obtained, the coupling coefficients and nonlin-

ear energy transfer function can be evaluated. There are two methods for

evaluating the Lm and Nm1,m2: the Ritz’s method based on Fourier analysis

and the Wit’s method based on multiple regression technique.

In Ritz’s method, assuming the fourth moment of
〈
Xm1Xm2X

∗
m1

X∗
m1

〉
can

be written as ⟨|Xm1Xm2|2⟩ (Millionshchikov hypothesis), the Lm and Nm1,m2

are estimated from the moments of ⟨YmX
∗
m⟩ and

〈
YmX

∗
m1

X∗
m2

〉
. By multiplying

each X∗
m and X∗

m1
X∗

m2
with Eq.(A.1) and by ensemble averaging over many

statistically similar realizations, the moment equations are obtained as

⟨YmX
∗
m⟩ = Lm ⟨XmX

∗
m⟩+

∑
m1≥m2

m=m1+m2

Nm1,m2
m ⟨Xm1Xm2X

∗
m⟩ , (A.7)

〈
YmX

∗
m′

1
X∗

m′
2

〉
= Lm

〈
XmX

∗
m′

1
X∗

m′
2

〉
+

∑
m1≥m2

m=m1+m2

Nm1,m2
m

〈
Xm1Xm2X

∗
m′

1
X∗

m′
2

〉
.

(A.8)

Assuming the terms of (m′
1m

′
2) ̸= (m1m2) for the fourth moment of Eq.(A.8)

is negligible, the fourth moment is written as

∑
m1≥m2

m=m1+m2

Nm1,m2
m

〈
Xm1Xm2X

∗
m′

1
X∗

m′
2

〉
= Nm1,m2

m

〈
Xm′

1
Xm′

2
X∗

m′
1
X∗

m′
2

〉
= Nm1,m2

m

〈
|Xm1Xm2|2

〉
(A.9)
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Using Eqs. (A.7), (A.8), and (A.9), and eliminating Nm1,m2 , Lm is obtained as

⟨YmX
∗
m⟩ =Lm ⟨XmX

∗
m⟩ (A.10)

+
∑

m1≥m2
m=m1+m2

(
⟨Xm1Xm2X

∗
m⟩ − Lm ⟨Xm1Xm2X

∗
m⟩

⟨|Xm1Xm2|2⟩

)
⟨Xm1Xm2X

∗
m⟩

(A.11)

=Lm

⟨XmX
∗
m⟩ −

∑
m1≥m2

m=m1+m2

⟨Xm1Xm2X
∗
m⟩

⟨|Xm1Xm2|2⟩

 (A.12)

+
∑

m1≥m2
m=m1+m2

⟨Xm1Xm2X
∗
m⟩

⟨|Xm1Xm2|2⟩
(A.13)

(A.14)

∴ Lm =

⟨YmX
∗
m⟩ −  

∑
m1≥m2

m=m1+m2

⟨Xm1Xm2X
∗
m⟩ ⟨Xm1Xm2Y

∗
m⟩

⟨|Xm1Xm2|2⟩

⟨XmX∗
m⟩ −  

∑
m1≥m2

m=m1+m2

| ⟨Xm1Xm2X
∗
m⟩ |2

⟨|Xm1Xm2 |2⟩

. (A.15)

Using Lm, Nm1,m2
m is evaluated as,

Nm1,m2
m =

〈
YmX

∗
m1

X∗
m2

〉
− Lm ⟨Xm1Xm2X

∗
m⟩

⟨|Xm1Xm2|2⟩
. (A.16)

Here, ⟨XmX
∗
m⟩ is calculated auto power spectrum, ⟨YmX

∗
m⟩ is calculated by

cross power spectrum, ⟨Xm1Xm2X
∗
m⟩ is calculated by auto bispectrum, ⟨Xm1Xm2X

∗
m⟩

is calculated by cross bispectrum, and ⟨Xm1Xm2X
∗
m⟩ is calculated by second

order moment. Namely, in Ritz’s method, the linear/nonlinear coupling co-

efficients are evaluated based on the Fourier spectrum analysis. Further

modification of the method was also proposed by Kim et al [113].

In the Wit’s method, The following matrix equation are built for each

mode number m:

Ym = XmHm, (A.17)
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where

Ym =
[
Y

(1)
m Y

(2)
m · · · Y

(N)
m

]T
(A.18)

Hm =
[
Lm N 0,m

m N 1,m−1
m · · · NmM ,m−mM

m

]T (A.19)

Xm =


X

(1)
m X

(1)
0 X

(1)
m X

(1)
1 X

(1)
m−1 · · · X

(1)
mMX

(1)
m−mM

X
(2)
m X

(2)
0 X

(2)
m X

(2)
1 X

(2)
m−1 · · · X

(2)
mMX

(2)
m−mM... ... ... . . . ...

X
(N)
m X

(N)
0 X

(N)
m X

(N)
1 X

(N)
m−1 · · · X

(N)
mMX

(N)
m−mM


(A.20)

Here, X(n)
m denotes n-th ensemble of Xm, N is number number of ensembles

and mM is muximum mode. Solving the matrix equation (A.17), the vector

Hm, that is the Lm and Nm1,m2 , is obtained.
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