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Abstract 
 

This thesis is devoted to a fundamental study on chemical data analysis of odors 

using integrated sensor array and machine learning. The chemical data analysis of odors 

plays an essential role in extracting crucial chemical information and monitoring 

physiology data for various applications in diverse fields such as the food industry, 

environmental monitoring, security surveillance, medicine, and healthcare which 

effectively improve the quality of the human lifestyle. However, although odor sensing-

based integrated sensor arrays have demonstrated the feasibility of real-time monitoring 

of the above application, it is far from practical use, which will significantly restrict their 

further optimization and commercialization.  

First, to extract the vast chemical information in odor, we present an automated 

method to identify multivariate chemo-/biomarker features of analytes in chromatography-

mass spectrometry (MS) data by combining image processing and machine learning. Our 

approach allows us to comprehensively characterize the signals in MS data without the 

conventional peak picking process, which suffers from false peak detections. The feasibility 

of marker identification is successfully demonstrated in case studies of aroma odor and 

human breath on gas chromatography−mass spectrometry (GC−MS) even at the parts per 

billion level with a low error rate by comparison with the conventional method.  

Second, by using the above approach, we demonstrate a preliminary study for the 

breath odor analysis and breath odor sensing-based individual authentication (fasting 

condition) using an integrated sensor array and machine learning. We successfully 

achieved a median accuracy of 96.4%. The impacts of several sensors (features) on the 

accuracy and reproducibility are demonstrated. However, the applicability of breath odor 

sensing in practical use needs to be justified.  
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Finally, we demonstrate a blood glucose prediction system by breath odor analysis. 

Multi-classification of blood glucose in a complex environment (fasting, drinking, exercise) 

can be achieved with high accuracy. Furthermore, recognizing different glucose spike 

patterns leads to blood glucose monitoring in daily life. Our findings in this study provide 

an essential foundation for a robust breath odor sensing-based integrated sensor array 

system in the predictable future. 
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1.1 Introduction 

1.1.1 Why Do We Need Big Data in Chemistry?  

Nowadays, Big data has a strong impact in the diverse fields in chemistry for discovering 

new chemical information via artificial intelligence (AI)1. The advances in data computing2, 

storing3, and cloud technologies4 have enhanced analysis capability to explore the crucial 

chemical mechanisms5, predict a novel substance speedy, and so on. The concept of Big 

data can realize through the "3V" vision include 1) volume data: an increasing number of 

data to improve decision and prediction. 2) velocity: fast collecting data and processing to 

deal with large volumes of data. 3) variety: combining multiple data sources to generate a 

new ideal1,6-9. Based on these concepts, Big data in chemistry allows us to unlock new 

opportunities for real-time monitoring applications such as intelligent unit operations, 

intelligent processing, autonomous operations. 

1.1.2 Attraction of Chemical Information in Odors 

The chemical composition of an odor containing many volatile substances indicates a 

chemical change in substance, bio-chemical in living things, and participation in the 

biogeochemical cycle, which is responsible for the ecological cycle and the existence of 

living organisms.  

Researchers worldwide utilize chemical information in odors for diverse applications in 

various fields. For example, it is used for 1) medicine and healthcare10-12 to check dietary 

routines and conditions of health from exhaled breath or body odor for non-invasive and 

high-quality healthcare services. 2) environmental evaluation13-15 to differentiate 

hazardous substances and detect harmful odors in living areas. 3) food monitoring16-18 to 

determine the ripeness of fruits and freshness of meat in livestock. 4) security 
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supervision19,20 to detect explosive and flammable materials. 5) fragrance research21,22 to 

predict the degeneration of cosmetic products and detergents.  

 Last decade, developing such a device, the so-called “electronic nose (e-Nose), has 

been rising interest.” e-Nose is an electronic device capable of sensing, detecting, and 

recognizing many odors by integrating several artificial olfactory sensors. e-Nose allows 

us to detect the varieties of chemical information in odors quickly and in real-time. As a 

result, we can gain a large amount of acquisition data of odor. Such advantages of odor 

sensing can satisfy the chemical Big data concept (3V). 

1.1.3 Problem in Chemical Data Analysis in Odors.   

It Research and development work in odor analysis/sensing primarily reports the 

feasibility of odor analysis/sensing far from natural conditions. A complex mixture of odor 

produced by living things (i.e., breath odor and body odor) not only contains thousands of 

volatile compounds but is also highly diverse and has vast concentration ranges from parts 

per trillion (ppt) to parts per million (ppm) levels23,24, which can be affected by the 

surrounding environment and daily-life activity. However, previous odor analysis/sensing 

research focused on specific chemical information in a complex mixture. They were 

tracking bio/chemo-marker related to their research goal. For example, many research work 

proposed breath acetone as a high correlated biomarker of diabetic diagnostics—increasing 

breath acetone results from intense gluconeogenesis in the liver, which generates glucose 

from non-carbohydrate25-27. Nevertheless, the liver also produces acetone during periods 

of caloric restriction of various scenarios such as fasting, intense exercise, and alcoholism. 

This evidence proves that humans have a sophisticated metabolism, and limited 

information is insufficient to monitor daily-life physiological information.  
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The testing might lead to the high error rate of physiology prediction through breath odor 

analysis/sensing and wrong scientific discovery. Moreover, most of such impractical tests 

showed in breath odor analysis work. Breath samples were regularly collected under fasting 

conditions (8-10 hours) far away from daily-life health monitoring and practical use28. 

Though the vast molecular sensing ability of odor sensing-based e-nose, why does research 

still focus on specific chemical information rather than a considerable number of chemical 

information? Inconsistency of data characteristics and data analysis point-of-view for odor 

sensing is a bottleneck for the development of daily-life health monitoring and practical 

use. The analytical platform to automatically analyze the enormous chemical data in odor 

is required. 

 

1.2 Framework of This Thesis 

This thesis consists of six chapters. We present all of the chapters as follows: 

 Chapter I is an overview of the rationale for this research, including the importance of 

Big data in chemistry, the attraction of chemical information in odors, the current 

problems in chemical data analysis in odor based on sensors, and the framework of 

this thesis. 

 Chapter II outlines the previous literature about the techniques of molecular gas 

detection, including some bulk laboratory instruments and portable metal oxide-based 

sensors. Again, we emphasized Metal oxide semiconductor nanowires-based sensors. 

  Chapter III presents an automated method to identify multivariate chemo-/biomarker 

features of analytes in chromatography-mass spectrometry (MS) data by combining 

image processing and machine learning. 
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 Chapter IV demonstrates a preliminary study for the breath odor sensing-based 

individual authentication using an artificial olfactory sensor array. 

 Chapter V demonstrates an activity-tolerated blood glucose monitoring by artificial 

intelligence-based ensemble feature analysis of breath sensing data. 

 Chapter VI is an overall conclusion of this thesis and the perspective for possible future 

work. 
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2.1 Introduction 

Chemical data analysis of odor is essential and regularly used in medicine and 

healthcare1-3, environmental evaluation4-6, food monitoring7-9, security supervision10,11, 

fragrance research12,13. A broad category of machine learning techniques is applied, from 

biomarker evaluation/feature extraction based on untagged metabolomics/chemometrics to 

the classification and recognition of odor fingerprints extensively14-16. The applicability of 

machine learning for odor analysis shows promise in extracting a high level of 

sophisticated information from the large size of raw data17, heterogeneous18, and high-

dimensional data sets19. We review machine learning as a chemical data tool for odor 

analysis with many potential applications, including basic concept and machine learning 

algorithm for biomarker evaluation/feature extraction from raw data based on standard gold 

analysis20-22 (i.e., GCMS) and odor sensing via integrated sensor array23-25. We demonstrate 

fundamental concepts and the basis for applying these strategies to chemical data of odor. 

This chapter presents various gas molecular detection techniques, including the gold 

standard laboratory instruments as GC/MS and portable artificial olfactory sensors. Then, 

various data analyses based on machine learning, such as supervised learning26, 

unsupervised learning27, linear discriminant analysis28, random forest29, deep neural 

network30, system performance evaluation31, and so on, are demonstrated to understand 

their working principles. 

 

2.2 Odor Analysis/Sensing Methods 

As mentioned above in the introduction section, Researchers worldwide utilize 

odor analysis in diverse fields with different purposes. We here divide the main target of 

odor analysis into two issues: odor component identification and odor fingerprint 
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recognition. First, we demonstrate odor analysis as a tool for explaining the mechanism or 

microbiological pattern based on metabolomics profile. Here, the researcher identified bio-

/chemomarkers to clarify the original pathway. Second, the researcher often utilizes odor 

sensing to recognize or discriminate the complex odor (i.e., exhaled breath). The prominent 

character of such odor always contains several (a hundred to thousand compound) bio-

/chemomarker which unclarified their original mechanism, microbiological pattern, or 

pathway32-34. So, the technology for odor analysis was selected depending on the research 

target. 

2.2.1 Laboratory Instruments 

Gas chromatography-mass spectrometry. Gas chromatography connected with 

mass spectrometry (GC-MS) has been a well-known gold standard tool for extracting 

qualitative chemical information in complex gaseous mixtures. Many researchers use GC-

MS to identify the chemical composition in odor. Especially for sophisticated 

biological/chemical samples, GC-MS has a decisive advantage due to the detection limit 

of GC-MS reaching up to part per trillion (ppt level) and high reproducibility35. In addition, 

it allows us to separate individual compounds from a gas mixture's physical behavior in the 

mobile and stationary phases. It separates compounds by transferring the sample gas 

mixture into a chromatographic column that controls temperature via an inert gas36. Each 

compound drives at different speeds based on the interaction with the column material37,38. 

Compound with a strong interaction drives slower than compound with weak interaction. 

Finally, the mass spectrometer identifies the molecular fragment of an eluted compound. 

Nevertheless, it concerns weaknesses such as extended analysis time, the impossible for 

real-time analysis, and external or internal standards requirements39. 
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2.2.2 Integrated Sensor Array 

Metal-oxide sensors. Metal-oxide sensors are the most generally used sensor type 

in the odor sensing device because of their suitability for various gas species40. The 

application field of metal-oxide sensors-based odor sensing is mainly associated with 

quality management, monitoring function, pollutant, contamination, and decomposition of 

food41. In addition, these sensors can work at high temperatures while requiring high 

energy consumption42. We categorize metal-oxide sensors into two main groups according 

to their electrical properties: n-type and p-type43. N-type metal-oxide sensors working 

principle relates to the reactions between the oxygen molecules and their surface. Free 

electrons on the metal oxide surface are trapped, resulting in potential barriers between 

grain boundaries that inhibit carrier mobility and generate extensive resistance regions. In 

contrast, P-type sensors react to the oxidizing molecules by producing holes and removing 

electrons. Their typical surface interaction and oxygen absorption/desorption enormously 

raise the sensor's performance while enhancing the sensing recovery, boosting the 

molecular selectivity, and decreasing the humidity effect. Such an advantage, these sensors 

are often selected in many odor sensing applications44. 

Conducting polymer sensors. Conducting polymers are proper candidate sensors 

compared with metal oxide sensors. Therefore, they are selected as a reliable sensor type 

for various odors sensing applications such as medical, pharmaceutical, food, and cosmetic 

industries. Sensors' materials are low cost, and the fabrication process is easy to perform 

on a large scale. Moreover, conducting polymers sensors respond and recovery fast to 

odorants43. In addition, the researcher can optimize the selectivity of their sensors by 

selecting several kinds of polymers such as polypyrrole, polyaniline, polythiophene, and 

others45. The resistance in the sensor changes due to an interaction with an analyte, 

resulting in the detection of odor. 
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2.3 Data Analysis based on Machine learning 

Machine learning (ML) involves diverse mathematic theories such as probability, 

statistics, approximation. The machine learning algorithms can assemble a mathematical 

model using training data to make decisions themselves46. The performance of machine 

learning is most high-light in diverse scientific and engineering research fields: image47, 

sound48, language recognition49 and multimedia50. Recently, machine learning has received 

significant attention, especially for analytical chemistry, biology, material science, 

biometric authentication, and robotics. The type of learning required in these tasks is 

detecting or classifying patterns, extracting features or expressions of raw data. We can 

demonstrate the concept of machine learning approaches into three types, relying on the 

character of signal and response functions to the learning system, including supervised51, 

unsupervised52, and reinforcement learning53. Here we only demonstrate supervised and 

unsupervised learning, which researcher wildly used for chemical data analysis of odor54. 

Conversely, reinforcement learning is applicable for an automated driving vehicle or 

playing a game against an opponent55, which is not demonstrated in this thesis. 

Supervised Learning: the main target in supervised learning is to learn a model 

from labeled training data56. Subsequently, a model can predict using unseen data or 

validation and test data. The training set for supervised learning must contain features as 

inputs data and answer or label as outputs data. Supervised learning models allow us for 

regression and classification models: naive Bayes classification can conduct only 

classification. While Linear and Logistic analysis, k-Nearest neighbor, Random forest can 

manipulate both classification and regression analyses. 

Unsupervised Learning: On the contrary, unsupervised learning does not require 

an artificially labeled training set57. The researcher always utilizes standard unsupervised 
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learning algorithms for anomaly detection, association, autoencoders, and data clustering. 

In addition, there is also semisupervised learning, which utilizes the synergetic between 

supervised and unsupervised learning. The researcher mainly used this method to extract 

significant features from medical images or spectroscopy mapping from complex data.  

We next briefly demonstrate a machine-learning algorithm widely used to analyze the 

chemical data of odor58.  

2.3.1 Linear Discriminant Analysis 

Data scientists generally used linear discriminant analysis for supervised 

classification problems. It is an easy and effective linear classification model for binary 

problems; however, it can be applied for multiple classifications. The linear discriminant 

analysis allows data preprocessing to decrease the number of features, significantly 

reducing the analysis time59,60. In addition, linear discriminant analysis conduct simplifying 

hypotheses of the analyzed data. Finally, the method effectively deals with successive 

quantities of independent variables with unique observations60. We briefly explain the 

linear discriminant analysis by considering a generic binary classification problem: the 

model uses both the X and Y axes to generate a new axis. Then, the data is projected on 

the new axis to maximize the separation of the two classes and reduce information from 

two dimensions into one dimension. Finally, the considering two criteria are used to 

generate this new axis: 1) the distance between the two classes must be maximized and 2) 

the variation within each class must be minimized61. By reducing the number of significant 

data dimensions, the data scientist usually uses linear discriminant analysis to visualize the 

high-dimension problem. However, linear discriminant analysis has many advantages, as 

mentioned above. Nevertheless, it still has several limitations, such as the linear function 

cannot deal with more complex and multi-dimensional data. 
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2.3.2 Random forest 

Random forest , known as, Random decision forest is categorized as unsuper-

vised learning and a tree-based learning method that can solve classification and regression 

problems62. The fundamental concept behind the random forest model consists of various 

classifiers in one model. The classifiers or decision trees in a random forest model use the 

bootstrap aggregating technique to boost the performance of classification and regression 

compared with a single decision tree, resulting in handling enormous data sets with higher 

dimensionality63. Finally, we use all decision trees to calculate prediction accuracy by the 

mean value of the provided accuracy. Although increasing the number of trees in the forest 

can boost the model's prediction accuracy, the overfitting problem might be rising. In 

addition, the random forest model cannot further predict the over-range of training data for 

a regression problem64. 

2.3.3 Neural Network 

Data scientists design neural networks to mimic the human brain functions to 

recognize the patterns loosely. For example, neural networks can interpret sensory data 

through machine perception and cluster or classify unlabeled and labeled data. A standard 

supervised learning neural network consists of 3 layers: input, hidden, and output. The 

training set contains values of the feature inputs: x and the answer outputs: y65. The neural 

network consists of a single layer of multiple neurons, so-called hidden layers66. The 

neuron is a mathematical operation that classifies information according to a characteristic 

structure. The network of neurons handles a substantial similarity to statistical analysis like 

multiple-linear regression. However, the hidden layer implies that the proper values for 

these nodes are not considered during learning. Instead, it refers to the values x of each 

layer carried on to the successive layers and finally generates the sets of activations67. In 
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order to calculate the outputs of the model, the generic function such as sigmoid68, 

hyperbolic tangent (tanh)69, or the rectified linear unit (ReLU)70 is frequently utilized as an 

activation function. 

2.3.4 Deep Neural Network 

The machine learning expertise has recently utilized a deep neural network to 

analyze scientific and mathematic information rather than the single hidden layer neural 

network. The meaning of "deep" in the deep neural network refers to the depth of hidden 

layers in a neural network. We can simplify the deep neural network as a hierarchical 

network of multiple neurons. The primary deep neuron network passes input signals in the 

first layer through neurons to other neurons that learn with feedback, so-called feed-

forward. Finally, the output signals present a prediction result as "Yes or No" or show in 

probability ("0 or 1")71.  

Each layer can have from a single to multiple neurons, and each of them can 

generate a unique function such as an activation function, dropout, and others. For example, 

the activation function simulates the signal for transferring the signal to the subsequently 

connected neurons. If the transferred signal has a value greater than a threshold value, the 

output is transferred else rejected.  Finally, the weight is evaluated between two 

successive neurons. Weight refers to the significance of input and output for the next 

neuron. The initial weights are randomly generated and recalculated iteratively during the 

training and iteration until the model is optimized. 

The deep neural network also relies on backpropagation. The backpropagation 

allows the information to flow backward from the cost to compute the gradient more 

efficiently. Although deep neural networks allow a high performance with automatic 

feature extraction, the model requires an enormous data set to suppress the overfitting72. 
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2.3.5 Cross-Validation  

Cross-validation is a resampling strategy employed to evaluate the reproducibility 

and stabilize the performance of machine learning models when dealing with unseen data, 

especially for the limited data number. When conducting (supervised) machine learning, 

data scientists utilize k cross-validation to avoid common overfitting problems. The basic 

approach is as follows: first, the training data is divided into equal-sized "k." Then, each 

unique subgroup is separated as a training and testing data set. Next, tuning parameters of 

the model on the training data set and evaluating performance on the test set. Finally, the 

k-fold statistical estimation value is presented as a mean value of all optimized models. 

Moreover, there is also various k cross-validation as the nested cross-validation method, 

Leave-p-out cross-validation, Monte Carlo cross-validation, and other73. 

2.3.6 System Performance Evaluation 

A confusion matrix is utilized to demonstrate the classification efficiency. In 

addition, the confusion matrix is beneficial to evaluate system performance like accuracy, 

precision, sensitivity, specificity, and others. We briefly explained how to interpret the 

confusion matrix on the binary classification. The two possible predicted categories are 

"correct and incorrect." The correct prediction: true-positive (TP) and true-negative (TN), 

A true-positive result from the model correctly predicts the "positive class." Likewise, a 

true-negative result is the corrected prediction of the "negative class." For the incorrect 

prediction: false-positive (FP) and false-negative (FN). A false-positive (type I error) result 

from the model incorrectly predicts the "positive class." Likewise, a false-negative (type II 

error) result is the uncorrected prediction of the "negative class."74 

Accuracy is expressed as the correctly overall predictions and calculated as  

Accuracy = TP + TN / TP + TN + FN + FP. (1) 
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Precision is independent with accuracy. Precision can refer to repeatability and 

reproducibility, which calculates as 

Precision = TP / TP + FP. (2) 

Sensitivity refers to the proportion of correctly predicted positive results and 

calculates as 

Sensitivity = TP / TP + FN. (3) 

Specificity refers to the proportion of correctly classified negative results, 

calculates as 

Specificity = TN / TN + FP. (4) 

 

2.4 Application of Odor Analysis/Sensing  

2.4.1 Food industry 

The most powerful odor sensing application within farming has been food 

production. As a result, there has been considerable interest in using odor sensing systems 

to analyze and monitor chemical information in food odor for various applications in the 

food industry.  

Odor sensing systems allow automated systems to rapidly predict food products 

to maintain product quality, safety, and nutrition based on chemical compound sensing.     

The odor sensing system is applicable for a quality guarantee of natural and manufactured 

products, monitoring fermentation, mixing, seasoning, and packaging process, determining 

day-to-day freshness and aging in livestock, and evaluating ripening and stage. Such 
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capability provides that the final products are delivered to the customer with good-agreed 

quality in commercial markets. h. 

2.4.2 Environment Evaluation 

The emission of unpleasant odors from industry has increased significantly, 

damaging people's health worldwide. Primarily, industrial plants close to the residence 

place directly affect the rising number of unhealthy people. For example, an unpleasant 

odor might contain hundreds to thousands of chemical compounds, a solid toxic property 

such as Arsine, Hydrogen Sulfide, and Hydrogen Cyanide. Such toxic gas might affect the 

human body in short to long term. The effect leads to severe diseases and symptoms like 

lung cancer, skin cancer, unconsciousness, memory loss, respiratory infection, instant 

death, etc.  

Accordingly, monitoring emission odor from the industrial area has become 

increasingly important to control environmental quality. For this purpose, an 

environmental impact assessment of odors is carried out, and appropriate measures are 

taken to decrease the emission of odors. For several industrial factories located in a relative 

area, researchers used odor analysis methods to identify the sources of emissions of 

odorous substances. This issue allows for identifying the factors responsible for the most 

incredible odor nuisance and implementing the procedures used to reduce the number of 

odorous substances released into the environment. For this purpose, olfactometry methods. 

When using the method of olfactometry, it is possible to determine the level of 

concentrations of odorous substances and the factor of odor emissions. Furthermore, using 

the odor analysis methods, it is also possible to predict the correlation between the 

concentration of the odorous substance and the weather conditions characteristic of the 

season. 
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2.4.3 Healthcare 

Currently, breath odor becomes the non-invasive way for diagnosis and health 

monitoring. Many researchers propose the feasibility of utilizing breath analysis to predict 

fatal diseases and especially for respiratory diseases such as lung cancer, asthma, and others. 

They discovered the connection between a disease and breath components. Researchers 

worldwide evaluate that breath odor analysis has a high potential as the next generation of 

disease diagnostic and health monitoring in daily life. Clinical diagnostic uses costly 

analytical tools by blood testing, urine analysis, endoscopy, biopsy, imaging, and others. 

Due to complex protocols, these methods require a time-consuming sample collection 

procedure, experienced operators, and professional analysis. The diagnosis is limited to a 

specific place such as a hospital or clinic. In contrast, operators and users can efficiently 

diagnose disease using breath odor analysis. In addition, it allows us to monitor health 

conditions in real-time and everywhere, which effectively prevents fatal disease. It is an 

entirely non-invasive technique that allows the development a user-friendly, convenient, 

and intuitive diagnostic platform. The sample collection can be archived easier than blood, 

serum, urine, and other methods. Moreover, we do not need to be concerned about bio-

hazardous specimens within regulations. 

Diagnosis is based on scientific evidence of the physiological phenomenon; breath 

contains the Volatile organic compound (VOCs) or the biomarkers that can be recognized 

and discriminated against by different diseases. Unbalanced or abnormal metabolism in the 

human body affects change in concentration variation of produced VOCs, then molecule 

exchange occurs in the alveoli and is finally released from the body through the lungs 

during the respiratory process. The various metabolic and pathological disorders could be 

observed. According to the results of recent breath analysis, such as diabetes, 
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cardiovascular disease (CVD), bacterial infertility, asthma, cancer, inflammatory disease, 

Alzheimer’s disease, and other diseases. 

 

2.5 Summary of Literature Review 

This chapter reviews the literature on odor analysis and sensing using different 

methods (GC-MS, PTR-MS, metal oxide sensor, and conducting polymer sensors). The 

bulk and expensive GC/MS, PTR-MS instruments undoubtedly could give the precise 

analysis for chemical information. The integrated sensor array was then mainly discussed 

from the aspects of the sensing mechanism and their applications. Finally, data Analysis 

based on Machine learning was widely used to analyze the chemical and biochemical 

information. Another challenge in applying machine learning in chemical odor research is 

the lack of data for reliable model development. Since the experiments in this area are 

expensive (i.e., human biochemical samples), most research only focuses on limited 

available data sets and areas. So we think that extracting a high significant feature plays a 

crucial role in overcoming this problem.  
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3.1 Abstract 

We present a method named NPFimg, which automatically identifies 

multivariate chemo-/biomarker features of analytes in chromatography–mass 

spectrometry (MS) data by combining image processing and machine 

learning. NPFimg processes a two-dimensional MS map (m/z vs retention time) to 

discriminate analytes and identify and visualize the marker features. Our approach 

allows us to comprehensively characterize the signals in MS data without the 

conventional peak picking process, which suffers from false peak detections. The 

feasibility of marker identification is successfully demonstrated in case studies of aroma 

odor and human breath on gas chromatography–mass spectrometry (GC–MS) even at 

the parts per billion level. Comparison with the widely used XCMS shows the excellent 

reliability of NPFimg, in that it has lower error rates of signal acquisition and marker 

identification. In addition, we show the potential applicability of NPFimg to the 

untargeted metabolomics of human breath. While this study shows the limited 

applications, NPFimg is potentially applicable to data processing in diverse 

metabolomics/chemometrics using GC–MS and liquid chromatography–

MS. NPFimg is available as open source on GitHub (http://github.com/poomcj 

/NPFimg) under the MIT license. 

 

Keywords: Additives, Molecules, Aroma, Mathematical methods, Biomarkers. 

  

http://github.com/poomcj%20/NPFimg
http://github.com/poomcj%20/NPFimg
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3.2 Introduction  

Untargeted metabolomics/chemometrics have gained much attention in diverse 

fields including pathology, microbiology, pharmacology, food industry, environmental 

evaluation, and healthcare.1−11 In these studies, mass spectrometry (MS) coupled with 

gas chromatography (GC−MS) or liquid chromatography (LC−MS) is widely used, and 

the features of chemo-/biomarker molecules in analytes are identified from their mass 

chromatogram data. The goal of untargeted metabolomics/chemometrics is to 

comprehensively characterize the chemo-/biomarker molecules in analytes. Analytes in 

biology and healthcare fields usually consist of a huge number of chemical components 

with various concentrations. Also, the reliable chemo-/biomarker characterization 

needs the examination of many samples. In this respect, a reliable sample 

characterization technique and a data analysis method for automated marker 

identification are strongly desired. To date, most efforts have been devoted to 

sufficiently extract the marker features in MS data. Recent development in MS 

technology allows for signal detection of important molecules in analytes at an 

ultratrace level.12−16 This development of analytical hardware substantially expands the 

applicable field of research in metabolomics/chemometrics. On the other hand, the data 

processing in raw MS data remains a challenging issue. In general, there are two major 

tasks in the raw GC− or LC−MS data processing including peak picking and subsequent 

pairwise peak list comparison.17−25 Various software resources including XCMS, 17,18 

MZmine, 19,20 TracMass, 21 KPIC, 22 and others23−25 have been developed to perform 

these tasks. However, they often suffer from insufficient peak picking performance. 

The peak picking algorithm in the abovementioned software resources is based on a 

binary (“peak” or “noise)” output method, in which the chromatographic peaks with a 

satisfactory shape (e.g., Gaussian), signal-to-noise ratio, and peak width are extracted 

by a thresholding approach. Such a thresholding approach usually causes many false 

positive/false negative peak detections. For example, less restricted threshold setting 
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increases the number of false positive peaks, while the larger number of features can be 

extracted. Contrary, highly restricted threshold setting yields false negative peaks, 

while the fidelity of extracted peaks can be improved. These false detections in the peak 

picking process leads to wrong scientific discoveries and interferes with the 

interpretation of the correct ones. To solve the problem in the peak picking process, 

various machine learning-assisted techniques have recently been developed, which are 

based on support vector machine,26 Bayesian optimization,27,28 deep learning,29,30 and 

others.31 The former one automates the optimization of threshold parameter settings in 

the conventional software, for example, XCMS, and the latter two improve the 

peak/noise discrimination performance via recognizing the peak shape in computer 

vision. Such machine learning-assisted techniques successfully improved the peak 

picking performance compared with conventional software resources. However, these 

methods are complex and time-consuming because peak shape needs to be trained in 

advance by creating an original database. In addition, a peak/noise discrimination for 

trace-level molecules is a challenging issue because the shape recognition of a peak of 

low signal-to-noise ratio is difficult. Especially, the automated characterization of trace-

level molecules in complex analytes (e.g., human breath), in which both high 

concentration and low concentration molecules coexist, is difficult. Thus, an automated 

data processing tool, capable of characterization of numerous molecules including 

trace-level ones, is strongly desired in untargeted metabolomics/chemometrics. In this 

work, we present a method named NPFimg, which automatically identifies multivariate 

chemo-/biomarker features of analytes in chromatography−MS data by combining 

image processing and machine learning. NPFimg processes a two-dimensional (2D) 

MS map to comprehensively characterize MS data, discriminate analytes, and identify 

and visualize marker features without the conventional peak picking process. The 

feasibility of chemo-/biomarker characterization is successfully demonstrated in case 

studies of aroma odors and human breath at various molecular concentration ranges 
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[down to parts per billion (ppb) level]. The reliability of NPFimg is discussed by 

comparing it with the widely used XCMS. Furthermore, the applicability of NPFimg to 

untargeted metabolomics is examined via the human breath samples.  

3.3 Experimental Section  

Sample Preparation. We evaluated the performance of NPFimg to identify the 

chemo-/biomarker features in analytes by using aroma odor samples and human breath 

samples. In this study, the samples containing chemo-/biomarker molecules were 

prepared by adding the marker molecules to the original aroma odor/breath samples. 

For the aroma odor samples, we employed three types of commercial aroma oil 

including bergamot organic essential oil (aroma#1, Neal’s Yard Remedies Inc.), 

lavender essential oil (aroma#2, Neal’s Yard Remedies Inc.), and blended essential oil 

(aroma#3, Ryohin Keikaku Co., Ltd.). To collect the aroma odors, 50 μL of the aroma 

oil was first taken in a 20 mL vial bottle and it was left for 10 min at room temperature 

for fulfilling the vial bottle separated ports; one port was connected to an adsorbent-

filled tube (Packed Liner with Tenax GR, mesh 80/100 #2414− 1021, GL Science Inc.), 

and the other port was connected to a nitrogen gas cylinder (99.997% pure). The other 

side of the adsorbent-filled tube was connected to an automatic air sampling pump 

(GSP-400FT, GASTEC Corp.). Then, 100 mL of the aroma odor was transferred from 

the headspace of the vial bottle to the adsorbent-filled tube at the pumping/nitrogen 

flow rates of 50 mL/min. For the human breath samples, we collected the exhaled breath 

of 10 L from a healthy human using a gas sampling bag (Smart Bag PA CEK-10, GL 

Science Inc.). Then, the sampling bag was connected to an adsorbentfilled tube, and 

500 mL of the collected breath was transferred to the adsorbent-filled tube at the 

pumping rate of 50 mL/min. For preparing the samples containing chemo-/biomarker 

molecules, we intentionally introduced the molecule additives including 1-butanol, 2-

pentanone, and 1-hexanol for aroma#1, heptanal, 3-octanone, decane, and 3-decanone 
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for aroma#2, 1- pentyn-3-ol, 1-hexanol, heptanal, 3-octanone, and 3-decanone for 

aroma#3, and heptanal, nonanal, decane, undecane, and benzaldehyde for human breath 

(as summarized in Table 1). A total of 2 μL of liquid concentrate for each molecule 

additive was taken in a vial bottle, and the vaporized species was collected together 

with aroma odor and human breath by using an adsorbent-filled tube. Twenty different 

samples were prepared for each condition (aroma#1, aroma#2, aroma#3, human breath, 

and their molecule additive-containing samples). For the human breath samples, we 

collected the exhaled breath at once from the same donor and divided it into several 

portions to make sure the reliability of biomarkers without the interference of 

unexpected biological variations. The sample tubes were sealed and stored in a 

refrigerator at 4 °C until they were used for GC−MS measurements. 

 

Table 1. Summary of Molecule Additives to Aroma Odor Samples and Human Breath 

Samples, Which Serve as Chemo-/ Biomarkers in This Study 

samples aroma#1 aroma#2 aroma#3 breath 

molecule 

additives 

1-butanol heptanal 1-pentyn-3-ol heptanal 

2-pentanone 3-octanone 1-hexanol nonanal 

1-hexanol decane heptanal decane 

 3-decanone 3-octanone undecane 

  3-decanone benzaldehyde 

 

GC-MS measurement. Mass chromatogram data of the aroma odor samples and the 

human breath samples were obtained by GC−MS (GCMSQP2020, Shimadzu) using an 

inlet temperature control unit (OPTIC4). For the aroma odor samples, a SLB-IL60 

capillary column (30 m length, 0.25 mm inner diameter, 0.2 μm thickness, Sigma-

Aldrich) was used, and the GC oven temperature profile was set as follows: (i) kept 
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constant at 40 °C for 5 min, (ii) increasing to 200 °C at a rate of 10 °C/ min, and (iii) 

kept at 200 °C for 5 min. For the human breath samples, an InertCap FFAP capillary 

column (60 m length, 0.25 mm inner diameter, 0.5 μm thickness, GL Science) was used, 

and the GC oven temperature profile was set as follows: (i) kept constant at 40 °C for 

3 min, (ii) increasing to 200 °C at a rate of 5 °C/min, and (iii) kept at 200 °C for 5 min. 

The inlet temperature was increased to 300 °C with a split flow of He at a rate of 5 

mL/min for the aroma odor samples and 2 mL/min for the human breath samples. MS 

measurements were conducted by electron ionization mode and positive ion analysis. 

The ion source temperature and the interface temperature at the GC-to-MS junction 

were 200 °C and 230 °C, respectively. The vacuum pressure was 9.9 × 10−5 Pa. An 

MS analyzer of single quadrupole and the full scan data acquisition mode were used. 

Data were analyzed by GCMS Solution ver. 4.45 SP1. The concentrations of chemo-/ 

biomarker molecules were estimated by calibration curves created using tracer 

molecules.  
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Figure 1. Graphical workflow of NPFimg for visualizing chemo-/biomarker signals 

from raw gas chromatography−mass spectrometry (GC−MS) data. Starting from (a) 

series of raw MS data, the workflow follows (b) creation of a primary two-dimensional 

(2D) MS map (m/z vs retention time) with power-law scale intensity, (c) creation of a 

regulated 2D MS map by noise reduction and position alignment, (d) image 

segmentation and machine learning in each segment, (e) feature score calculation, and 

(f) creation of a 2D feature score map 

 

Data Analysis. Raw MS data were treated and analyzed by the following protocols 

in NPFimg. The workflow of NPFimg is shown in Figures 1 and S1 and S2. The source 

codes were developed in Python ver.3.7.7 and are provided on GitHub 

(http://github.com/poomcj/NPFimg) under the MIT license. First, all MS data, that is, 

the series of retention time-signal abundance data (.CDF: computable document 

format) (Figure 1a) were merged and converted into a 2D MS map (.PNG: portable 

network graphic) as the functions of m/z (xaxis) and retention time (y-axis). The range 

of m/z and retention time used for analysis were 35−300 (m/z) and 3−26 min (retention 

time) for aroma odor and 35−300 (m/z) and 3−48 min (retention time) for human breath, 

respectively. The resolutions of m/z and retention time in raw GC−MS data were 1 and 

0.02 s, respectively. The image size of the 2D MS map was 1350 × 3750 pixels, where 

they correspond to the resolutions of ca. 0.20 in m/z and ca. 0.37 s in retention time for 

aroma odors and ca. 0.20 in m/z and ca. 0.72 s in retention time for human breath, 

respectively. For the image processing, the intensity of the 2D MS map (i.e., signal 

abundance in raw MS data) was scaled by a power law (γ = 0.5), represented by 256 

colors, and normalized via the highest peak using Matplotlib ver.3.2.2 (primary 2D MS 

map, Figure 1b). A Gaussian filter (SciPy ver1.5.2) based on the dilation method was 

applied for the noise reduction of the 2D MS map. The position alignment of the 2D 

MS maps was then performed by identifying the reference peak of external 
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standard−cyclohexene, 1-methyl-4-(1-methyletheny)-(R)- using the blob detection 

technique32 and moving window technique,33 followed by adjusting the reference peak 

position to be the same in all 2D MS maps (regulated 2D MS map, Figure 1c). After 

the position alignment, the effective image area of the 2D MS map was 1300 × 3700 

pixels. For machine learning, the 2D MS map was divided into the small segments 

consisting of 1 × 1 or 2 × 2 pixels, and the average intensity of each segment was 

extracted. Intensity data for the segments with the same address was collected in all 2D 

MS maps and used as a data set (Figure 1d). In the machine learning process, the data 

set was divided into training data, validation data, and testing data with the ratio of 50, 

25, and 25%, respectively. To enrich the training data set while preventing overfitting, 

we employed the data augmentation technique. The intensity of the 2D MS maps was 

randomly modulated in the range of 1.0−10.0% with different interpolation methods 

including bilinear, hanning, hermite, gaussian, and sinc. Consequently, the number of 

training data increased by five times the primary ones. The discrimination of the 

original aroma odor/breath samples and the molecule additive-containing samples and 

the calculation of the feature score for each data set were performed by the logistic 

regression model (Figure 1e).34 Machine learning was performed to optimize the 

following equation: log p/(1 − p) = β0+ x1β1 + x2β2 + x3β3 + ... + xnβn, where p is 

the probability of which the data sets can be classified, xn is the intensity of each 

segment in the 2D MS map, βn (n ≥ 1) is the model’s learned weight (i.e., feature score), 

and β0 is the bias. The validation data were used to tune the hyperparameters. After 

obtaining the feature score for all segments in a 2D MS map, a 2D feature score map 

was created by reconstructing the 2D image with the calculated feature scores at each 

address (feature score f: 0 ≤ f ≤ 1) (Figure 1f). The signals in a 2D feature map were 

then extracted with their m/z and retention time by blob detection and compared with 

the MS spectra database (NIST14). In order to confirm the reliability of data analysis 

in NPFimg, the data analysis was also performed by XCMS and the results were 
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compared. For data analysis by XCMS, peak detection was performed by the CentWave 

method with the optimized parameter settings.35 The details of parameter settings are 

given in Table S1. To evaluate the feature detection performance in XCMS, we counted 

the number of features by varying the alpha level and optimizing sensitivity and 

precision. The initially examined alpha level was determined by dividing the highest p-

2value obtained in t-test of the detected peaks with the number of examined samples. 

 

Figure 2. (a,d,g) Regulated 2D MS maps, (b,e,h) 2D feature score maps, and (c,f,i) 

receiver operating characteristic (ROC) curves of classifiers for (a−c) bergamot organic 

essential oil―aroma#1 , (d−f) lavender essential oil―aroma#2 , and (g−i) blend 

essential oil―aroma#3 in comparison with those with chemomarker molecule additives. 

For the regulated 2D MS maps, the one of original aroma odor is shown in the left and 

the other with molecule additives is shown in the right. For the visibility, the 2D maps 

are shown in the restricted range (m/z: 30−180, retention time: 3−18 min). The 

molecule additives in each sample are summarized in Table 1. 
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3.4 Results and Discussion 

The performance of NPFimg in terms of the identification of multivariate chemomarker 

features and its time cost is first validated in a case study of aroma odors, which consist 

of at most 10 species of volatile molecules. Here, we employed three aroma odor 

samples including bergamot organic essential oil―aroma#1, lavender essential 

oil―aroma#2, and blend essential oil―aroma#3. We intentionally introduced the 

molecule additives listed in Table 1 into the original aroma odor samples at the tens 

parts per million (ppm) order of concentration as the chemomarkers and examined the 

identification of these molecule additives by comparing them with the original aroma 

odor samples. Figure 2a shows the 2D MS maps for aroma#1 (i.e., left map) and 

aroma#1 with three molecule additives (i.e., right map). For the visibility, the 2D MS 

maps are shown in the restricted range (m/z: 30−180, retention time: 3−18 min). The 

full range 2D MS maps are shown in Figure S3. The clear difference can be seen in the 

two maps. Figure 2b shows the 2D feature score map of molecular fragment signals of 

chemomarkers for discriminating aroma#1 and aroma#1 with molecule additives. For 

machine learning, the 2D MS map was divided into the segments with the 2 × 2 pixels 

size because the image quality of the resultant 2D feature score map was comparable 

to the one with the higher resolution analysis using the segment size of 1 × 1 pixel. 

Contrary to the 2D MS maps, the 2D feature score map exhibits only the limited number 

of molecular fragment signals. We confirmed that the addresses of the observed 

molecular fragment signals on the 2D feature score maps (m/z, retention time) are in 

good agreement with those of the molecular additives on the 2D MS maps (Figure S4). 

Figure 2c shows the receiver operating characteristic (ROC) curve of the classifier. The 

values of area under the curve (AUC), sensitivity and specificity of the classifier are 

1.00, 1.00, and 1.00, showing the sufficient reliability of the classifier. Figure 2d−i 

shows (d,g) the 2D MS maps, (e,h) the 2D feature score maps, and (f,i) the ROC curves 

for (d,e,f) aroma#2 and aroma#2 with four molecule additives and (g,h,i) aroma#3 and 
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aroma#3 with five molecule additives, respectively. Compared to aroma#1, the larger 

number of molecular fragment signals is seen in the 2D MS maps of aroma#2, aroma#3, 

and the ones with molecule additives. We found that the reliable 2D feature score maps 

(the detailed validation is shown in Figures S5 and S6) and ROC curves were also 

obtained even when the analytes become more complex (AUC, sensitivity, and 

specificity were 1.00, 1.00, and 1.00 for aroma#2 and 0.99, 0.97, and 0.98 for aroma#3). 

With respect to the time cost, the feature identification of chemomarkers in NPFimg 

was completed within 5 min. The time cost in NPFimg was almost unchanged even 

when the analytes became complex. Thus, these results clearly validated the 

performance of NPFimg for the immediate identification of multivariate chemomarker 

features in analytes. 

To evaluate the applicability of NPFimg to more complex analytes, next we examined 

the ultratrace level biomarker analysis in human breath, which contains over hundreds 

or thousands of chemical compounds with various concentrations from ppb to ppm 

orders.36 We intentionally introduced five molecular additives, including heptanal, 

nonanal, decane, undecane, and benzaldehyde, into the original exhaled sample at the 

ppb level as biomarkers. The selected molecules are wellknown lung cancer biomarkers 

in exhaled breath.37−40 In order to eliminate the biological variation that influences the 

reliability of the selected biomarkers, the breath sample was collected from the same 

donor at once in this study. Figure 3a shows the 2D MS maps for the human breath 

sample (i.e., left map) and the human breath sample with five molecule additives (i.e., 

right map). 
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Figure 3. (a) Regulated 2D MS maps, (b) 2D feature score map, and (c) ROC 

curve of classifiers for breath vs breath + molecule additives, respectively. For the 

regulated 2D MS maps, the one of original breath is shown in the left and the other with 

molecule additives is shown in the right. (d) Comparisons in concentrations of 

biomarker molecules in breath and breath + molecule additives. (e) Relationship 

between concentration ratio [(breath + molecule additives)/breath] and feature score for 

the biomarker molecules. For the visibility, the 2D maps are shown in the restricted 

range (m/z: 30−180, retention time: 3−40 min). The molecule additives are summarized 

in Table 1. 

 

For the visibility, the 2D maps are shown in the restricted range (m/z: 30−180, retention 

time: 3−40 min). The full range 2D MS maps are shown in Figure S7. The identification 

of the differences in the two maps is rather difficult due to their complexities. On the 

other hand, the 2D feature score map exhibited the limited number of molecular 

fragment signals, as shown in Figure 3b. We confirmed that the addresses of the 

molecular fragment signals on the 2D feature score maps are in good agreement with 

those of the molecular additives on the 2D MS maps (Figure S8). Figure 3c shows the 
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ROC curve of the classifier. The values of AUC, sensitivity, and specificity of the 

classifier are 0.98, 0.98, and 0.97, respectively, showing the sufficient reliability of the 

classifier. The quantitative analysis showed that the concentrations of biomarkers in the 

analytes were in a few ppb to several tens of ppb level, as shown in Figure 3d. Also, we 

found that the feature score for each biomarker is critically governed by the 

concentration ratio in analytes rather than the absolute concentration difference (Figure 

3e). This principle allows us to reliably extract the feature of low concentration 

molecules under the coexistence of high concentration molecules. Thus, these results 

highlight the applicability of NPFimg to the ultratrace level biomarker analysis in 

complex analytes, in which both high concentration and low concentration molecules 

coexist.  

We discuss the reliability of MS data processing in NPFimg by comparing it with a 

widely used analysis software―XCMS. In most of the conventional MS data 

processing algorithms for characterizing the chemo-/biomarkers, there are two major 

processes including the peak picking process in the raw MS spectra and the subsequent 

pairwise peak list comparison process.17−25 We compared NPFimg and XCMS in 

terms of the performances of signal acquisition in raw MS data and feature 

identification (Figure S9). The signal acquisition for NPFimg was conducted by the 

blob detection technique using the regulated MS maps. Totally, 88, 160, and 131 of the 

molecular fragment peaks were extracted from aroma#1 + three molecule additives, 

aroma#2 + four molecule additives, and aroma#3 + five molecule additives, 

respectively, by NPFimg. On the contrary, only 79, 133, and 99 peaks were detected by 

XCMS. These results are consistent with the previous report, which stated that XCMS 

produced many false negative peaks (i.e., missing peaks) during its peak picking 

process.20 The false negative peaks in XCMS would strongly influence the following 

feature identification process. For the feature identification, contrary to our expectation, 

a similar number of or more features were identified by XCMS, while it produced false 
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negative peaks during the peak picking process. Sensitivity and precision for feature 

identification are on average 0.90 and 0.99 in NPFimg and 0.80 and 0.41 in XCMS, 

respectively, showing the higher ratios of both false positive and false negative features 

in XCMS. The detailed analysis revealed that the observed false positive and false 

negative features are caused by the missing peaks during the peak picking process and 

the batch-to-batch variation of signal intensity in analytes (i.e., batch effect),41,42 

respectively. In order to confirm that these problems are addressed in NPFimg, we 

evaluated the performance of chemomarker feature identification by varying the 

functions of NPFimg (Figures S9 and S10). We found that the number of false negative 

features increased when using the 2D MS map with a linearscale plot, that is, only the 

limited number of signals can be seen in the map. On the other hand, the number of 

false positive features increased when removing the intensity normalization process, 

that is, in case that the signal intensity varies in each batch. These results validated that 

the problems of missing peaks and the batch effect are successfully addressed by the 

power-law scale intensity plot and intensity normalization in NPFimg. Nevertheless, 

the batch effects in untargeted metabolomics/chemometrics need to be carefully 

corrected by involving other techniques43 because the intensity normalization used in 

this study is based on an internal standard, which can be applicable only to quality-

controlled biological/chemical replicates. We also found that the false positive features 

are also produced when the random forest algorithm was used instead of the logistic 

regression algorithm for machine learning. In this case, false identification of noise as 

a chemomarker occurred due to its feature identification principle (Figure S11). Thus, 

the abovementioned results highlight that the functions employed in image processing 

and the logistic regression algorithm employed in machine learning make NPFimg 

reliable compared with the conventional peak picking-based data processing approach. 

Finally, we demonstrate the applicability of NPFimg to untargeted metabolomics for 

analyzing the concentration variations of metabolites in analytes (Figure S12). After 
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obtaining the 2D feature score map, the features of biomarkers are extracted by the blob 

detection technique. The addresses of features are fed back to the regulated 2D MS map 

with the linear-scale intensity, and the peak area/intensity of the markers is compared 

among analytes. The MS spectra of the biomarkers (decane, undecane, heptanal, 

nonanal, and benzaldehyde) showed that the variations of their peak area/ intensity 

among analytes are successfully observed. Thus, these results demonstrated the 

feasibility of NPFimg for untargeted metabolomics in complex analytes. 

 

3.5 Conclusions  

In conclusion, we presented a method named NPFimg, which automatically identifies 

multivariate chemo-/biomarkers feature of analytes in chromatography−MS data 

without the peak picking process, which had been a crucial bottleneck for data 

processing of raw MS data. NPFimg combines image processing and machine learning 

and processes a 2D MS map to discriminate analytes and identify and visualize marker 

features. Our approach allows us to comprehensively characterize the signals in MS 

data without employing the conventional peak picking process, which suffers from the 

false peak detections. The feasibility of chemo-/biomarker characterization was 

successfully demonstrated in case studies of aroma odor and human breath on GC−MS 

even at the ppb level. Comparison with the widely used XCMS showed the excellent 

reliability of NPFimg, in that it had lower error rates of the signal acquisition and the 

feature identification of chemo-/ biomarkers. In addition, we showed the potential 

applicability of NPFimg to the untargeted metabolomics of human breath. While this 

study showed the limited applications, NPFimg is potentially applicable to data 

processing in diverse metabolomics/chemometrics using GC− and LC−MS. Because 

time cost in NPFimg is much shorter than the peak picking-based conventional 

approaches, the high throughput online MS data analysis of various complex analytes 
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would be expected by uploading the data file on Cloud space. 
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3.7 Supporting Information 

 

Workflow Details of NPFimg 

NPFimg is developed for automatically identifying the chemo/bio-makers features of 

analytes in chromatography-MS data without conventional peak-picking process, 

which had been a crucial bottleneck in MS data analysis. Firstly, all MS data are merged 

and converted into a 2D MS map (m/z vs. retention time). Next, image processing, 

which includes i) power-law scale plot, ii) intensity normalization, iii) noise reduction 

and iv) position alignment, is performed to regulate the 2D MS map to be used in 

machine learning. A primary 2D MS map is obtained by performing power-law scale 

plot and intensity normalization. The power-law scale plot allows us to enhance the 

visibility of low-intensity signals and process all signals with a wide range of intensities 

together on the map. For the intensity normalization, the intensity of all signals is 

normalized by that of an internal standard with the highest intensity. A regulated 2D 

MS map is obtained by performing noise reduction and position alignment. Above-

mentioned power-law scale plot enhances not only the visibility of low-intensity signals 

from analyte but also that of noise from the measurement system. Since high visibility 

noise sometimes leads to the overlearning in machine learning process, it should be 

removed here. The spike noise and the streak noise can be successfully eliminated via 

the Gaussian filtering with maintaining the low-intensity signals (Figure S1). 

Subsequently, the position alignment is performed to correct the shifts of data points in 

each 2D MS map. In GC- and LC-MS, the shifts of data points mainly occur along the 

direction of retention time, which is frequently caused by the degradation of stationary 

phases in GC/LC columns.1 In this study, such shifts are corrected by blob detection 
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technique2 and moving window technique3 using an external standard. The standard 

deviations of the peak positions can be successfully reduced to ca. 2×10-3 min after the 

position alignment (Figure S2). For machine learning, the regulated 2D MS map is 

further divided into small segments consisting of 1×1 or 2×2 pixels, and the intensity 

of segments at the same address are used as the datasets for training, validating and 

testing a model. The logistic regression algorithm4 is used to classify the datasets and 

calculate a feature score, and finally a 2D feature score map is obtained by 

reconstructing the 2D image with the calculated feature scores at each address. Since 

the pixel size employed for the calculation is much smaller than the width of MS peak, 

the signal acquisition performance of our approach can be higher than that of the peak-

picking based data processing. Also, the analysis in NPFimg can be completed quickly 

because of the small data size of 2D image (~200 kB) in NPFimg than that of raw MS 

data (~40 MB). Thus, NPFimg may identify the multivariate features of potential 

chemo/bio-markers immediately without peak-picking process, which was inevitable 

data processing task in previous studies. 
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Figure S1. (a) Primary 2D MS maps of aroma#1+three molecule additives with 

power-law scaled intensity before (left) and after (right) noise reduction via Gaussian 

filtering. (b) Intensity comparison of the five selected molecular fragment peaks before 

and after noise reduction. The positions of selected molecular fragment peaks are 

indicated in (a). The intensity of molecular fragment signals averagely decreases by 

~40.8 ± 15.8%. 
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 Figure S2. (a) The extracted reference peak of cyclohexene, 1-methyl-4-(1-

methyletheny)-(R)- in 2D MS maps of 20 samples before (upper) and after the position 

alignment (lower). (b-c) The results of the position alignment in 2D MS maps. (b) The 

selected peaks in 2D MS map, (c) the positions of the selected peaks in 20 samples 

before (left) and after (right) the position alignment. (d) The standard deviation values 

of peak position of the selected peaks before and after the peak alignment. (e) The 
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results of the position alignment for the randomly selected 20 peaks in the 2D MS 

map. S.D. stands for the standard deviation value. 
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  Figure S3. The full range regulated 2D MS maps of (a) aroma#1 (left) and 

aroma#1 + three molecule additives (right), (b) aroma#2 (left) and aroma#2 + four 

molecule additives (right) and (c) aroma#3 (left) and aroma#3 + five molecule 

additives (right), respectively. The molecule additives are 1-butanol, 2-pentanone, 1-

hexanol for aroma#1, heptanal, 3-octanone, decane, 3-decanone for aroma#2, and 1-

pentyn-3-ol, 1-hexanol, heptanal, 3-octanone, 3-decanone for aroma#3, respectively. 
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Figure S4. (a) 2D feature score map of aroma#1 vs. aroma#1 + three molecule 

additives and (b) 2D MS map of chemomarkers (1-butanol, 2-pentanone, 1-hexanol). 
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(c-e) Comparison of molecular fragment peaks in 2D feature score map and MS data 

for (c) 1-butanol, (d) 2-pentanone, and (e) 1-hexanol. Upper MS data: the specific 

chemomarker molecule, middle MS data: aroma + additive molecules, and lower MS 

data: aroma, respectively. 
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Figure S5. (a) 2D feature score map of aroma#2 vs. aroma#2 + four molecule 

additives and (b) 2D MS map of chemomarkers (heptanal, 3-octanone, decane, 3-
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decanone). (c-f) Comparison of molecular fragment peaks in 2D feature score map 

and MS data for (c) heptanal, (d) 3-octanone, (e) decane and (f) 3-decanone. Upper 

MS data: the specific chemomarker molecule, middle MS data: aroma + additive 

molecules, and lower MS data: aroma, respectively. 
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Figure S6. (a) 2D feature score map of aroma#3 vs. aroma#3 + five molecule 

additives and (b) 2D MS map of chemomarkers (1-pentyn-3-ol, 1-hexanol, heptanal, 

3-octanone, 3-decanone). (c-g) Comparison of molecular fragment peaks in 2D feature 

score map and MS data for (c) 1-pentyn-3-ol, (d) 1-hexanol, (e) heptanal, (f) 3-

octanone and (g) 3-decanone. Upper MS data: the specific chemomarker molecule, 

middle MS data: aroma + additive molecules, and lower MS data: aroma, respectively. 
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Figure S7. The full range regulated 2D MS maps of breath (left) and breath + 

molecule additives (right). The molecule additives are heptanal, nonanal, decane, 

undecane, benzaldehyde.  
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Figure S8. (a) 2D feature score map of breath vs. breath + five molecule 

additives and (b) 2D MS map of biomarkers (heptanal, nonanal, decane, undecane, 

benzaldehyde). (c-g) Comparison of molecular fragment peaks in 2D feature score 

map and MS data for (c) heptanal, (d) nonanal, (e) decane, (f) undecane and (g) 

benzaldehyde. Upper MS data: the specific chemomarker molecule, middle MS data: 

aroma + additive molecules, and lower MS data: aroma, respectively. 

  



                                                                                                                      Chapter III 

65 

 

Table S1. The preset XCMS parameters and the optimized XCMS parameters. 
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Figure S9. (a-c) Venn diagrams for the number of detected molecular fragment 

peaks using NPFimg and XCMS for (a) aroma#1 + three molecule additives, (b) 

aroma#2 + four molecule additives and (c) aroma#3 + five molecule additives, 

respectively. (d-f) Venn diagrams for the number of identified chemomarker features 

using NPFimg and XCMS for (d) aroma#1 vs. aroma#1 + three molecule additives, (e) 

aroma#2 vs. aroma#2 + four molecule additives and (f) aroma#3 vs. aroma#3 + five 

molecule additives, respectively. The molecule additives for each aroma sample are 

summarized in Table 1. (g,h) Comparison of NPFimg and XCMS in terms of the 

performance of chemomarkers feature identification in aroma vs. aroma + molecule 

additives. (i) Comparison of NPFimg with various conditions in terms of the 

performance of chemomarkers feature identification in aroma vs. aroma + molecule 
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additives (NPFimg, NPFimg without intensity normalization and NPFimg with linear 

scale intensity plot). The values of sensitivity and precision shown in (g-i) are the 

averaged ones for the results of three analyses (aroma#1, aroma#2, aroma#3). The 

number of real features was obtained by comparing the MS data of chemomarkers and 

database (see Figure S4-S6). 

 

We discuss the reliability of MS data processing in NPFimg by comparing with a widely 

used analysis software―XCMS. We compared NPFimg and XCMS in terms of the 

performances of signal acquisition in raw MS data and feature identification. The signal 

acquisition for NPFimg was conducted by the blob detection technique using the 

regulated MS maps. For the data analysis by XCMS, the peak detection was performed 

by CentWave method with the optimized parameter settings of ppm, peakwidth 

minimum, peakwidth maximum, snthresh, mzdiff, prefilter scan number, prefilter scan 

abundance and bw (see Table S1). Figure S9a-c show the Venn diagrams for the number 

of extracted peaks in the raw MS map/spectra using NPFimg and XCMS for the aroma 

odor analytes ((a) aroma#1 + three molecule additives, (b) aroma#2 + four molecule 

additives, (c) aroma#3 + five molecule additives). Totally, 88, 160 and 131 of the 

molecular fragment peaks were extracted from aroma#1 + three molecule additives, 

aroma#2 + four molecule additives, and aroma#3 + five molecule additives, 

respectively, by NPFimg. On the contrary, only 79, 133 and 99 peaks were detected by 

XCMS. These results are consistent with the previous report that XCMS produced many 

false negative peaks (i.e. missing peaks) during its peak-picking process.5 The false 

negative peaks in XCMS would strongly influence the following feature identification 

process. Figure S9d-f show the Venn diagrams for the number of identified 

chemomarker features for the aroma odor samples using NPFimg and XCMS ((d) 

aroma#1 vs. aroma#1 + three molecule additives, (e) aroma#2 vs. aroma#2 + four 

molecule additives, (f) aroma#3 vs. aroma#3 + five molecule additives). On the 
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contrary to our expectation, the similar or larger number of features were identified by 

XCMS especially at higher alpha level while it produced false negative peaks during the 

peak-picking process (Figure S9a-c). Figure S9g-h shows the comparison of NPFimg 

and XCMS in terms of the reliablity of chemomarker features identification in aroma 

vs. aroma + molecule additives, which were evaluated by comparing the identified 

features and the raw MS data of chemomarkers. Sensitivity and precision are averagely 

0.90 and 0.99 in NPFimg, and 0.80 and 0.41 in XCMS (at alpha level of 5×10-7), 

respectively, showing the higher ratios of both false positive and false negative features 

in XCMS. The detailed analysis revealed that the observed false positive and false 

negative features are caused by the missing peaks during peak-picking process and the 

batch-to-batch variation of signal intensity in analytes (i.e. batch effect), respectively. 

In order to confirm that these problems are addressed in NPFimg, we evaluated the 

performance of chemomarker features identification by varying the functions of 

NPFimg in Figure S9i and Figure S10. We found that the number of false negative 

feature increased when using the 2D MS map with a linear-scale plot, i.e. only the 

limited number of signals can be seen in the map. On the other hand, the number of 

false positive feature increased when removing the intensity normalization process, i.e. 

in case that the signal intensity varies in each batch. These results validated that the 

problems of missing peaks and the batch effect are successfully addressed by the power-

law scale intensity plot and the intensity normalization in NPFimg. We also found that 

the false positive features are also produced when random forest algorithm was used 

instead to logistic regression algorithm for machine learning. In this case, the false 

identification of noise as a chemomarker occurred due to its feature identification 

principle (Figure S11). Thus, above results highlight that the functions employed in 

image processing and the logistic regression algorithm employed in machine learning 

make NPFimg reliable compared with the conventional peak-picking based data 

processing approach. 
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Figure S10. (a) 2D MS map of chemomarkers and (b-d) 2D feature score maps 

of aroma#1 vs. aroma#1 + three molecule additives, obtained by (b) NPFimg, (c) 

NPFimg without intensity normalization process, and (d) NPFimg with linear scale 

plot, respectively. (e) 2D MS map of chemomarkers and (f-h) 2D feature score maps 

of aroma#2 vs. aroma#2 + four molecule additives, obtained by (f) NPFimg, (g) 

NPFimg without intensity normalization process, and (h) NPFimg with linear scale 

plot, respectively. (i) 2D MS map of chemomarkers and (j-l) 2D feature score maps of 

aroma#3 vs. aroma#3 + five molecule additives, obtained by (j) NPFimg, (k) NPFimg 

without intensity normalization process, and (l) NPFimg with linear scale plot, 

respectively. For the visibility, the 2D maps are shown in the restricted range (m/z: 30-

180, retention time: 3-18 min). 
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4.1 Abstract 

Conventional odor discrimination is generally performed by gas chromatography–

mass spectrometry (GC–MS) that identifies specific marker molecules. Such marker 

identification process is, however, labor-intensive, and the limited number of identified 

marker molecules is often insufficient to discriminate complex odors. In this study, we 

have demonstrated a facile method for discriminating complex odors with GC–MS data by 

combining texture image analysis (TIA) and machine learning (ML). We extracted various 

texture features (i.e., contrast, energy, homogeneity, correlation, dissimilarity and angular 

second moment) of two-dimensional (2D) MS maps by TIA, and used them as datasets for 

ML. Each texture feature contains a lot of molecular information appeared in 2D MS maps, 

and thus serves as an effective parameter for discriminating complex odors. Based on this 

method, we successfully performed the discrimination of breath samples collected from 

the persons of different blood glucose levels with higher performances and reliability than 

the conventional approach 

 

Keywords: Odor discrimination, texture image analysis, machine learning, 2D MS map, 

GLCM 
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4.2 Introduction 

Odor analysis is a promising technique for non-invasively characterizing a subject 

based on the species and the concentrations of contained volatile chemical compounds. 

This type of analysis has recently attracted much attention in various scientific and 

industrial fields such as pathology,1-3) pharmacology,4,5) healthcare,6-12) food 

industry,13-15) fragrance and perfume industry,16-18) environmental conservation,19-21) 

agriculture22-24) and so on.25-27) The odor analysis is performed by two-step process 

consisting of i) a marker molecules identification and ii) a discrimination or classification 

of odors based on the identified specific markers. In odor analysis, GC–MS is 

conventionally employed for identifying marker molecules.28-33) However, the marker 

identification process is labor-intensive, and limited number of identified marker 

molecules is often insufficient to discriminate complex odors. The texture image analysis 

(TIA) is a useful way to effectively collect large amount of information in an image.34,35) 

TIA has recently been applied to medical image analyses and successfully demonstrated 

its performances on the tumor identification and the radiotherapy beyond the sense of 

human eyes.36,37) Despite the advantage of TIA, it has rarely been applied to odor 

discrimination. These backgrounds motivated us to investigate the applicability of TIA to 

the discrimination of complex odors. 

In this study, we demonstrated the discrimination of human breath samples with 

GC–MS data by combining texture image analysis and machine learning (TIA–ML). In 

this method, various texture features were extracted from two-dimensional (2D) MS maps. 

Each texture feature contains a lot of molecular information appeared in 2D MS maps, and 

thus serves as an effective parameter for discriminating complex odors. Based on this 

method, we successfully performed the discrimination of breath samples collected from 

persons with different blood glucose levels. The performance and reliability of the TIA–
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ML method were discussed in comparison with those of a conventional marker 

identification approach. 

4.3 Experimental Section 

Collections of Breath Samples and Blood Glucose Data. The human breath 

samples were collected from healthy volunteers under fasting condition (8–10 h). To 

control the blood glucose levels, the volunteers took a 150 mL aqueous solution of 50g 

glucose (TRELAN-G50, AY Pharmaceuticals). The blood glucose level of volunteers was 

measured by a glucometer with conventional fingerstick method and a flash glucose 

monitoring system (FreeStyle Libre, Abbott). Each 50 breath samples were collected from 

the persons with high blood glucose level (HBG, ≥ 125 mg/dL) and low blood glucose 

level (LBG, < 120 mg/dL). The exhaled breath was collected using a 10 L gas sample bag 

(Smart bag PA, GL Sciences). The 500 mL of collected breath was then transferred to an 

adsorbent-filled tube (Packed Liner with Tenax GR, mesh 80/100 #2414-1021, GL Science 

Inc.) using an air pump at the pumping rate of 50 mL/min. The sample tubes were sealed 

and stored in a refrigerator at –18 °C until they were used for the GC–MS measurements. 

Breath Component Analysis by GC–MS. Total ion current (TIC) chromatograms 

and MS chromatograms of the breath samples were obtained by GC–MS (Shimadzu, 

GCMS-QP2020) equipped with an inlet temperature control unit (OPTIC). A InertCap 

5MS/NP capillary column (60 m length, 0.25 mm inner diameter, 1 μm thickness, GL 

Sciences) was used, and the temperature profile of GC oven was set as follows: (i) held at 

40 °C for 5 min, (ii) elevating to 280 °C at a rate of 5 °C/min, and (iii) held at 280 °C for 

5 min. The inlet temperature was set at 300 °C with split-less mode. The temperatures of 

the ion source and the GC-to-MS junction were both set at 200 °C. The vacuum pressure 

in the ionization chamber was 9.9 × 10−5 Pa. He (99.9999% pure) was used as a carrier 
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gas in column and a purge gas, and the flow rates were set at 1 mL/min and 5 mL/min, 

respectively. The MS measurements were carried out with a single quadrupole MS analyzer 

in a mode of electron ionization with positive ion analysis and the full scan data acquisition. 

A mass to charge ratio (m/z) was characterized in the range of 35–300. The obtained data 

were analyzed by GCMS Solution ver. 4.45 SP1. 

Texture Image Analysis and Machine Learning of 2D GC–MS Data. GC–MS 

data was analyzed by the TIA–ML method and the conventional marker identification 

approach. The workflows of the TIA–ML method and the conventional marker 

identification approach are shown in Figure.1(a) and (b). For the TIA–ML method, firstly, 

all MS chromatograms, i.e., the series of retention time–signal abundance data, were 

combined and converted into a 2D MS map as the functions of m/z (x-axis) and retention 

time (y-axis). The range of m/z and retention time used for analysis were 35–300 and 3–

58 min, respectively. The image resolution of 2D MS map was set to be 1300 × 3700 pixels. 

The intensity of 2D MS map was scaled by a power law (  = 0.5), displayed by 256 colors, 

and normalized via the highest peak using Matplotlib ver. 3.5.1. To investigate the 

robustness of the TIA-ML method, the influences of position alignment and noise reduction 

in 2D MS map were examined. The details of such image processing for 2D MS map can 

be seen in our previous study.38) 

To extract texture features of the 2D MS map, TIA was performed with gray-level 

co-occurrence matrix (GLCM)39) using Scikit-image ver. 0.19.1. The GLCM functions 

characterize the textures of an image by calculating the number of pairs of pixels with 

specific values in a specified spatial distance, creating GLCM maps, and then extracting 

statistical texture feature values from the matrix of GLCM map. In this study, the distance 

of 1 pixel and the angle of 45° were used. GLCM maps of contrast, energy, homogeneity, 

correlation, dissimilarity, and angular second moment (ASM) were created from 2D MS  
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Figure.1 Graphical workflows of (a) texture image analysis (TIA) and (b) 

conventional marker identification approach for discriminating complex odors in GC–MS 

data. 

 

map using the formulas shown in Table 1. Then the texture feature was obtained by a 

summation of the feature values of all pixels in a GLCM map. The extracted texture 

features were normalized and used as datasets for ML 
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For conventional marker identification approach, peaks were detected in TIC  

chromatograms and their intensities were used as datasets for ML. The peak detection was 

performed by CentWave method with the parameters of ppm=10, peak width minimum=1, 

peak width maximum=2, snthresh=100, mzdiff=6, prefilter scan number=0.01, prefilter 

scan abundance=3, and bw=100, which were optimized by using the method reported by 

Manier et al.40) In this study, for the simplicity, all detected peaks were used as the marker 

molecules for the discrimination of human breath samples, while the marker molecules are 

identified by carefully screening the detected peaks in the conventional odor discrimination 

study. 

ML was conducted by a neural network algorithm. For ML, the datasets were 

divided into training data and testing data with a ratio of 70% and 30%, respectively. For 

enriching the training datasets while preventing overfitting, the data augmentation 

technique38) was employed. In this technique, the intensity of 2D MS maps was randomly 

modulated in the range of 0.0–10.0%. Consequently, the number of data increased by 100 

datasets. The two-levels classification of breath samples (i.e., HBG and LBG) was 

performed with a multilayer perceptron, which is a class of feedforward artificial neural 

network, using Scikit-learn ver. 1.0.2. The classifiers were optimized by the hyper-

parameters and operated with the parameters of hidden_layer_sizes = (128, 128), activation 

= 'relu', solver = 'adam', alpha = 1, max_iter = 1000 for the TIA-ML method and 

hidden_layer_sizes = (256, 512), activation = 'relu', solver = 'adam', alpha = 1, max_iter = 

3000 for the conventional marker identification approach. 

The odor discrimination performances in the TIA–ML method and the conventional 

marker identification approach were evaluated by calculating and comparing their 

classification accuracy, sensitivity, and specificity. The averaged area under the curve of 

receiver operating characteristic curve (AUC–ROC) was utilized to evaluate the reliability 
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of classifier. The significance of each feature for the discrimination of human breath 

samples was evaluated with the p-value obtained in t-test. 

Table 1 Texture features and formulas 

 

 

 

 

 

 

 

 

 

4.4 Results and Discussion 

2D MS Map and Texture Features of Human Breath Samples. Figure.2(a) and (b) show 

the representative TIC chromatograms and 2D MS maps of breath samples collected from 

the persons with two different blood glucose levels (i.e., HBG, ≥ 125 mg/dL and LBG, < 

120 mg/dL). TIC chromatogram is a primary form of GC–MS data used to identify marker 

molecules in the conventional approach. Each peak in the TIC chromatogram corresponds 

to a component molecule species in the tested breath, and each bright spot in the 2D MS 

map corresponds to a fragment peak of a component molecule species. Contrary to the TIC 

chromatograms, where the peak intensity can be quantitatively compared, the 2D MS maps 

were hardly distinguishable to the human eyes. 

Texture feature Formula

Contrast             

   

     

Energy       
  

   

     

 

Homogeneity  
   

        
 

   

     

Correlation      

          

    
     

  

   

     

Dissimilarity            

   

     

ASM

(Angular second moment)
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Figure.2 (a) TIC chromatograms and (b) 2D MS maps of breath samples collected from 

the persons with high blood glucose level (HBG, ≥ 125 mg/dL) and low blood glucose 

level (LBG, < 120 mg/dL), respectively. For visibility, the 2D maps are shown in the 

restricted range (m/z: 30−210, retention time: 3−43 min). 

 

Next, we extracted the features of GC–MS data. The texture features of the 2D MS maps 

were extracted by TIA with GLCM. Figure.3 shows the GLCM maps for the breath 

samples collected from the persons of HBG and LBG. Each texture feature was then 

obtained by a summation of feature values of all pixels in a GLCM map. The extracted 

texture features were normalized and used as datasets for ML. 

We created a classifier by ML with a neural network algorithm. As a comparison, we also 

created a classifier by the conventional marker identification approach. For this purpose, 

we identified the peaks of marker molecules in the TIC chromatograms, and the peak  
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Figure.3  GLCM maps for texture features of contrast, energy, homogeneity, 

correlation, dissimilarity, and ASM. 

 

intensities were used as datasets for ML. By using the classifiers, we calculated the 

classification accuracies for the test breath samples. 

Classification Performance of TIA-ML Method for Human Breath Samples. 

Figure.4(a) shows the classification accuracy of breath samples of HBG and LBG, plotted 

as a function of the number of features employed for creating the classifier. The employed 



                                                                                                                             Chapter IV 

83 

 

features were arranged in ascending order of the p-values. In the conventional marker 

identification approach, the classification accuracy was as low as 20.0% when employing 

a single feature. It tended to increase with increasing the number of employed features and 

reached to 100% with 50 features. On the other hand, in the TIA–ML method, the 

classification accuracy was 83.3% with a single feature, and reached to 100% with two 

features. These results clearly indicated that that the TIA–ML method provided a higher 

classification accuracy with fewer features than the conventional marker identification 

approach. Note that both of the specificity and sensitivity of the TIA–ML method reached 

to 100% with two features. Such excellent discrimination performance of the TIA–ML 

method can be interpreted by the fact that each texture feature contains a lot of molecular 

information. 

Reliability of TIA-ML Method. To confirm the validity of above-mentioned 

classification performance, we evaluated the reliability of classifiers. Figure.4(b) shows the 

averaged AUC–ROC for the TIA–ML method and the conventional marker identification 

approach, plotted as a function of the number of features employed for creating the 

classifier. As well as the trends of classification accuracy in Figure.4(a), the AUC–ROC 

tended to increase by accompanying with the increase of the number of employed features. 

The AUC–ROC in the TIA–ML method reached to 1.00 with two features while that in the 

conventional marker identification approach was as low as 0.47. These results highlighted 

that the TIA–ML method showed better performances in both the accuracy and reliability 

for the discrimination of the human breath samples.  

Advantage of Texture Feature. Here we discuss the contribution of each feature on 

the classification results in Figure.4(a). In the conventional marker identification approach, 

the classification accuracy decreased with increasing number of features due to a so-called  
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Figure.4  (a) The classification accuracy of the breath samples and (b) the 

averaged AUC-ROC for the TIA–ML method and the conventional marker identification 

approach, plotted as a function of the number of features employed for creating the 

classifier. 

 

 

 

 

 

 

 

 

Figure.5 Radar charts for the feature values used in (a) the TIA and (b) the 

conventional marker identification approach, respectively. In these charts, the mean feature 

values of breath samples collected from the persons of HBG and LBG are plotted. 

 

overlearning effect, in which the performance of classifier deteriorates by learning 

disturbing features. Interestingly, such an overlearning effect did not occur at all in the 
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TIA–ML method. This indicates that all texture features positively contributed to the 

classification. 

 To gain an in-depth understanding as to the role of extracted texture features, we 

quantitatively compared their feature values on the human breath samples of HBG and 

LBG. Figure.5(a) and (b) show the radar charts of the feature values for the TIA–ML 

method and the conventional marker identification approach, respectively. In these charts, 

the mean feature values are plotted. Note that the features are arranged in ascending order 

of the p-values and displayed clockwise on the charts. We found that there was no clear 

relationship between the substantial difference in the feature values and the arrangement 

order of the features in the TIA–ML method. A similar trend was also found in the chart 

of the conventional marker identification approach. Figure.6 shows the box-and-whisker 

plots for the texture features in the human breath samples of HBG and LBG. The results 

showed that the distributions of feature values more clearly separated for the features of 

earlier order. On the other hand, the distributions of feature values overlapped in some 

texture features such as dissimilarity, contrast, energy and ASM. Considering the fact that 

no overlapping occurred in either the classification accuracy or the AUC–ROC, the 

classification error in each texture feature could be negligible in the assembled features 

(i.e., combination of texture features). Such a beneficial role of texture feature might be 

available only when more maker molecules than contaminant molecules occupy the analyte 

odors. 

Robustness of TIA–ML Method. Finally, we investigated the robustness of the 

TIA–ML method by examining the influences of position shift and noise in 2D MS maps. 

The position shift of spots occurs when a liquid phase of GC column deteriorates over time. 

The noise is caused by the deterioration of GC column and/or the contaminant molecules 

(i.e., non-marker molecules) in analytes. Figure.7 shows the box-and-whisker plots for 
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representative texture features of the human breath samples of HBG and LBG when 

Figure.7 shows the box-and-whisker plots for representative texture features of the human 

breath 

 

 

 

 

 

 

 

 

 

 

 

 

Figure.6 Box-and-whisker plots for the texture features of the breath samples 

collected from the persons of HBG and LBG. 

 

samples of HBG and LBG when performing the image processing. As examples, the effects 

of position alignment and noise reduction in correlation and homogeneity are shown. The 

essential importance of position alignment and noise reduction was demonstrated in our 

previous study for the identification of marker molecules by image analysis.38) We found 

that the significance of each texture feature (i.e., p-value) was in the almost same order, 

regardless of the position alignment and/or the noise reduction. These results are 

reasonably interpreted by the principle of TIA, where the spatial relationship of pixels is 
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emphasized in the texture features. It should be worth describing that the robustness to 

position shift and noise in TIC chromatograms is not available in the conventional marker 

identification approach. As such, the data analysis process in the TIA–ML method can be 

simpler than that in the conventional marker identification approach and thus the high-

throughput discrimination of complex odors would be expected by the TIA–ML method. 

 

 

Figure.7  Box-and-whisker plots for the representative texture features 

(correlation and homogeneity) of the breath samples collected from the persons of HBG 

and LBG when performing the image processing (position alignment and noise reduction) 

with various combinations. 



                                                                                                                             Chapter IV 

88 

 

4.5 Conclusion 

We demonstrated a facile method for discriminating complex odors with GC–MS 

data by combining texture image analysis and machine learning (i.e., TIA–ML method). In 

the proposed method, various texture features (i.e., contrast, energy, homogeneity, 

correlation, dissimilarity and ASM) of 2D MS maps were extracted by TIA with GLCM 

and used as datasets for ML. Contrary to the conventional marker identification approach, 

which relies on the limited number of marker molecules, each texture feature contains a lot 

of molecular information appeared in the 2D MS map, and thus served as an effective 

parameter for discriminating complex odors. By the TIA–ML method, we successfully 

performed the discrimination of breath samples collected from the persons of different 

blood glucose levels with higher performances and reliability than the conventional marker 

identification approach. While this study was limited to a two-levels classification, the 

TIA–ML method is essentially applicable to a multilevel classification. Thus, we believe 

that the TIA–ML method paves a novel avenue in complex odor analysis. 
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5.1 Abstract 

Exhaled breath contains thousand chemical compounds and serves as abundant 

information source to characterize the person. Here we demonstrate a primary study of 

breath odor sensing based individual authentication using artificial olfactory sensor array. 

The breath samples collected from 6 persons were tested by 16-channel chemiresistive 

sensor array and the sensing responses were analyzed by machine learning with random 

forest algorithm. The median accuracy of 96.4% was successfully achieved for the 

individual authentication for 6 persons. We found that the prediction accuracy and the 

reproducibility of individual authentication significantly improved by increasing the 

number of used sensors. Irrelevance between the error distribution of individual 

authentication and the feature score profiles of used sensor implies that discriminations of 

gender, age and nationality are of equal difficulty. These results provide an important 

foundation towards breath odor sensing based biometrics. 

 

Keywords: Breath, Chemiresitive sensor, Feature, Biometric. 

 

5.2 Introduction 

Biometric authentication is a convenient and secure individual authentication 

method for cyber security in the information and communication technology (ICT) field. 

Its application range covers not only immigration control at airport but also access control 

of banking, personal computer (PC)/mobile phone and emerging intelligent vehicle (IVs).1 

To date, various techniques have been developed for biometric authentication, which 

include fingerprint/palmprint verification,2 iris/retina recognition,3 facial recognition,4 

hand and finger geometry,5 voice biometry,6 finger vein recognition7 and ear acoustic 



                                                                                                                               Chapter V 

95 

 

authentication.8 All these techniques solely rely on physical information, and thus have the 

risks of being unusable by information alternation with injury or being compromised by 

malicious information theft. 

Human scent analysis/sensing is a new class biometric authentication technique 

using chemical information.9-15 Since human scents such as exhaled breath and 

percutaneous gas have a strong genetic basis,11,16,17 their chemical composition profiles are 

inherently different among individuals and therefore can potentially be utilized for 

individual authentication with low risks of information alternation/theft. Previously, 

human scent analysis/sensing based biometric authentication has been conceptualized and 

attempted mainly via percutaneous gas.9-15 For example, Penn et al. analyzed the chemical 

component profiles of sweat odors from 197 adults using gas chromatograph-mass 

spectrometry (GC-MS) and identified 44 individual specific volatile organic compounds 

(VOCs).10 Zheng et al. performed skin odor sensing by using artificial olfactory sensor 

array so-called electronic nose (e-nose) and classified the sensing data with 91.67 % of 

accuracy by machine learning.13 Despite these previous achievements, the percutaneous 

gas sensing based individual authentication must have a limitation in its performance 

because the VOCs concentrations in percutaneous gas are usually lower (ppt to several tens 

ppb, ppt: parts per trillion, ppb: parts per billion) than the detection limit level of 

conventional chemical sensors and therefore the detectable number of VOCs species is 

restricted.18 On the other hand, exhaled breath is known to have thousand VOCs and their 

concentrations are about three orders of magnitude higher than those of percutaneous gas 

(ppb to several ppm, ppm: parts per million).18 In this respect, the breath odor sensing has 

a great potential to detect larger number of human-related VOCs species and achieve the 

higher performance in individual authentication compared with percutaneous gas sensing. 

However, the breath odor sensing has been mainly directed for pathology/disease diagnosis 
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(e.g. cancer, diabetes, COVID-19),19 and to best our knowledge, the feasibility of breath 

odor sensing based individual authentication has not been demonstrated so far. 

5.3 Experimental Section 

Breath odor sample preparation. The breath odor samples used in this study were 

collected from 6 healthy people (3 males and 3 females) with different nationalities (Thai, 

Chinese, Japanese) by using a 10 L gas sampling bag (Smart Bag PA CEK-10, GL Science 

Inc.). To exclude the influence of exogenous compounds originating from the diets and the 

tested environments, the breath samples were collected in the same room from the tested 

persons fasted for 6 h. The gas sampling bags filled with breath odor were stored for 12 h 

prior to the sensing measurements in order to stabilize the humidity condition inside the 

bag.  For the breath component analysis, the gas sampling bag containing breath odor was 

connected to an adsorbent-filled sample tube (Packed Liner with Tenax GR, mesh 80/100 

#2414-1021, GL Science Inc.) and 500 mL of breath odor was transferred to the sample 

tube with pumping at the rate of 50 mL/min. The sample tubes were sealed and stored in 

refrigerator at 4 ºC until conducting the gas chromatography–mass spectrometry (GC-MS) 

measurements. 

Breath component analysis by GC-MS. Component analysis of the collected 

breath odor samples were conducted by GC-MS (Shimadzu, GCMS-QP2020) equipped 

with inlet temperature control unit (OPTIC4). For the GC-MS measurements, the collected 

chemical compounds in the sample tube were desorbed by rapidly increasing the injection 

port temperature to 300 ºC with split-less mode. The oven temperature was kept at 40 ºC 

for 5 min, then increased to 280 ºC at the rate of 5 ºC/min, and kept at 280 ºC for 5 min. 

The capillary column of InertCap 5MS/NP (60 m length, 0.25 mm inner diameter, 1 μm 

thickness, GL Science Inc.) was used to separate the desorbed compounds prior to MS 
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analysis. The column flow rate and the purge flow rate of helium gas (99.9999% pure) 

were set to be 1 mL/min and 5 mL/min, respectively. Both the ion source temperature and 

the interface temperature of mass-spectrometer were fixed at 200 ºC during the 

measurements. The characterized mass to charge ratio (m/z) in the range of 35-300. The 

obtained data was analyzed by GCMS Solution ver. 4.45 SP1. The 2D MS maps and the 

2D feature score maps were obtained by using NPFimg, i.e. the data analysis program we 

developed recently.46 

Fabrication of artificial olfactory sensor array. 16 types of GC stationary phase 

material (GCM)-carbon black (CB) nanocomposite were prepared and used for sensing 

materials. The details of fabrication procedure and its usage can be seen elsewhere.48,51-54 

GCM-CB nanocomposites were made by mixing 10 mg carbon black (45μm Graphitized 

carbon black, Sigma) and 10 mg GC stationary phase materials 

(tetrahydroxyethylenediamine (THEED), GL Sciences/ N,N-Bis(2-cyanoethyl)formamide 

(BCEF), Tokyo Chemical Industry/LAC-3-R-728 (12% diethylene glycol succinate 

(DEGS), GL Sciences/DEGS, Supelco/ poly(ethylene succinate) (PES), Sigma/ UCON 75-

H-90000, polyalkylene glycol (PAG) containing 75 wt% oxyethylene and 25 % 

oxypropylene groups, Shinwa Chemical Industries/1,2,3-Tris(2-cyanoethoxy)propane 

(TCEP), Supelco/SP-2330, poly (80% biscyanopropyl/20% cyanopropylphenyl siloxane), 

Supelco/SP-2340, poly (biscyanopropyl siloxane), Supelco/diglycerol, Tokyo Chemical 

Industry/Reoplex 400, GL Sciences/poly[di(ethylglycol)adipate] (PDEGA), 

Sigma/PEG4000, poly(ethyele glycol) 4000, Sigma/PEG20K, poly(ethyele glycol) 20000, 

United States Pharmacopeia (USP) Reference/PEG20M, poly(ethyele glycol) 20M, 

Shinwa Chemical Industries/free fatty acid phase (FFAP), Supelco) in 10 mL N,N-

dimethylformamide (DMF, Wako). To uniformly disperse GCM and CB in solvent, the 

sonication was applied for 60 min at 38 kHz without addition of any dispersant. The as-
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prepared nanocomposite inks were deposited on an electrode-patterned Si substrate (n-

type, with 100 nm-thick SiO2 surface layer) to fabricate the 16-channel chemiresistive 

sensor array. Prior to the deposition, the comb-shaped Pt electrodes with Ti adhesive layer 

were first patterned on a 7 × 7 mm2 sized substrate by photolithography and radio frequency 

(RF) sputtering. Gap distance and thickness of the electrodes were 40 μm and 400 nm, 

respectively. A SU-8 photoresist was then coated with 45 μm thickness on the electrode-

patterned substrate by spin-coating and circular holes were made by photolithography. 

Each GCM-CB nanocomposite ink with 40 nL amount (40 shots at the rate of 1 nL/shot) 

was dropped at the circular holes by means of an ink-jet printing (custom-made, SIJ 

Technology Inc.). After depositing the GCM-CB nanocomposite inks, the device was 

annealed on a hotplate at 50 ºC for 60 min and subsequently in a vacuum oven (100 Pa) at 

50 ºC for 60 min. The device was stored in the vacuum sealed bag until conducting the 

breath odor sensing measurements. The structural details of the fabricated sensor device 

were confirmed by an optical microscopy (OLYMPUS DP21). 

Breath odor sensing measurement. The breath odor sensing data were collected 

by a homemade sensing module, which consists of a gas flow chamber, solenoid valves, 

an air pump and a sensor operation/data collection system. For the measurements, the flow 

of breath odor into the chamber was controlled by the pump at a rate of 100 mL/min. The 

sensing response was collected as a variation of output voltage by sequentially switching 

the flows of breath odor and N2 carrier gas every 10 s with the solenoid valves. The sensing 

response was defined by the following equation: ΔV/V0=(V–V0)/V0, where V0 and V are 

the output voltages under the flows of N2 carrier gas and breath odor, respectively. All 

sensing measurements were performed at room temperature in air. 

Data analysis with machine learning. Prior to the data analysis, the baseline 

correction was performed for the obtained sensing curves. The sensing responses ΔV were 
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collected from 16-channel sensor array and used as dataset for machine learning. Totally 

256 datasets of sensing response were obtained for each person (1536 sensing data for 6 

people). For machine learning, random forest algorithm was employed to build classifiers. 

The models were optimized by the hyper-parameters and ran with 256 estimators (number 

of decision trees). A 9-fold cross-validation was used to confirm the reproducibility of 

classifier. The reliability of classifier was characterized by the average area under curve 

(AUC) of receiver operating characteristic (ROC) curve. The prediction accuracy and the 

coefficient of variation in prediction accuracy were computed to evaluate the performance 

of breath odor sensing based individual authentication. 

5.4 Results and Discussion 

In this study, we demonstrate a primary study for the breath odor sensing based 

individual authentication using artificial olfactory sensor array. In order to investigate the 

potential usage of breath odor for individual authentication, firstly we performed a GC-MS 

measurement and analyzed the individual specific molecular fragments. For the analysis, 

two-dimensional (2D) MS maps (m/z vs. retention time) were created and processed by 

using the recently developed data analysis program–NPFimg,20 which combines an image 

processing and a machine learning. Figure. 1A-C show the 2D MS maps of breath odor 

samples collected from 3 persons (3 males). For the visibility, the 2D MS maps are shown 

in the restricted range (Full range 2D MS maps are shown in Figure. S1). Numerous 

molecular fragment signals are seen in the maps and many of them were common among 

the tested 3 persons. By learning the datasets of 2D MS maps, we succeeded in the 

individual authentication of 3 persons with 100 % of accuracy. Figure. 1D-F show the 2D 

feature score maps of molecular fragments contributed to discriminate the individual from 

the other two persons. Contrary to the 2D MS maps, the feature score maps were 
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significantly different between the tested three persons. Note that the influence of 

exogenous compounds originating from the diets and the tested environment was negligible 

because the breath odor samples were simultaneously collected in the same environment 

from the persons who fasted for 6 h. We identified the individual-specific marker 

compounds, e.g. benzophenone, decanal, octane, tetradecane, undecane, which were 

consistently seen in the previous study of sweat odor based individual authentication (see 

details in Table S1).10,12,15 Thus these results imply that each person has an original breath 

print derived from endogenous compounds and also indicate the potential feasibility of 

breath odor based individual authentication. 
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Figure. 1 (A-C) 2D MS maps and (D-F) 2D feature score maps of 3 tested persons 

(3 males) in wide rage view (left) and narrow range view (right). The 2D feature maps were 

obtained in comparison with the other two breath odor samples. The 2D feature maps were 

obtained in comparison with the other two breath odor samples. 

 

We next examined the individual authentication via the breath odor sensing. The 

experimental workflow is shown in Figure. 2. The breath odor samples were first collected 

using a gas sampling bag (Figure. 2A). The collected breath odor sample was then flown 

into the sensing chamber installed with a 16-channel chemiresistive sensor array and the 

breath odor sensing was performed (Figure. 2B). The sensing materials used for the 16- 

channel sensor array are listed in Table S2. The sensing responses were acquired from the 

sensing curves of 16-channel sensors (Figure. 2C) and used as dataset for machine learning 

(Figure. 2D). We employed random forest algorithm for the machine learning (Figure. 2E) 

and demonstrated the individual authentication together with the feature profile evaluation 

of used sensors (Figure. 2F). The sensing was repeated 256 times for each person. We 

tested 6 persons (3 males, 3 females and ages 23-40) with various nationalities (Thai, 

Chinese and Japanese) as summarized in Table 1. Figure. 3A shows the five successive 

sensing curves obtained from 16-channel sensor array in the breath odor sensing of subject–

V#1. The sensing characteristics such as the maximum sensing response, the initial sensing 

curve and the recovery curve were different between the sensors. These tendencies were 

also seen for the other subjects (V#2-V#6, Figure. S2-S6), while the sensing characteristics 

of each sensor strongly depended on the tested person. Figure. 3B shows the heatmaps of 

sensing responses of 16-channel sensor array for the tested 6 persons. The heatmaps were 

clearly different between the subjects. Such results are consistent with those of the GC-MS 
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measurements and therefore anticipate the feasibility of breath odor sensing based 

individual authentication. 

 

Table 1. The details of tested subjects for breath odor sensing based individual 

authentication. 

 

Figure. 4A-E show the box-and-whisker plots of the accuracies of individual 

authentication for 2 persons, 3 persons, 4 persons, 5 persons and 6 persons, calculated by 

machine learning. The data are displayed as a function of the number of used sensors and 

the used sensors are arranged in the descending order of the coefficient of variation (CV) 

values in the sensing responses (Table S3). The median accuracy when using a single 

sensor were 92.8 %, 82.5 %, 64.7 %, 50.8 % and 30.4 % for individual authentications of 

2 persons, 3 persons, 4 persons, 5 persons and 6 persons, respectively. The results indicate 

that the individual authentication tends to be difficult when the number of tested subjects 

increases. On the other hand, the accuracy of individual authentication was significantly 

improved when increasing the number of used sensors.  

 

Volunteer Nationality Age Sex 

V#1 Thai 23 Female 

V#2 Thai 25 Male 

V#3 Chinese 26 Female 

V#4 Japanese 28 Male 

V#5 Japanese 35 Male 

V#6 Japanese 40 Female 
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Figure. 2 Graphical workflow of breath odor sensing based individual 

authentication. (A) Breath odor sample collection using a gas sampling bag. (B) Breath 

odor sensing measurements using 16-channel sensor array. (C) Acquisition of sensing 

responses. (D) Dataset preparation for machine learning. (E) Machine learning with 

random forest algorithm. (F) Individual authentication and evaluation of feature profile of 

sensors. 

 

The median accuracy for discriminating 6 persons successfully reached to 96.4 % 

by 16 sensors. The relationship between the number of subjects and the number of required 

sensors for individual authentication is displayed in Figure. 4F. The results indicate that a 

larger number of sensors are needed to discriminate complex odors, which is consistent 

with the claim in the recent review paper reported by Lee et al.21 In other words, further 
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discrimination of breath odors would be possible by increasing the number of used sensors. 

We next evaluated the reliability of the above breath odor sensing results. Figure.  

 

 

Figure. 3 (A) Sensing curves of 16-channel sensor array for the breath odor sensing 

of subject-V#1 after the baseline corrections. (B) Heatmaps of sensing responses of 16-

channel sensor array for the breath odor sensing of each tested person (subject V#1-V#6). 

 

4G and H show CV values for the accuracy of individual authentication and the averaged 

area under curve (AUC) of receiver operating characteristic (ROC) curve for the classifiers, 

which are presented as a function of used sensors. CV values in the accuracy significantly 

decreased and the averaged AUC of ROC curves increased as the number of used sensors 

increased. This shows that both the reproducibility of individual authentication and the 

reliability of classifiers also can be improved by using a larger number of sensors. All 
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above results highlighted the potential feasibility of the breath odor sensing based 

individual authentication and the impact of number of integrated sensors on the 

performance of individual authentication. 

 

 

Figure. 4 Accuracy of breath odor sensing based individual authentication as a 

function of number of used sensors for (A) 2 persons, (B) 3 persons, (C) 4 persons, (D) 5 

persons and (E) 6 persons, respectively. (F) A relationship between the number of persons 

and the number of required sensors with various threshold in accuracies (>94%, >95% 

and >96%). (G) Coefficient of variation in accuracy as a function of number of used sensors. 
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(H) Averaged AUC of ROC curves as a function of number of used sensors. (I) Confusion 

matrix for the breath odor sensing based individual authentication for 6 persons. 

 

Here we discuss what critically determined the performance of breath odor sensing 

based individual authentication presented above. Figure. 4I shows the confusion matrix for 

the individual authentication of 6 persons. While the slight false identifications occurred, 

the errors were randomly distributed and their pattern was different in analytical batch. 

This result indicates that discrimination in gender, age and nationality is of equal difficulty. 

Figure. 5 shows the feature score profiles of used sensors for each tested subject. The data 

indicates that all sensors contributed to the individual authentication. Contrary to the result 

of confusion matrix, the gender-specific pattern was seen in the feature score profiles, 

implying that gender gives a great impact on the sensing response. This is reasonable by 

considering the difference in hormone balance between male and female as discussed in 

the previous reports.14,15 Nevertheless, the individual authentication result and the feature 

score profile was irrelevant. This suggested that the false identification in our study might 

be caused by the fluctuation/instability of sensor responses and the performance of 

individual authentication would be better by improving the robustness of sensing 

materials.22 
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Figure. 5 Feature score patterns of 16-channel sensor array (heatmaps and radar 

charts) for (A) V#1 vs. V#2-#6, (B) V#2 vs. V#1,#3-#6, (C) V#3 vs. V#1,#2,#4-#6, (D) V#4 vs. V#1-

#3,#5,#6, (E) V#5 vs. V#1-#4,#6, (F) V#6 vs. V#1-#5, respectively. 

 

5.5 Conclusion 

In conclusion, we demonstrated the primary study of breath odor sensing based 

individual authentication using artificial olfactory sensor array. The breath odor samples 

collected from 6 people were tested by 16-channel chemiresistive sensor array and the 

acquired sensing responses were analyzed by machine learning with random forest 

algorithm. The median accuracy of 96.4 % was successfully achieved for the individual 

authentication of 6 persons. We found that the accuracy and the reproducibility 

significantly improved by increasing the number of used sensors. While the breath odor 

sensing based individual authentication was demonstrated for the fasted subjects in this 
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study, it still remains a challenging issue to demonstrate its feasibility under the 

interferences of disease related metabolites and exogenous compounds originating from 

the diets and the tested environment towards the practical application.23 The barrier must 

be overcome by utilizing a larger number of sensors and extracting a larger number of 

features from the sensing curves. We believe that our findings in this study provide an 

important foundation towards breath odor sensing based biometrics. 
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5.7 Supporting Information 

 

Figure S1. Full range 2D MS maps for the tested 3 persons (3 males), created by 

NPFimg. 
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Table S1. List of specific marker compounds for individual authentication 
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Table S2. The list of sensing materials used for the 16-channel sensor array. 

 

 

 

 

 

 

 



                                                                                                                               Chapter V 

115 

 

 

 Figure S2. Sensing curves of 16-channel sensor array for the breath odor sensing of  

subject-V#2 after the baseline corrections. 
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Figure S3. Sensing curves of 16-channel sensor array for the breath odor sensing of 

subject-V#3 after the baseline corrections. 
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Figure S4. Sensing curves of 16-channel sensor array for the breath odor sensing of 

subject-V#4 after the baseline corrections. 
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Figure S5. Sensing curves of 16-channel sensor array for the breath odor sensing 

of subject-V#5 after the baseline corrections. 
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Figure S6. Sensing curves of 16-channel sensor array for the breath odor sensing 

of subject-V#6 after the baseline corrections. 
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Table S3. Coefficient of variation (CV) values in the sensing responses of used sensors. 
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6.1 Abstract 

    Breath sensing is a promising approach for non-invasively collecting various 

physiological data in real-time. However, the breath pattern is constantly disturbed by 

various daily activities. The concentration variation of the biomarker in exhaled breath is 

affected under the activities' influence.  

Here we demonstrate an activity-tolerated blood glucose monitoring by artificial 

intelligence-based ensemble feature analysis of breath sensing data. In the researches, 

correlated multivariate signals, i.e., assembled features, were explored from the breath 

sensing data, correlated with blood glucose levels, and trained to predict blood glucose 

levels in the tested samples. By raising a thousand assembled features, the blood glucose 

levels were successfully expected even under the influences of various activities (e.g., 

alcohol drinking and exercising). The proof-of-concept was demonstrated in a breath print 

analysis using gas chromatography-mass spectrometry and extended to the study of breath 

sensing data collected using a chemiresistive sensor array. We successfully classified four 

levels of blood glucose level with 99.8 % accuracy using the breath sensing data collected 

under uncertain activities. Furthermore, we successfully demonstrated the blood glucose 

spikes monitoring under various activities, which had not been attainable by the 

conventional single biomarker-based method.  

 This activity-tolerated breath sensing opens a novel platform for investigating 

various human-to-environment interactions by collecting different physiological data 

under daily activities. 

 

KEYWORDS: Blood glucose, Breath analysis, GC-MS, Chemiresistive Sensor and 

Machine learning 
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6.2 Introduction 

  Blood glucose (BG) monitoring contains the necessary information is glucose 

spikes, which can evaluate the signature of glucose metabolism. Furthermore, the glucose 

spike pattern allows us to predict the human activity and prognosis health conditions (i.e., 

fasting, consuming, training, stress, and others) because the coordinated physiological 

responses of multiple organs influence the variation of BG levels. Finally, glucose 

metabolism indicates insulin's competence and incompetence of glucose disposal into cells. 

Thus, daily-life glucose monitoring is a promising way to monitor health conditions, 

predict the symptoms and severe health problems, and prevent fatal disease (i.e., diabetes). 

In addition, monitoring can help people balance food or medicines intake related to a 

personal activity that leads to a healthy lifestyle. The most common method for BG 

monitoring is blood testing. Although BG checking by blood testing has high accuracy, 

this testing is inconvenient, painful, and at risk for infection, which is not accessible to 

everyone. To overcome this problem, recently, breath analysis has been developed, which 

has a great potential for non-invasive, real-time, and repetitive health diagnoses.  

Breath analysis allows us to obtain the metabolic signature by monitoring and 

tracking the concentration variations of volatile biomarker molecules in exhaled 

breath. Many research works show the feasibility of BG prediction in fasting conditions by 

tracking specific biomarker molecules, such as acetone, ethanol, and xylene. However, 

these biomarkers also can produce by another metabolic pathway. It means that these 

biomarkers are easily fluctuated by various activities in daily life. For example, many 

research work proposed breath acetone as a high correlated biomarker of diabetic 

diagnostics—increasing breath acetone results from intense gluconeogenesis in the liver, 

which generates glucose from non-carbohydrate. Nevertheless, the liver also produces 
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acetone during periods of caloric restriction of various scenarios such as fasting, intense 

exercise, and alcoholism. Furthermore, concentration variation of ethanol can be affected 

after drinking alcohol, and xylene can be affected by smoking. Thus, tracking specific 

biomarkers for BG monitoring/prediction might lead to a false prediction. Finally, we 

found that no report showed the achievement of practical BG prediction based on breath 

analysis/sensing during various activities before. 

            Here we demonstrated activity-tolerated blood glucose prediction in the breath 

analysis. We utilized the assembled biomarker combined with data preprocessing and 

machine learning to predict the multi-class BG levels under fasting, drinking, and exercise 

conditions. We further examined the real-time BG monitoring under fasting, drinking, and 

exercise with multi-channels of the chemo-sensitive resistor sensor array as a proof-of-

concept with high potential, fast, and high stability for breath sensing. 

 

6.3 Experimental Section 

Breath Sample Collection and Blood Glucose Measurement. We collected the breath 

samples from the volunteers during oral glucose tolerance tests (OGTTs) under the three 

different activities, including i) fasting (for 8-10 h), ii) alcohol drinking (with Japanese 

distilled spirits), and iii) exercise (for 25 min). For the OGTTs, we utilized a 150 mL drink 

with 50 g glucose (TRELAN-G50, AY Pharmaceuticals) to control blood glucose. For the 

alcohol drinking and exercise activities, we employed 25 mL Japanese shochu 'Kuro-

Kirishima (alcohol 25% contained) and a video training program of 'Focus T25 Speed 20 

Beta', respectively, and the volunteers have experienced them just before taking the glucose 

drink. First, the exhaled breath was collected using a 10 L gas sample bag (Smart bag PA, 

GL Sciences). Then, for the breath component analysis by gas chromatography-mass 
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spectrometry (GC–MS), we connected the gas sampling bag containing breath gas to an 

adsorbent-filled sample tube (Packed Liner with Tenax GR, mesh 80/100 #2414-1021, GL 

Science Inc.) and the breath gas of 500 mL was transferred to the sample tube using an air 

pump at a flow rate of 50 mL/min. The sample tubes were sealed and stored in the 

refrigerator at the temperature of -18 ºC until performing the GC–MS measurements. For 

the breath sensing using a chemiresistive sensor array, we directly connected the gas 

sampling bag with the sensing chamber. Then, the blood glucose value was measured 

together with collecting the exhaled breath during the OGTTs, by using a glucose meter 

through the conventional fingerstick method and a flash glucose monitoring system 

(FreeStyle Libre, Abbott). 

Breath Component Analysis by GC-MS. We employed GC–MS (Shimadzu, GCMS-

QP2020) equipped with an inlet temperature control unit (OPTIC) o carry out the collected 

breath gas component analysis. For the measurements, we used the inlet temperature at 300 

ºC with split-less mode to thermally desorbed the collected breath gas in the sample tube. 

Then, the oven temperature was controlled to be 40 ºC for 5 min, elevated to 280 ºC with 

the rate of 5 ºC/min, and maintained at 280 ºC for 5 min. Then, we perform the InertCap 

5MS/NP capillary column (60 m length, 0.25 mm inner diameter, 1 μm thickness, GL 

Science Inc.) to separate the desorbed compounds before transferring them to the MS 

system. We set the flow rates of helium gas (99.9999% pure) for column and purge to be 

1 mL/min and 5 mL/min, respectively. We set the temperature of both the ion source and 

the interface of the mass-spectrometer to be 200 ºC during analysis. The mass to charge 

ratio (m/z) was characterized in the range of 35-300. Finally, we analyzed the obtained data 

by GCMS Solution ver. 4.45 SP1. 

Fabrication of Chemiresistive Sensor Array. A chemiresistive sensor array was fabricated 

on a Si substrate by combining a lithographic patterning technique and a nano drop-casting 
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method. Firstly, 16 pairs of comb-shaped Pt electrodes were patterned on a 7 × 7 mm2 sized 

Si substrate (n-type, with 100 nm-thick SiO2 cap layer) by photolithography and radio 

frequency (RF) sputtering. A 1 nm-thick Ti layer was used as an adhesive layer for Pt 

electrodes. The gap distance and the thickness of Pt electrodes were 40 μm and 400 nm, 

respectively. Then a 45 μm-thick SU-8 photoresist was coated on the electrode-patterned 

substrate by spin-coating and circular holes were made by photolithography. For the 

sensing materials, 16 types of GC stationary phase materials (GCSP) were chosen and the 

GCSP-carbon black (CB) nanocomposites were prepared by mixing 10 mg GCSP and 10 

mg CB (45μm Graphitized carbon black, Sigma) in 10 mL N,N-dimethylformamide (DMF, 

Wako). The 16 types of GCSP were as follows: tetrahydroxyethylenediamine (THEED), 

GL Sciences/ N,N-Bis(2-cyanoethyl)formamide (BCEF), Tokyo Chemical Industry/LAC-

3-R-728 (12% diethylene glycol succinate (DEGS), GL Sciences/DEGS, Supelco/ 

poly(ethylene succinate) (PES), Sigma/ UCON 75-H-90000, polyalkylene glycol (PAG) 

containing 75 wt% oxyethylene and 25 % oxypropylene groups, Shinwa Chemical 

Industries/1,2,3-Tris(2-cyanoethoxy)propane (TCEP), Supelco/SP-2330, poly (80% 

biscyanopropyl/20% cyanopropylphenyl siloxane), Supelco/SP-2340, poly 

(biscyanopropyl siloxane), Supelco/diglycerol, Tokyo Chemical Industry/Reoplex 400, GL 

Sciences/poly[di(ethylglycol)adipate] (PDEGA), Sigma/PEG4000, poly(ethyele glycol) 

4000, Sigma/PEG20K, poly(ethyele glycol) 20000, United States Pharmacopeia (USP) 

Reference/PEG20M, poly(ethyele glycol) 20M, Shinwa Chemical Industries/free fatty acid 

phase (FFAP), Supelco. To form the GCSP-CB homogeneous suspension, the ultrasonic 

vibration at 38 kHz was applied for 60 min without adding any dispersant. The as-prepared 

GCSP-CB nanocomposite inks were drop-casted (40 nL total, 40 shots with the rate of 1 

nL/shot) at the electrode patterned circular holes on the substrate by an ink-jet printing 

technique (custom-made, SIJ Technology Inc.). After depositing GCSP-CB 
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nanocomposite inks, the device was sequentially annealed on a hotplate at 50 ºC for 60 min 

and in a vacuum oven (100 Pa) at 50 ºC for 60 min, and finally the 16-channel 

chemiresistive sensor array was obtained. The prepared devices were stored in a vacuum-

sealed sample bag until conducting the breath sensing measurements. The microstructure 

of the sensor device was characterized by an optical microscopy (OLYMPUS DP21). 

Breath Sensing Measurement by using 16-channel Chemiresistive Sensor Array. The 

breath sensing measurements were conducted by a homemade sensing system containing 

a sensing chamber, solenoid valves, an air pump and a sensor operation/data collection 

unit. For the measurements, the gas sampling bag containing exhaled breath gas was 

connected to the sensing chamber and the breath gas was transferred into the chamber by 

controlling the pumping rate at 100 mL/min of the air pump. The sensor responses were 

collected from 16 sensors as variations of output voltages when sequentially altering the 

flows of breath and N2 carrier gas. The alternation of gas flows was performed every 10 s 

by controlling the solenoid valves using the sensor operation unit. The sensing response 

was defined as follows: ΔV/V0=(V–V0)/V0, where V0 and V are the output voltages under 

the flows of N2 carrier gas and breath gas, respectively. All breath sensing measurements 

were performed at room temperature. 

Data Analysis of Breath Sensing by Artificial Intelligence. Before the data analysis, the 

baseline correction was performed for the obtained sensing curves. The sensing responses 

ΔV were collected from a 16-channel sensor array and used as the dataset for machine 

learning. One thousand sixty-eight datasets of sensing response were obtained for each 

person (3,204 sensing data for three people). For machine learning, a random forest 

algorithm was employed to build classifiers. The hyper-parameters optimized the multi-

layer perceptron (MLP)models. A 5-fold cross-validation was used to confirm the 

reproducibility of a classifier. The average area characterized the classifier's reliability 
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under the curve (AUC) of the receiver operating characteristic (ROC) curve. Finally, the 

prediction accuracy and the coefficient of variation in prediction accuracy were computed 

to evaluate the performance of breath odor sensing-based individual authentication. 

Data Analysis of Breath Component by Artificial Intelligence. A 2-dimensional (2D) 

molecular profile as retention time and m/z was created by merging the mass 

chromatograms with log-scaled intensity (256-levels) in the range of m/z 35-300. 

Intensities of the molecular fragment peaks in the 2D molecular profile were extracted 

together with their peak positions by data mining and image processing. The datasets for 

each molecular fragment peak were made and evaluated with the blood glucose level by 

machine learning using an artificial neural network (ANN) with Keras/Tensor flow 

application programming interface (API). Prediction accuracy of blood glucose level was 

calculated by increasing the number of used molecular fragment peaks to create the 

predictive model. We rearranged the list of molecular fragment peaks based on p-value, 

retention time, and peak intensity for these calculations and evaluated rearrangement's 

impact on the prediction accuracy. The p-value for each fragment peak was obtained from 

paired sample t-test of the lowest and the highest blood glucose conditions data. Finally, 

we evaluated the performance of created predictive models via the prediction accuracy, 

sensitivity, the performance of created predictive models were evaluated by prediction 

accuracy, sensitivity, specificity, confusion matrix, and area under the curve (AUC) of 

receiver operating characteristics (ROC) curve, which were calculated and optimized by 

Python ver.3.7.7. 
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6.4 Results and Discussion 

We analyzed the chemical components of the collected samples using gas 

chromatography linked with mass spectrometry (GC-MS) (Figure 1a). Two-dimensional 

GC-MS (2D GC-MS) images based on GC-MS provide the assembled biomarker 

information for BG prediction and identification of the biomarker pattern.  

Two-dimensional GC-MS (2D GC-MS) image shows a molecular fragment pattern 

between low (≤120 mg/dL) and high (>120 mg/dL) BG levels in fasting, drinking, and 

exercise conditions (Figure 1b). Based on 2D GCMS image and image processing, ~7,980 

molecular fragment peaks were detected. This molecular fragment peak pattern was related 

to a human metabolic pathway. For the fasting condition, the clear difference between high 

and low BG levels was seen in these peak patterns and shown in a 2D differential image 

for each condition. The 2D differential image allows us to easily observe the increasing 

and decreasing of molecular fragment peaks when BG levels increase. We found that BG 

metabolism in the case of BG increases the effect on a changing of many biomarkers. 

Moreover, fasting, drinking, and exercise conditions showed differences in molecular 

fragment peak patterns after BG levels increased.  

Since detected molecular fragment peaks contain both molecular fragment peaks, 

which are significant and non-significant with BG levels, before applying the assembled 

biomarker, data set into machine learning, molecular fragment peak screening was 

required. Therefore, this study applied the p-value to screen the non-significant molecular 

fragment peak out. The molecular fragment peaks were rearranged according to ascending 

p-value from the paired sample t-test between low and high BG levels (Figure 2a). Based 

on our algorithm, we can detect the molecular fragment peak, which has a p-value lower 

than 0.05 for fasting condition, mixed conditions of fasting/drinking and  
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Figure 1. (a) Schematic illustration of breath component analysis and blood glucose 

level prediction using artificial intelligence approach. (b) 2D molecular profiles in exhaled 

breath obtained at high (>120 mg/dL) and low (≤120 mg/dL) blood glucose levels under 
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various activities (i.e. fasting, alcohol drinking, exercise). The differential images of 2D 

molecular profiles at high and low blood glucose levels are shown in the lower row. 

 

fasting/drinking/exercising were 790, 959, and 1,270 peaks, respectively (standard 

threshold should be set at p<0.05). It means that we can detect a large number of significant 

biomarkers which correlate with BG levels. These results clarify that the assembled 

biomarker can overcome the low robustness of BG prediction as investigated from previous 

research.  

To investigate the performance of the assembled biomarker, we applied machine 

learning to the data set (peak position and peak intensity) and evaluated the prediction 

accuracies of BG levels in two-class. When increasing the utilized number of molecular 

fragment peaks, the prediction accuracies for fasting condition, mixed conditions of 

fasting/drinking and fasting/drinking/exercising trend to be increasing reached to 100.0%, 

100.0%, 97.9% by using 28, 371, and 892, respectively (Figure 2b, and Table I). However, 

the prediction accuracy trend decreases after using over 1,500 peaks for BG prediction. 

This result related to the molecular fragment peak, which was ordered by p-value that the 

low significant and non-significant molecular fragment peaks were contained in the data 

set after ~1,300 peaks. These molecular fragment peaks lead to fatal error in the predictive 

model, decreasing prediction accuracy. However, we can archive to discriminate BG levels 

in two-class by increasing the utilized number of fragment peaks although the complexity 

of the condition was increased. These results showed that utilizing the number of molecular 

fragment peaks and the assembled biomarker plays an essential role for robust and effective 

BG prediction. The performance of predictive models for fasting, fasting/drinking, and 

fasting/drinking/exercising conditions were shown in the area under the curve (AUC) of 

the receiver operating curve (ROC) (Figure 1d). 



                                                                                                                             Chapter VI 

134 

 

  

Figure 2. (a) Number of molecular fragment peaks in 2D molecular profiles of 

exhaled breath categorized by p-value (left: fasting, middle: fasting/drinking, right: 

fasting/drinking/exercise). (b) Prediction accuracies of 2 class blood glucose level 

discrimination (>120 mg/dL, ≤120 mg/dL) as a function of number of used molecular 
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fragment peaks in the conditions of fasting (pink), fasting/drinking (green) and 

fasting/drinking/exercise (blue), respectively. The minimum number of used peaks for 

achieving the highest prediction accuracy in each condition are noted. (c) Prediction 

accuracies of 2 class (blue), 3 class (violet) and 4 class (purple) blood glucose level 

discriminations (2 class: ≤120 mg/dL, >120 mg/dL, 3 class: ≤100 mg/dL, 101-140 mg/dL, 

>140 mg/dL, 4 class: ≤100 mg/dL, 101-125 mg/dL, 126-150 mg/dL, >150 mg/dL) as a 

function of number of used molecular fragment peaks in the mixed conditions of 

fasting/drinking/exercise. Inset shows the magnified data around the highest prediction 

accuracy. The minimum number of used peaks for achieving the highest prediction 

accuracy in each condition are noted. (d-f) ROC curves of classifiers used for 

discriminating the blood glucose levels: (d) 2 class, (e) 3 class and (f) 4 class. The number 

of used peaks for creating the classifier and the AUC values for each classifier are noted. 

(g-i) Confusion matrixes of exhaled breath based blood glucose level prediction 

represented by symbols (○: true prediction, ×: false prediction): (g) 2 class, (h) 3 class and 

(i) 4 class. 

 

Table I. Data summary of 2 class blood glucose level discrimination via breath component 

analysis in various conditions (i.e. fasting, fasting/drinking, fasting/drinking/exercise). 

Conditions Used peaks Training data Validation data Testing data Accuracy 

fasting 28 26 6 20 100 % 

fasting/drinking 371 49 15 35 100 % 

fasting/drinking/exercise 829 148 36 49 97.9 % 
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Based on our calculation, we challenged the multi-classification applied to this 

study. In this case, the three-class and four-class of mixed condition fasting/drinking/ 

exercising were predicted (Figure 2c, 2e, 2f, and Table II). The predictive result showed 

that we predicted four-class BG predictions with high accuracy. However, we found that 

obtaining the optimized condition using 829 peaks of the molecular fragment was not 

enough. Therefore, the utilized molecular fragment peaks increased to 1,176 and 1,370, 

respectively, to increase the accuracy of three-class and four-class predictions. It proves 

that increasing the utilized number of molecular fragment peaks can predict the 

complicated condition. The result clearly showed that increasing an assembled biomarker 

plays a vital role in robust BG prediction and discriminates the different classes of BG 

levels. 

 

Table II. Data summary of 2 class, 3 class and 4 class blood glucose level discriminations 

via breath component analysis in the mixed conditions of fasting/drinking/exercise. 

Conditions Used peaks Training data Validation data Testing data Accuracy 

2 class 829 148 36 49 97.9 % 

3 class 1,167 148 36 49 95.9 % 

4 class 1,370 148 36 49 89.8 % 

. 

 In order to confirm the robustness and efficiency of the prediction result, we 

identified the chemical composition of the top 20 biomarkers in each condition. It evaluated 

the individual prediction accuracy for two-class BG prediction by machine learning. The 

chemical component analysis revealed that the top 20 biomarkers in fasting condition 

(ordered by p-value) was disturbed and rearranged ~90% in case of fasting/drinking and 
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~85% in case of fasting/drinking/exercising conditions due to the interference by the 

metabolism of drinking and exercise (Figure 3a, 3b, and 3c). The result indicated that the 

biomarker pattern was changed depending on human metabolism. For evaluating the 

individual performance of each biomarker, the average prediction accuracy of the top 20 

biomarkers for the fasting condition was 77.6%, mixed condition of fasting/drinking was 

76.2%, and fasting/drinking/exercise was 69.3%. The individual prediction accuracy for 

each biomarker of each condition shows a trend to be decreased when the complexity of 

the condition increases (Figure 3a, 3b, and 3c). This analysis found that alkene, aldehyde, 

alcohol, ketone, and aromatic compounds show the most significance for blood glucose 

prediction. Furthermore, considering the individual accuracy of each biomarker combined 

with the identification of a significant functional group, we found that the single biomarker 

cannot obtain high prediction accuracy in the complicated condition. In contrast, the 

assembled biomarker with various functional group species increases the prediction 

accuracy, resulting in robust and effective BG prediction. Strong evidence that focuses on 

specific biomarkers as investigated in the previous study leads to an error for BG prediction 

in a complicated condition. 

In other words, a highly accurate and robust BG analysis/sensing even under 

various life activities would be possible by monitoring the assembled-biomarker 

molecules. For proving this concept, we performed the BG monitoring via multi-channels 

of the chemo-sensitive resistor sensor array (Figure 4a), of which each sensor can detect a 

variety of molecules. The sixteen sensors were sensing the three conditions, including 

fasting, drinking, and exercise, with four different BG levels. The change in voltage was 

measured in ΔV/V0, where ΔV/V0 is the change in voltage from baseline to the highest 

voltage response divided by the baseline voltage. Each sensor showed a quick 

response/recovery and high reproducibility for breath sensing (Figure 4a).  
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Figure 3. (a-c) List of 1st-20th biomarker molecules in exhaled breath used for 2 

class blood glucose level discrimination in the conditions of (a) fasting, (b) fasting/drinking 

and (c) fasting/drinking/exercise, respectively. The molecules are arranged by the p-value. 

The prediction accuracies of individual molecule, 1st-3rd molecules, 1st-5th molecules, 1st-

10th molecules and 1st-20th molecules are noted. (d-f) Prediction accuracies of 2 class blood 

glucose level discrimination when intentionally excluding the specific biomarkers for the 

analysis. The conditions of (d) fasting, (e) fasting/drinking and (f) 

fasting/drinking/exercise.  

 

The average sensor response showed each condition's different sensor patterns for 

each BG level (Figure 4b). To show the concept which consistency with the GC-MS result, 

the number of utilized sensors were increased result in increasing of prediction accuracies 

for fasting condition, mixed conditions of fasting/drinking and fasting/drinking /exercising 

reached 98.1%, 96.0%, and 92.9%, respectively (Figure 5c, 5d, 5e, 5f, and Table III). 

However, comparing the prediction accuracies from GC-MS with multi-channels of the 

chemo-sensitive resistor sensor array is not consistent because while GC-MS required over 

1,370 features to achieve the best prediction (89.8% accuracy) for fasting/drinking 

/exercise condition but multi-channels of the chemo-sensitive resistor sensor array used 

only 16 features to achieve the best prediction (92.9% accuracy). 

Thus, which factor is a cause of this phenomenon? To clarify this phenomenon, we 

tried to decrease the number of training data for the predictive model due to the number of 

training data for multi-channels of the chemo-sensitive resistor sensor array higher than 

GC-MS ~21 folds which might be the main effect of this phenomenon. By decreasing 
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training data of multi-channels of the chemo-sensitive resistor sensor array to ~100 data 

(same as GC-MS predictive model), the prediction accuracies decrease to 55.0%. The result 

proved that higher accuracy of multi-channels of the chemo-sensitive resistor sensor array 

is affected by training data and confirms the consistency of prediction result between GC-

MS and the chemo-sensitive resistor sensor array. 

 

 

Figure 4. (a) Schematic illustration and (b) optical microscopy image of 16 channel 

chemiresistive sensor array. The alphabets (A-D) and the numbers (1-4) represent the 

names of rows and columns for addressing each sensor. (c) Typical five-successive sensor 



                                                                                                                             Chapter VI 

141 

 

responses ∆V/V0 of each sensor when introducing the exhaled breath sample. The sensing 

measurement was performed at room temperature by pumping breath sample and N2 gas 

sequentially. (d) Average sensor responses ∆V/V0 of each sensor for 4 class blood glucose 

level discrimination in the conditions of fasting, drinking, exercise, respectively. (e) 

Prediction accuracies of 4 class blood glucose discrimination as a function of number of 

used sensors in the conditions of fasting (pink), fasting/drinking (green) and 

fasting/drinking/exercise (blue), respectively. (f) Prediction accuracies of individual sensor. 

(g-i) ROC curves of classifiers used for discriminating the blood glucose levels in the 

conditions of (g) fasting, (h) fasting/drinking and (i) fasting/drinking/exercise, respectively. 

The AUC values for each classifier are noted. 

  

Table III. Data summary of 4 class blood glucose level discrimination via breath gas 

sensing in various conditions (i.e. fasting, fasting/drinking, fasting/drinking/exercise). 

Conditions Training data Validation data Testing data Accuracy 

fasting 410 280 376 98.1 % 

fasting/drinking 819 560 752 96.0 % 

fasting/drinking/exercise 1,229 840 1,127 92.9 % 

 

Finally, our approach was applied to real-time BG monitoring, including fasting, 

drinking, and exercise (Figure 5a, 5b, and 5c). We achieved to monitor BG levels with high 

accuracy. Besides, the difference in glucose spike patterns was recognized. In the case of 

fasting conditions, we can see healthy people's simple glucose spike pattern related to blood 

testing (Figure 5a). The exciting thing is that the delay of a glucose spike under drinking 

conditions (Figure 5b) and reduction of a glucose spike under exercise conditions (Figure 
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5c) were observed. The different glucose spike was caused by drinking and exercise, 

reported in the previous study. Moderate alcohol consumption decreases insulin which 

affects decreasing glucose metabolism. At the same time, exercise can improve insulin 

action, increasing glucose metabolism. 

 

 

Figure 5. (a-c) Profiles of the predicted blood glucose levels via breath gas sensing 

and the measured blood glucose levels via glucose sensor after taking glucose in the 

conditions of (a) fasting, (b) alcohol drinking and (c) exercise, respectively. (d) Profiles of 

the predicted blood glucose levels via breath gas sensing and the measured blood glucose 

levels via glucose sensor under the dynamically varying activities (i.e. glucose uptake, 

walking, exercise, drinking). For these experiments, the classifier of 4 class blood glucose 

level discrimination was utilized. 
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6.5 Conclusions 

In conclusion, this study provides a robust and effective system for BG prediction 

based on GC-MS and multi-channels of the chemo-sensitive resistor sensor. GC-MS 

analysis of exhaled breath revealed that the biomarker pattern of BG was disturbed 

depending on human metabolism. To figure out this problem by utilizing the assembled 

biomarker, we can predict multi-class BG prediction with high accuracy under complicated 

conditions. Moreover, we succeeded in real-time BG monitoring under various conditions, 

including fasting, drinking, and exercising. The different glucose spike patterns were seen 

under fasting, drinking, and exercising conditions, consistent with a previous study of 

blood tests based on glucose monitoring. Thus, these preliminary results provide a concept 

of robust breath analysis/monitoring via the molecular sensor array towards non-invasive 

collecting the chemical information in the human body and understanding the complex 

metabolic interaction with the environment. 
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Big data in chemistry allow us to discover new chemical information in diverse field. 

The concept of Big data in chemistry is a massive collection of data (Volume), high-speed 

processing and fast data collection (Velocity), and diverse characteristic of data (Variety). 

The analysis and interpretation following this concept make Big data valuable, particularly 

for the new era of chemistry. Odor sensing can be a candidate promising to gain and 

accumulate the chemical information's vast and varied data set, which satisfies the concept 

of Big data. Therefore, analyzing enormous chemical information in odor sensing is critical 

for Big data in chemistry. This thesis focuses on developing the analytical chemistry for 

chemical analysis/sensing and accomplishing breakthroughs in scientific and technological 

areas. 

Chapter III presented a method named NPFimg, which automatically identifies the 

multivariate chemo-/biomarkers feature of analytes in chromatography−MS data without 

the peak picking process, a critical problem for raw MS data processing. NPFimg utilizes 

the synergetic between image processing and machine learning and processes a 2D MS 

map to discriminate analytes and identify and visualize marker features. NPFimg allows 

us to comprehensively characterize the signals in MS data without employing the 

conventional peak picking process, which suffers from false peak detections. We 

successfully demonstrated the feasibility of chemo-/biomarker characterization in case 

studies of aroma odor and human breath on GC−MS, even at the ppb level. Comparison 

with the widely used automated peak detection algorithm such as XCMS showed the 

excellent reliability of NPFimg, in that it had lower error rates of the signal acquisition and 

the feature identification of chemo-/ biomarkers. In addition, we showed the potential 

applicability of NPFimg to the untargeted metabolomics of human breath. NPFimg is 

potentially applicable to diverse metabolomics/chemometrics data processing GC− and 

LC−MS. Because the time cost in NPFimg is much shorter than the peak picking-based 
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conventional approaches. The high throughput online MS data analysis of various complex 

analytes would be expected by uploading the data file on Cloud space.  

Chapter IV demonstrated the preliminary study of breath odor sensing-based individual 

authentication using an artificial olfactory sensor array. We used a 16-channel 

chemiresistive sensor array to test the breath odor samples collected from 6 people and 

then analyzed the acquired sensing responses by machine learning with a random forest 

algorithm. We successfully achieved the individual authentication of 6 persons with the 

median accuracy of 96.4 %. In addition, we found that the accuracy and the reproducibility 

significantly improved by increasing the number of used sensors. We demonstrated the 

breath odor sensing-based individual authentication for the fasted subjects in this study. 

However, it remains a challenging issue to demonstrate its feasibility under the 

interferences of disease-related metabolites and exogenous compounds originating from 

the diets and the tested environment the practical application. The barrier must be 

overcome by utilizing multiple sensors and extracting numerous features from the sensing 

curves. Nevertheless, we believe that our findings in this study provide an essential 

foundation for breath odor sensing-based biometrics. 

Chapter V demonstrates an activity-tolerated blood glucose monitoring by artificial 

intelligence-based ensemble feature analysis of breath sensing data. In the analyses, 

correlated multivariate signals, i.e., ensemble features, were explored from the breath 

sensing data, correlated with blood glucose levels, and trained to predict blood glucose 

levels in the tested samples. By introducing a thousand ensemble features, the blood 

glucose levels were successfully predicted even under the influences of various activities 

(e.g., alcohol drinking and exercising). The proof-of-concept was demonstrated in a breath 

print analysis using gas chromatography-mass spectrometry and extended to the analysis 

of breath sensing data collected using a chemiresistive sensor array. We achieved a four-
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level classification of blood glucose level with 99.8 % accuracy using the breath sensing 

data collected under uncertain activities. Furthermore, we successfully demonstrated the 

blood glucose spikes monitoring under ambulating conditions, which had not been 

attainable by the conventional single biomarker-based method. This activity-tolerated 

breath sensing opens a novel platform for investigating various human-to-environment 

interactions by collecting various physiological data under daily activities. 

Although many researchers are devoted to realizing the actual application of odor 

sensing to obtain the concept of Big data in chemistry, it still has many challenging issues 

for breath odor analysis development because the development of breath analysis requires 

a multiplicity of technology—for example, analytical chemistry, biology, material science, 

and sensor engineering. Our study shows the impact of various features on activity-

tolerated physiological data in a complex mixture like human breath. Furthermore, it means 

that a diverse character of the sensor is necessary for sensing a wide range of chemical 

information of odor with high quality and low error rate. Therefore, the development of 

new feature extraction and feature analysis methods is an excellent choice to analyze odor 

sense if a variety of sensors is limited. 
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