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a b s t r a c t 

Visual information involving facial identity and expression is crucial for social communication. Although the 

influence of facial features such as spatial frequency (SF) and luminance on face processing in visual areas has 

been studied extensively using grayscale stimuli, the combined effects of other features in this process have not 

been characterized. To determine the combined effects of different SFs and color, we created chromatic stim- 

uli with low, high or no SF components, which bring distinct SF and color information into the ventral stream 

simultaneously. To obtain neural activity data with high spatiotemporal resolution we recorded face-selective 

responses (M170) using magnetoencephalography. We used a permutation test procedure with threshold-free 

cluster enhancement to assess statistical significance while resolving problems related to multiple comparisons 

and arbitrariness found in traditional statistical methods. We found that time windows with statistically signifi- 

cant threshold levels were distributed differently among the stimulus conditions. Face stimuli containing any SF 

components evoked M170 in the fusiform gyrus (FG), whereas a significant emotional effect on M170 was only 

observed with the original images. Low SF faces elicited larger activation of the FG and the inferior occipital 

gyrus than the original images, suggesting an interaction between low and high SF information processing. Inter- 

estingly, chromatic face stimuli without SF first activated color-selective regions and then the FG, indicating that 

facial color was processed according to a hierarchy in the ventral stream. These findings suggest complex effects 

of SFs in the presence of color information, reflected in M170, and unveil the detailed spatiotemporal dynamics 

of face processing in the human brain. 
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. Introduction 

Visual information is a fundamental resource for recognizing the

atural environment, and supports essential non-verbal social com-

unication such as face recognition. Color and spatial frequency

SF)/luminance are low-level features of visual input such as face im-

ges. This information is conveyed to the primary visual cortex (V1)

ia the lateral geniculate nucleus (LGN) and is then processed in par-

llel ( Livingstone and Hubel, 1988 ; Tobimatsu and Celesia, 2006 ). The

1 receives inputs via two main pathways originating in the LGN —the

athway derived from the magnocellular (M) layers of LGN, which sends

oarse SF information, and that from the parvocellular (P) layer, which

ends color and fine SF information ( Livingstone and Hubel, 1988 ).

his structural visual information is then sent to a ventral visual stream

 Merigan and Maunsell, 1993 ), where information related to color as

ell as low and high SF (LSF and HSF, respectively) is integrated. Im-

ortantly, the ventral stream contains specialized brain regions that

rocess distinct aspects of visual images. For example, previous func-

ional magnetic resonance imaging (fMRI) studies have identified V4

 McKeefry and Zeki, 1997 ) and V8 ( Hadjikhani et al., 1998 ) as color-

elective regions. Other ventral areas represent category selectivity.

or instance, regions within the fusiform gyrus (FG) exhibit selec-

ive activation to faces ( Grill-Spector et al., 2018 ; Kanwisher et al.,

997 ; Weiner and Grill-Spector, 2010 ), and a more medially located

egion called the parahippocampal place area (PPA) preferentially re-

ponds to scenes ( Epstein and Kanwisher, 1998 ). Face-selective re-

ions also exhibit a preference for LSF information in visual stim-

li ( Canário et al., 2016 ; Woodhead et al., 2011 ), whereas the PPA

esponds more strongly to HSF information ( Rajimehr et al., 2011 ).

lectrophysiological studies have identified a face-selective component

alled the N170 ( Bentin et al., 1996 ). This and its magnetic coun-

erpart, M170 ( Liu et al., 2000 , 2002 ), are considered to originate

rom the FG ( Deffke et al., 2007 ; Halgren et al., 2000 ; Perry and

ingh, 2014 ; Pourtois et al., 2010 ). SF information has been found to sig-

ificantly affect these components ( Awasthi et al., 2013 ; Goffaux et al.,

003 ; Hsiao et al., 2005 ; Jeantet et al., 2019 ; McFadyen et al., 2017 ;

akashima et al., 2008 ). 

Researchers have developed various visual stimuli to study the influ-

nce of low-level visual features on face processing in the ventral visual

reas. Most previous studies have used grayscale stimuli with isolated

F components ( Awasthi et al., 2013 ; Eger et al., 2004 ; Goffaux et al.,

003 , 2011 ; Hsiao et al., 2005 ; Iidaka et al., 2004 ; Jeantet et al.,

018 , 2019 ; McFadyen et al., 2017 ; Méndez-Bértolo et al., 2016 ;

orrison and Schyns, 2001 ; Nakashima et al., 2008 ; Pourtois et al.,

010 ; Vuilleumier et al., 2003 ), and some researchers further developed

ybrid images containing both LSF and HSF components in different cat-

gories ( Rotshtein et al., 2007 , 2010 ; Winston et al., 2003 ). Chromatic

ace stimuli containing only color information have also been used in

ome face studies ( Cushing et al., 2019 ; Im et al., 2017 ; Nakashima et al.,

008 ). These have no SF information because the luminance values of all

ixels within the stimulus are equal, and therefore, these equiluminant

EQU) chromatic stimuli can input color information to the P pathway

xclusively. However, to the best of our knowledge, face stimuli con-

aining both color and modified SF information have not been created.

hus, the ways in which simultaneously received color and selected SF

nformation affect the responses in the ventral areas remains unknown.

o elucidate this in the present study, we developed a digital image pro-

essing method to enable modulation of SF components in natural and

omplex chromatic pictures while preserving color information, and cre-

ted chromatic stimuli containing LSF or HSF components (chromatic

SF and HSF stimuli) and EQU chromatic stimuli ( Fig. 1 A). Chromatic

SF images are expected to input low SF information to the M pathway

nd color information to the P pathway. In contrast, chromatic HSF im-

ges are expected to simultaneously input high SF and color information

o the P pathway. Hence, using these stimuli in addition to the original
2 
hromatic images, which contain broadband SF (BSF) information, en-

bles concurrent inputting of different SF and color information to the

 and P pathways. 

Characterizing the spatiotemporal dynamics of specific cortical areas

epresents an important but challenging objective. Non-invasive tech-

iques such as MRI, fMRI, and diffusion-weighted imaging have vastly

nriched our understanding of the structure and localized function of the

uman brain ( Amunts et al., 2014 ; Evans et al., 2012 ). However, brain

tlases generated using these techniques are limited in terms of temporal

nformation because of their relatively low temporal resolution. Magne-

oencephalography (MEG) is a functional neuroimaging technique for

etecting magnetic fields produced by electrical currents in the brain

 Baillet, 2017 ; Hämäläinen et al., 1993 ; Tobimatsu and Kakigi, 2016 ).

ecause MEG has an excellent temporal resolution and a spatial resolu-

ion that is nearly equal to that of fMRI when using source reconstruction

ethods, many studies have applied MEG to cognitive brain processes

ith multiple sensory stimuli ( Hari and Puce, 2017 ). However, further

mprovements to MEG data acquisition and analysis methods are needed

o accurately map the detailed spatiotemporal dynamics of distinct brain

reas. 

One issue preventing detailed spatiotemporal mapping of brain activ-

ty is the multiple comparisons problem (MCP). The MCP is an issue that

rises during statistical analysis of electroencephalography (EEG) and

EG data in which repeating a statistical test increases the probability

hat the null hypothesis will be falsely rejected ( Maris, 2012 ). To address

his, MEG researchers frequently adopt nonparametric permutation test

rocedures that involve clustering ( Maris and Oostenveld, 2007 ). Specif-

cally, spatiotemporally adjacent data points are regarded as clusters,

nd statistical significance is calculated for the clusters. However, an

rbitrary threshold for cluster formation must be selected in addition

o the one for significance inference ( Maris and Oostenveld, 2007 ), and

he choice of threshold can greatly affect the analysis results. To ad-

ress this concern, we adopted a recently developed algorithm termed

hreshold-free cluster enhancement (TFCE; Smith and Nichols, 2009 ).

ermutation tests with TFCE can successfully handle the MCP and do

ot require thresholds for initial cluster formation. 

In this study, we systematically investigated the effects of different

ombinations of SF and color on M170 responses. Participants viewed

hromatic images of faces and houses in four SF conditions, presented

n a pseudo-random order during MEG recording. After converting ob-

ained sensor M170 data to source waveforms with fine spatiotemporal

esolution, a nonparametric test procedure with TFCE was applied to the

ource data to map the spatiotemporal modulations of M170 responses.

tatistical inference was carried out in accordance with the standard

wo-way analysis of variance (ANOVA) procedure ( Figs. 2 D and S4).

e had two main research goals. The first was to characterize the spa-

iotemporal dynamics of the human ventral visual areas related to the

rocessing of color and SF of faces, and the second was to map the func-

ional hierarchy within these regions in more detail. 

. Materials and methods 

.1. Participants 

Eighteen healthy adults (9 women, 21–41 years old) with normal

r corrected-to-normal visual acuity participated in this study. We con-

rmed all participants to be right-handed with normal color vision, as

ssessed using the Edingbach Handedness Inventory ( Oldfield, 1971 )

nd Ishihara color plate test (Handaya Co., Ltd., Tokyo, Japan), re-

pectively. Written informed consent was obtained from all participants

rior to commencing the experiment. The present study was carried out

n accordance with the Declaration of Helsinki, and approved by the

thics Committee of the Graduate School of Medical Sciences, Kyushu

niversity. 
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Fig. 1. Visual stimuli. (A) Examples of chromatic BSF, LSF, HSF, and EQU images of faces with neutral and fearful facial expressions and a house. The chromatic 

BSF images contain all of the physical features of the faces and house, and theoretically activate both the magnocellular (M) and parvocellular (P) pathways. The 

chromatic LSF images input low SF information to the M system and color information to the P system. The chromatic HSF images input high SF information and 

color information into the P pathway simultaneously. Because chromatic EQU images have only color information, the P system is activated but the M system is 

silenced. (B) Image processing flow of chromatic spatially-filtered and EQU stimuli. The chromatic LSF, HSF, and EQU stimuli were created from the original BSF 

images via transformation between the RGB and YCbCr color spaces. We used a transformation to the YCbCr color space because it contains luminance and color 

information as independent axes, which allows us to modify the intensity while retaining color information. For the chromatic LSF and HSF stimuli, after BSF images 

were transformed from RGB to YCbCr color space, the luminance dimension (Y axis in YCbCr color space) was spatially filtered using a second-order Butterworth 

filter. After adjustments to the mean luminance, filtered YCbCr images were transformed back to RGB color space. For EQU images, the values of pixels in the 

luminance dimension of YCbCr color space were modified so that all pixel values in the resulting RGB images were in accordance with the mean luminance value 

across the original images. After this adjustment, the YCbCr images were converted back to RGB color space. Abbreviations: BSF, broadband spatial frequency; LSF, 

low spatial frequency; HSF, high spatial frequency; EQU, equiluminant. 
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.2. Visual stimuli 

We used three types of visual images: neutral faces, fearful faces,

nd houses ( Fig. 1 A). Chromatic neutral and fearful face images were

btained from the ATR database (ATR-Promotions Inc., Kyoto, Japan),

nd six house images were obtained from a website that provided free

olor pictures. We also used nine food pictures from the International

ffective Picture System ( Lang et al., 2008 ) as targets in the experimen-

al task. Detailed image information is provided in Table S1. 

We adopted transformation between RGB and YCbCr color space to

djust the mean luminance of images and to create spatially filtered and

QU chromatic stimuli ( Fig. 1 B). YCbCr color space represents images

ccording to a luminance component (Y) and blue- (Cb) and red-color-

ifference components (Cr). Therefore, transformation to the YCbCr

olor space allows us to modify the image luminance intensity inde-

endent of color information retained in the Cb and Cr components.

ach component value in YCbCr color space was calculated using red

R), green (G), and blue (B) values in RGB color space according to the

ollowing equations: 

 = 0 . 299R + 0 . 587G + 0 . 114B , 

b = −0 . 169R − 0 . 332G + 0 . 5B , 

r = 0 . 5R − 0 . 419G − 0 . 081B . 

In contrast, transformation from YCbCr to RGB color space was car-

ied out as follows: 

 = Y + 1 . 402 Cr , 
3 
 = Y − 0 . 714 Cr − 0 . 344 Cb , 

 = Y + 1 . 772 Cb . 

We used the rgb2ycbcr and ycbcr2rgb functions implemented in the

mage Processing Toolbox in Matlab 7.5 (MathWorks Inc., Natick, MA).

For chromatic BSF stimuli, we adjusted the mean luminance val-

es using the RGB-YCbCr transformation. The original chromatic im-

ges of faces, houses, and foods were first cropped into a rectangular

hape (320 × 340 pixels). The cropped images were converted from

GB to YCbCr color space, and the mean pixel values on the lumi-

ance axis (Y component) of the individual images were equalized to

he mean Y-value across all BSF images of faces, houses, and foods

mean Y-value = 105, value range = 16–235; this resulted in a lumi-

ance value of 104 from 256 grayscale levels) using the SHINE toolbox

 Willenbockel et al., 2010 ). The processed YCbCr images were trans-

ormed back to RGB color space, and we used the resultant face and

ouse images as chromatic BSF stimuli and the food images as targets

n a task conducted during MEG recording. 

We also created chromatic LSF and HSF stimuli using the RGB-YCbCr

olor space transformation. Rectangular RGB face and house images

ith margins of 16 pixels on each side were transformed to YCbCr im-

ges, and a two-dimensional second-order Butterworth filter was then

pplied to the luminance axes. We used rectangular images with margins

ecause spatial filtering yielded unnatural higher or lower luminance

alues at the fringe areas of the images. Cut-off values of < 6 cycles

er image (cpi) and > 24 cpi were used for LSF and HSF stimuli, re-

pectively. We adopted the same cut-off values used in previous studies
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Fig. 2. Analytical procedures. (A) Sensor ERF waveforms. We observed face-selective activities (M170) in response to face stimuli in the occipitotemporal sensors 

(black arrow head). (B) Time windows of the M170 and mean ERF waveforms across the MEG sensors. The time windows (left, black squares) and sensors (right, 

magenta circles) were identified by a within-trial ( i.e. pre- vs. post-stimulus) comparison approach combined with a nonparametric permutation test procedure with 

TFCE. The mean peak latencies of the M170 elicited by the neutral face varied depending on the SF condition. We adopted a time window of 137–265 ms (yellow 

shaded area) in the following statistical analysis. (C) Reconstructed source waveforms and regions of interest (ROIs). Sensor waveforms were converted to source 

waveforms at vertices on the brain surface by dSPM (lower section). We analyzed 97 vertices within the ROIs in the subsequent statistical analysis (upper section). 

(D) Schematic workflow of the two-way ANOVA with the permutation test procedure and TFCE. We calculated test statistics for the interaction between stimulus 

category and SF, and simple effects at each factor level in the individual data points using a repeated-measures two-way ANOVA and subsequent one-way ANOVA, 

respectively. We resolved the MCP in each processing step and assessed statistical significance via a nonparametric permutation test procedure with TFCE. The 

significant data points formed spatiotemporal clusters of the interaction (blue) and simple effects (red). Finally, post hoc comparisons were carried out using the 

Wilcoxon signed-rank test. Abbreviations: ERF, event-related magnetic fields; MCP, multiple comparisons problem; TFCE, threshold-free cluster enhancement; dSPM, 

dynamic statistical parametric mapping; FG, fusiform gyrus; IOG, inferior occipital gyrus; ANOVA, analysis of variance; SF, spatial frequency. 
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 McFadyen et al., 2017 ; Méndez-Bértolo et al., 2016 ; Vuilleumier et al.,

003 ). After spatial filtering, we rescaled the range of luminance values

n the areas without margins. This process is important because values

utside this range would be converted to the highest or lowest values,

aking the resultant images look unnatural. The luminance values in

CbCr color space range from 16–235, unlike common grayscale, which

as value range of 0–255. Therefore, we rescaled the luminance value

istributions within the areas without margins by normalizing them in

 range from 0–219 and subsequently adding a value of 16 to all pixels.

fter rescaling, the mean luminance values (excluding the margin area)

ere adjusted to the mean luminance values among the BSF and tar-

et stimuli using the SHINE toolbox. Finally, these YCbCr images were
4 
onverted back to RGB color space, and the margin pixels were cropped

ut. 

For images with a spatially-filtered SF distribution, visual angle

s an important factor in addition to the filter cut-off values because

t strongly affects whether the filtered images properly stimulate the

arget visual pathway. As previously discussed ( Canário et al., 2016 ;

otshtein et al., 2007 , 2010 ), psychophysical evidence has indicated

hat the threshold of 1.5 cycles per degree of visual angle (cpd) may

e helpful in determining which of the M and P systems is predomi-

antly activated ( Skottun, 2000 ). In the present study, visual stimuli

ere presented in the participants’ central visual field with visual an-

les of 6.66° × 7.07°, which resulted in cut-off values of 0.90 × 0.85 cpd
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or chromatic LSF stimuli and 3.60 × 3.39 cpd for chromatic HSF stimuli.

herefore, we assumed that our spatial filtering and stimulus presenta-

ion settings would remove almost all of the undesirable SF components

f the images that would activate the non-target pathway and retain the

omponents that would preferentially activate the target pathway (Fig.

1). 

Similarly, EQU chromatic stimuli were created using the RGB-YCbCr

olor space transformation ( Fig. 1 B). The stimuli contained color infor-

ation, but no specific SF information (only zero-frequency component)

ecause all pixels had the same luminance value. We made the images

y changing the pixel values in the luminance dimension so that all

ixel values in the resultant RGB images corresponded to the mean lu-

inance value among the chromatic BSF and target stimuli. We used

he following iterative procedure: 

i) Chromatic BSF images were converted to YCbCr color space. 

ii) All pixel values in the luminance axis were equalized to the mean

luminance value among the BSF and target stimuli in YCbCr color

space. Information regarding the equalized pixel values in the lumi-

nance dimension was retained as template data. 

ii) The YCbCr images with modulated luminance axes were transformed

back to RGB color space. We tested whether all pixel values were

equal to the mean luminance value in the RGB color space by con-

verting from RGB to grayscale images using the rgb2gray function in

the Image Processing Toolbox. 

v) If we identified pixels with luminance values that were not equal to

the mean RGB luminance value, we weighted the luminance values

of the corresponding pixels in the template data. 

v) The luminance components of the YCbCr images were exchanged

for the weighted template. The modulated YCbCr images were then

converted back to RGB color space and checked. 

i) Processes (iv) and (v) were repeated until all of the pixel values were

equal to the mean luminance value in the obtained RGB images. 

Rather than simply replacing the luminance axis values to a target

alue, we adopted this iterative process because some pixels in the resul-

ant RGB images had slightly different values from the target mean lu-

inance value. This was likely due to the temporal conversion between

nteger and floating-point data used in our script, which was required

or precise computation. For the majority of images used in the present

tudy, the process converged after the second round of the iterative pro-

edure. 

The two-dimensional amplitude spectra for each SF stimulus condi-

ion are provided in Supplementary Materials (Supplementary Texts and

igs. S2 and S3). 

.3. Experimental design and procedure 

During MEG recording, visual stimuli were presented for 300 ms on

 32-inch LCD monitor (Display ++ ; Cambridge Research Systems Ltd.,

ochester, UK) with a refresh rate of 120 Hz. The monitor was cali-

rated prior to the experiment and positioned 2.5 m from the partici-

ants. Stimuli were presented in pseudo-random order such that identi-

al individual images with the same SF components were not presented

n succession. This was because a previous fMRI study reported that

he aforementioned repetitive presentation strongly suppressed activity

n face-selective areas ( Eger et al., 2004 ). The target food stimuli were

resented for 300 ms in random order, and successive presentation was

ermitted. The inter-stimulus interval (ISI) varied randomly from 900

o 1100 ms, and a white cross (visual angle of 1°) was presented on the

onitor during the ISI. In each block, individual neutral faces, fearful

aces, and houses were presented once in each SF condition (72 indi-

idual stimuli in total), and the target was presented 24 times. One run

onsisted of two blocks with a brief rest interval of 8 s, and the tar-

et was displayed on the monitor for 6 s at the beginning of each run.

argets were identical through individual runs but not across runs. Par-

icipants were instructed to fixate on the cross, and to press the left or
5 
ight button on a computer mouse using their right or left index fin-

er, respectively, as quickly as possible when the target was presented.

hey were told prior to the trial block which button and index finger to

se. The order of response sides was counterbalanced across subjects:

ine participants (four men and five women) pressed the right button

sing their right index finger in the first block in each run, whereas the

ther participants pressed the left button using their left index finger in

he first block. The response side alternated in each block. We carried

ut nine runs with rest periods between each run. Before the main MEG

ecording, we recorded magnetic field fluctuations in an empty room for

 min. Then, we recorded neuromagnetic activities during a rest period

n which the participants were asked to engage in gaze fixation for 3

in ( “participant noise ”). Following this, we conducted a short practice

ession to train the participants on the experimental task. The experi-

ental flow and stimulus presentation were controlled using PsychoPy

 Peirce, 2007 ; Peirce et al., 2019 ). 

.4. Data recording 

Electromagnetic responses were recorded using a 306-channel

hole-head MEG system (Neuromag; Elekta Ltd., Helsinki, Finland). All

ecordings were conducted in a dim magnetically shielded room with

he participant sitting in an upright position. The sampling frequency

as 1000 Hz, and the signals were filtered using an online 0.03–330

z band-pass filter. Before recording, four head position indicator (HPI)

oils were attached to the participant’s scalp. Then, three anatomical

andmarks (nasion and bilateral preauricular points), HPI coil positions,

nd at least 200 head surface locations were measured using a 3D digi-

izer (Fastrak; Polhemus, Colchester, VT, USA). HPI measurements were

onducted at the beginning of the participant noise recording and the

ndividual main recording sessions, and participants were instructed to

aintain their head position during these recordings. Electrooculogra-

hy was also recorded using electrodes placed above and below the left

ye and on the bilateral outer canthuses. MRI structural images were

btained using 3T MRI scanners: a MAGNETOM Spectra (Siemens, Er-

angen, Germany) for three participants and an Achieva 3.0T TX (Philips

.V., Eindhoven, the Netherlands) for the others. 

.5. Sensor data processing 

We used MNE-Python software ( Gramfort et al., 2013 ; Jas et al.,

018 ) for the majority of the subsequent data processing. First, over-

ampled temporal projection (OTP) ( Larson and Taulu, 2018 ) using this

oftware and spatiotemporal signal space separation (tSSS) ( Taulu and

imola, 2006 ) using Elekta MaxFilter software were conducted for the

ensor data. We also used the MaxMove function in the tSSS process,

nd the head positions in the MEG data were converted to those in the

articipant noise recording. After applying a 1–200 Hz zero-phase finite

mpulse response band-pass filter and a 60 Hz notch filter to the pro-

essed data, we used independent component analysis (ICA) to remove

rtifact components such as blinks and cardiac activity. The denoised

ata were segmented into 1.5 s epochs (750 ms before and after stimuli

nset), and ICA was again applied to remove rectangular-wave-shape

omponents, which are considered to be artifacts derived from the pres-

nce of the monitor. We defined the following three types of trials as

hose in which the behavior did not conform to the expectations of the

ask (erroneous trials): (i) target trials where subjects used the wrong

nger to press the button, (ii) target trials without a button press, and

iii) stimulus trials with a button press. After excluding them, the re-

aining trials were visually inspected, and noisy ones were excluded.

e randomly extracted 100 trials from the residual trials for each of

2 stimulus categories × SF combinational conditions and conducted

aseline correction using mean values from the pre-stimulus onset in-

erval ( − 100 to 0 ms). Finally, sensor event-related magnetic field (ERF)

aveforms were obtained by averaging across trials ( Fig. 2 A). Partici-
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t  
ant noise data were also processed by OTP, tSSS, band-pass and notch

lters, and then ICA. 

.6. Reconstructing source waveforms 

T1-weighted MRI structural images were processed using FreeSurfer

 Fischl, 2012 ). We used MNE-C software ( Gramfort et al., 2014 ) to cal-

ulate head models via the boundary element method (BEM) and to

onduct MEG-MRI co-registration. We computed forward solutions us-

ng the three-shell BEM model ( Stenroos et al., 2014 ). Using dynamic

tatistical parametric mapping (dSPM; depth weight: 0.8, loose orien-

ation constraint: 0.2, signal-to-noise ratio: 3) ( Dale et al., 2000 ), we

econstructed source waveforms in three orientations at each vertex on

he cortical surface from sensor ERFs, and then combined them by tak-

ng the norms. Noise covariance data were obtained from the partici-

ant noise data using the shrunk covariance estimator ( Engemann and

ramfort, 2015 ) with rank estimation and reduction. For group analysis,

ndividual cortical surfaces were morphed to a standard surface model

rovided by FreeSurfer (fsaverage, derived from the MNI-305 template

rain). We adopted the 6th order octahedron model of fsaverage (4098

ertices per hemisphere with 4.9 mm spacing) to reduce computational

oad. Although source estimation was performed with a whole brain

odel, we used source waveform data from the right hemisphere only in

he group-level statistical analysis because we observed a clearer M170

n the right occipitotemporal sensors when defining the M170 time win-

ow. We further selected five region labels in the parcellation atlas of

he Human Connectome Project (HCP-MMP1.0) ( Glasser et al., 2016 ) as

egions of interest (ROIs; Fig. 2 C). In addition to labels for the lateral FG

labeled as “FFC ” in the reference ( Glasser et al., 2016 )) and medial FG

 “VVC ”), we focused on the inferior occipital gyrus (IOG; “PIT ”) because

ome studies ( Henson et al., 2009 ; Itier et al., 2006 ; Jacques et al., 2019 ;

ossion et al., 2003 ) have indicated that this region contributes to the

eneration of N170/M170. Labels for V4 and V8 were also included. We

nalyzed a total of 97 vertices within these ROIs without averaging the

aveforms across vertices. 

.7. Permutation test procedure with TFCE 

We adopted a nonparametric permutation test procedure with TFCE

o avoid arbitrary thresholding for cluster formation. Test statistics ( t

r F values) at each data point were first calculated, and TFCE (start-

ng threshold: 0, step size: 0.2, height weighting parameter: 2, extent

eighting parameter: 0.5) was then applied. The TFCE algorithm cal-

ulated weighted test statistics (TFCE scores) for individual data points

ased on the initial test statistics ( Smith and Nichols, 2009 ), and re-

ained the maximum score value. This process was repeated 1000 times

ith random shuffling of the condition labels, and the obtained max-

mum values composed a permutation null distribution. Finally, TFCE

cores at all data points based on the original datasets were compared

ith the null distribution, and corresponding p values were calculated.

his comparison with the null distribution composed of maximum TFCE

cores in each permutation has been shown to enable resolution of the

CP ( Smith and Nichols, 2009 ). Consequently, individual time points

nd sensors or vertices have their own TFCE scores and corresponding

 values. 

.8. Defining the time window of the M170 component 

Prior to statistical analyses of the MEG source data, we determined

he temporal data range for the M170 responses. To achieve this, we

sed sensor ERF data of neutral face condition and a within-trial com-

arisons approach ( Maris and Oostenveld, 2007 ) combined with the

ermutation test procedure with TFCE. We selected neutral face data

ecause we expected it to reflect pure neural responses to faces with-

ut additional factors such as emotion. Pre- ( − 350 to 0 ms) and post-

timulus onset data (0 to 350 ms) were compared using a two-tailed
6 
aired t test ( Maris and Oostenveld, 2007 ), and TFCE scores and corre-

ponding p values were calculated using the aforementioned test pro-

edure. Data points with p values that corresponded to the smallest

hreshold (that is, p = 0.001) were used to specify the narrow time win-

ow. We repeated the assessment for each SF condition for the neutral

ace and focused on the right occipitotemporal sensors commonly found

cross all SF conditions. We then determined the continuous time points

round the negative peaks in the sensors as individual time windows

uring which the M170 emerged in each SF condition. We focused on oc-

ipitotemporal sensors and negative deflections because previous stud-

es have found N170/M170 components in the occipitotemporal area

 Bentin et al., 1996 ; Deffke et al., 2007 ; Goffaux et al., 2003 ; Hsiao et al.,

005 ; Jeantet et al., 2019 ; Liu et al., 2000 , 2002 ; Nakashima et al.,

008 ; Prieto et al., 2011 ), and the M170 has been observed as an ERF

omponent with a negative amplitude in Neuromag gradiometer data

 Hsiao et al., 2005 ; McFadyen et al., 2017 ; Prieto et al., 2011 ). Finally,

e determined the time range including all time windows in the four

F conditions as the general M170 time window ( Fig. 2 B yellow shaded

rea). 

.9. Statistical analysis of source data 

Spatiotemporal differences among the stimulus conditions in the

ource data were first assessed via a repeated-measures two-way

NOVA. If a significant interaction was observed, a one-way ANOVA

as carried out. These ANOVA processes were conducted with the

bovementioned test procedure with TFCE, and the statistical signifi-

ance level was set at p < 0.05. For the two-way ANOVA processing,

e first obtained F statistics for the main effects of category type (neu-

ral face, fearful face, and house) and SF condition (BSF, LSF, HSF, and

QU), and their interaction for each data point. Then, we calculated

ull distributions, TFCE scores, and corresponding p values. Subsequent

ne-way ANOVAs for simple effects at each category or SF level were

onducted for the data points that showed significant interactions (blue

rea in Figs. 2 D and S4). This processing enabled us to identify spa-

iotemporal clusters of data points that indicated significant simple ef-

ects (red area in Fig. 2 D; see also Fig. S4). Given that MEG signals

re considered to originate in spatiotemporally summated postsynap-

ic potentials ( Baillet, 2017 ; Hämäläinen et al., 1993 ), which last for

ore than 10 ms, it is reasonable to consider source activities lasting

nly a few milliseconds or isolated vertices to be unnatural. Therefore,

e analyzed only significant clusters that lasted more than 10 ms, and

xcluded isolated vertices. Finally, we conducted post hoc paired com-

arisons via the Wilcoxon signed-rank test for each simple effect using

ean values within their significant clusters, and the multiple compar-

sons were corrected by controlling the false discovery rate (FDR) using

he Benjamini–Hochberg procedure ( Benjamini and Hochberg, 1995 ).

he significance level was set to an FDR-corrected p value of 0.05. 

Apart from the ANOVA approaches, we assessed source neuromag-

etic activities elicited by the EQU stimuli. We used a within-trial com-

arison analysis together with the above-mentioned test procedure to es-

ablish the detailed spatiotemporal dynamics after stimulus onset within

OIs. We compared source data points in the 300 ms post-stimulus on-

et period with those in the 300 ms pre-stimulus baseline period using

aired t tests. We assessed the statistical significance using the same

ethod employed when defining the M170 time window. We adopted

 rigorous significance level of 0.005 because we expected that a large

umber of data points would have relatively smaller p values due to the

ow amplitude and small variance of the pre-stimulus onset data. 

. Results 

.1. Task performance of participants 

We calculated the rate of erroneous trials for all trials (error rate) and

he time interval from target onset to the button press (reaction time)
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Table 1 

Results of post hoc paired comparisons for the effect of category in 

the BSF condition. Multiple comparisons were corrected by control- 

ling the FDR. The significant simple effect clusters in the BSF con- 

dition had significantly higher values in the face conditions than in 

the house condition, indicating that the M170 is face-selective. The 

results in the medial FG further indicated the emotional effect of 

fear on the M170. The time windows in which vertices in each ROI 

showed significant simple effects are given in Table S3. The results 

from the LSF and HSF conditions are listed in Table S5. Note that 

we did not analyze single isolated vertices. Abbreviations: LatFG, 

lateral FG; MedFG, medial FG; IOG, inferior occipital gyrus; BSF, 

broadband spatial frequency; LSF, low spatial frequency; HSF, high 

spatial frequency. ∗ p < 0.05, ∗ ∗ p < 0.01, ∗ ∗ ∗ p < 0.001. 

Region Compared pair T statistic FDR-corrected p value 

BSF (151–183 ms) 

Entire Neutral vs. Fearful 51 0.133 

Neutral vs. House 5 < 0.001 ∗ ∗ ∗ 

Fearful vs. House 1 < 0.001 ∗ ∗ ∗ 

LatFG Neutral vs. Fearful 69 0.472 

Neutral vs. House 2 < 0.001 ∗ ∗ ∗ 

Fearful vs. House 3 < 0.001 ∗ ∗ ∗ 

MedFG Neutral vs. Fearful 35 0.028 ∗ 

Neutral vs. House 13 0.002 ∗ ∗ 

Fearful vs. House 1 < 0.001 ∗ ∗ ∗ 
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or each participant after the erroneous trials were extracted. The mean

rror rate and standard deviation (SD) across participants was 1.34 ±
.54%, and the mean reaction time and SD across participants was 447.7

 45.4 ms. The low error rate and fast reaction time verified that the

articipants performed the task with a high level of wakefulness. 

.2. Determining the temporal data range 

We observed statistically significant differences in the negative de-

ections (M170 responses) compared with the baseline for the neutral

ace stimuli in all SF conditions (BSF: TFCE scores = 76.11–103.00, LSF:

FCE scores = 68.92–88.12, HSF: TFCE scores = 87.97–90.42, EQU:

FCE scores = 82.38–86.68, all p = 0.001; Fig. 2 B). These differences

ere driven by different clusters of the right occipitotemporal sensors,

cross which 11 gradiometers at 10 sensor positions were typically in-

luded (Fig. S5A). Based on the time windows identified in each SF con-

ition (BSF: 137–213 ms, LSF: 137–208 ms, HSF: 177–221 ms, EQU:

99–265 ms), we defined the time period from 137–265 ms as the time

indow for the M170 component (yellow shaded area in Fig. 2 B). Thus,

he time range of the source data was restricted to this M170 time win-

ow. 

.3. Main effects of category and SF, and their interaction 

Using the two-way ANOVA approach combined with the permuta-

ion test procedure and TFCE, we found a significant main effect of cat-

gory, which corresponded to two independent clusters exhibiting dis-

inct spatiotemporal profiles. The first cluster was observed in the lateral

nd medial FG at 158–206 ms (TFCE scores = 60.65–92.90, p = 0.005–

.049), whereas at 204–265 ms, the second one first appeared in the IOG

nd V4, and then extended over all ROIs (TFCE scores = 60.80–108.59,

 = 0.002–0.049). We also observed a significant cluster compatible with

he main effect of SF (TFCE scores = 49.96–128.41, p = 0.001–0.042),

hich was distributed over all ROIs throughout the M170 time window.

urthermore, there was a significant interaction between the category

nd SF (TFCE scores = 39.77–95.07, p = 0.001–0.027). This was driven

y the spatiotemporal cluster consisting of a large number of data points

 Fig. 2 D). 

.4. Face-selectivity of M170 in the FG in each SF condition 

The subsequent one-way ANOVA with the permutation test proce-

ure and TFCE identified a significant difference between the category

ypes in the BSF condition. This difference was driven by spatiotempo-

ally distinct clusters (Table S2). Fig. 3 A shows vertices included in one

f the significant clusters, which was distributed over the lateral and

edial FG from 151–183 ms (TFCE scores = 39.77–88.13, p = 0.001–

.027), and source waveforms at a representative vertex in the cluster.

he included vertices vary depending on the time point (Fig. S6). Subse-

uent post hoc comparison using mean values within the cluster revealed

ignificant differences between the face and house stimuli, with higher

mplitudes for the face stimuli ( Fig. 3 B and Table 1 ). This indicates that

he M170 component exhibits face-selectivity. 

The one-way ANOVA also identified significant differences between

he category types in the LSF and HSF conditions, with these differences

riven by several spatiotemporal clusters within the significant interac-

ion cluster (Table S2). Significant clusters with face-selectivity ranging

ver the lateral and medial FG were found in both SF conditions, but

heir time windows and included vertices were different (Table S5). A

ignificant simple effect of category type was also observed in the IOG,

nd post hoc comparisons confirmed the presence of face-selectivity in

hese SF conditions (Table S5). Conversely, there was no significant dif-

erence in the EQU condition (TFCE scores = 0–36.22, p ≥ 0.077). 
7 
.5. Emotional effect in the FG in the chromatic BSF condition 

We conducted separate post hoc comparisons for the subclusters in

ndividual ROIs to evaluate regional differences in the simple effects.

egarding the significant spatiotemporal cluster in the BSF condition at

51–183 ms, our analysis demonstrated that the spatiotemporal subclus-

ers in both the lateral and medial FG showed face-selectivity, whereas

nly the subcluster in the medial FG showed significant differences be-

ween neutral and fearful faces ( Fig. 3 E and Table 1 ). This suggests that

earful emotion can influence the M170. In contrast, our analysis re-

ealed no effect of emotion on the subclusters in the face-selective clus-

ers in both the LSF and HSF conditions (Table S5). 

.6. Differential effects of SF on the ventral visual areas 

One-way ANOVA identified a significant difference between the

F levels in the neutral face condition. This corresponded to a spa-

iotemporal cluster at 137–215 ms, which ranged across all ROIs (TFCE

cores = 39.77–89.10, p = 0.001–0.027; Fig. 4 A). Post hoc comparisons

sing mean values within the cluster revealed that the chromatic EQU

timuli elicited significantly smaller M170 responses compared with the

ther stimuli ( Fig. 4 B upper left and Table S6). Paired comparisons for

ubclusters in the lateral and medial FG further showed a significant dif-

erence between the chromatic BSF and LSF conditions ( Fig. 4 B upper

iddle and right), indicating that the LSF stimuli activated the FG sig-

ificantly more than the BSF stimuli (Table S6). The IOG also showed a

ignificantly larger response to the LSF and HSF stimuli compared with

he BSF stimuli ( Fig. 4 B lower left and Table S6). V4 exhibited the same

ifferences as those of the whole cluster, while no significant differ-

nces were found in V8 ( Fig. 4 B lower middle and right, and Table S6).

omparing data from the fearful face condition produced similar results

Table S6). 

The time windows in which we observed significant spatiotemporal

lusters corresponding to each simple effect are summarized in Fig. 5 ,

nd the effects revealed by post hoc comparisons are indicated by the

olors of the rectangles. Distinct effects were found in different time

indows, and the ranges of the time windows showing the same effects

aried depending on the condition. The regions over which the signifi-

ant spatiotemporal clusters extended were also unique (Tables S3 and

4). 
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Fig. 3. Face-selectivity and emotional processing in the fusiform gyrus. (A) Significant spatiotemporal cluster for the effect of category in the BSF condition at 

151–183 ms. The spatial extent of the cluster is indicated by a black line (left). The significant vertices (yellow spheres) were located in the lateral and medial 

FG (depicted by pink and cyan lines). Source waveforms at a representative vertex in the lateral FG (marked by a red circle in the left figure) are shown (right). 

The vertical line at 0 ms indicates stimulus onset. Black squares under the waveforms indicate the time windows in which we observed significant clusters for the 

simple effect of category by one-way ANOVA (upper) and significant clusters of the interaction by two-way ANOVA (lower). Both ANOVAs were performed using 

the permutation test procedure with TFCE. (B) Half-violin plots of mean dSPM values within a significant spatiotemporal cluster at 151–183 ms (red rectangle in A, 

right). Small circles on the left side indicate individual mean amplitudes within the cluster, and their distributions are depicted on the right side. White circles in the 

distributions indicate mean amplitudes across participants, and error bars represent 95% confidence intervals, which were estimated via a bootstrapping procedure 

with 5000 iterations. Face stimuli elicited components with larger amplitudes compared with house stimuli, indicating face-selectivity of the M170. (C) Spatial 

distributions of the mean dSPM values across participants and time points within the significant cluster at 151–183 ms for neutral (left) and fearful (middle) faces, 

and house images (right). The colored bar represents the magnitudes of the values. (D) Spatial distribution of the mean dSPM value differences between neutral and 

fearful face conditions. The colored bar represents the magnitude of the value difference, and larger values indicate that the region was activated more strongly in 

the fearful face condition. (E) Half-violin plots of mean dSPM values within subclusters in the lateral (left) and medial FG (right) at 151–183 ms. Fearful face stimuli 

elicited larger responses compared with neutral face stimuli within the significant cluster in the medial FG. Abbreviations: LatFG, lateral FG; MedFG, medial FG in 

this and Fig. 4 . ∗ p < 0.05, ∗ ∗ p < 0.01, ∗ ∗ ∗ p < 0.001. 

8 
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Fig. 4. Differential SF effects on each ROI. (A) Significant spatiotemporal cluster for the SF effect in the neutral face condition. Figures were made as in Fig. 3 A. 

Note that the shading around the waveforms in the right figure represent 95% confidence intervals obtained via a bootstrapping procedure with 5000 iterations. The 

significant cluster ranged over all ROIs at 137–215 ms. (B) Mean dSPM values in the whole cluster at 137–215 ms (upper left) showed significant differences among 

EQU and the three SF conditions. The lateral (upper middle) and medial FG (upper right) also exhibited larger responses in the LSF than in the BSF condition. In 

addition, the HSF stimuli elicited a larger amplitude than the BSF stimuli in the IOG (lower left). V4 (lower middle) showed the same trend as that observed in the 

whole cluster, whereas no significant differences were observed for V8 (lower right). Figures were made as in Fig. 3 B. ∗ p < 0.05, ∗ ∗ p < 0.01, ∗ ∗ ∗ p < 0.001. 
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.7. Sequential processing of facial color information 

Using the within-trial comparison approach together with the per-

utation test procedure with TFCE, we observed a significant activa-

ion above baseline elicited by the EQU neutral face stimuli. A signifi-

ant cluster started at approximately 130 ms after stimulus onset (TFCE

cores = 75.85–129.81, p = 0.001–0.004), within which activations were

rst observed around V4 and V8, followed by in FG ( Fig. 6 ). We found

 similar pattern in the fearful face condition, while the house stimuli

eemed to elicit a different spatial distribution in the later time window

Fig. S7). 

. Discussion 

Color and SF information from faces is conveyed via the M and P

athways and processed differently in the ventral visual stream. How-
9 
ver, the ways in which color and SF information modulate neural activ-

ties in the human visual areas is largely unknown. In the present study,

e manipulated broadband colored images of faces to create chromatic

ersions with different SF distributions but an equivalent mean lumi-

ance. To evaluate statistical significance with less arbitrariness, we

dopted a statistical approach in which we combined a standard two-

ay ANOVA with a permutation test with TFCE. Our findings from the

ource-level analysis can be summarized as follows: In the BSF condi-

ion, M170 responses showed face-selectivity in the FG, and the M170 in

he medial FG responded to fearful emotion. Although we also observed

ace-selectivity of the M170 in the FG and IOG in the LSF and HSF con-

itions, no emotional effect on M170 was observed. LSF face stimuli

voked a larger M170 response than BSF stimuli in the FG, while LSF

nd HSF stimuli elicited stronger IOG activation compared with BSF and

QU face stimuli. The smallest M170 amplitude was found in the EQU

ondition, with no significant differences among the category levels, al-
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Fig. 5. Temporal profiles of significant spatiotemporal clusters of simple effects. Time windows of significant spatiotemporal clusters of simple effects are depicted 

by colored rectangles, and the colors indicate significant effects identified by post hoc paired comparisons. Vertical dashed lines represent the lower and upper limits 

of the M170 time window (137–265 ms). Some significant clusters were temporally overlapped, but spatially separated. Face-selectivity was found in the chromatic 

BSF, LSF, and HSF conditions but not in the EQU condition. Neutral and fearful face stimuli elicited similar neuromagnetic responses, whereas house stimuli elicited 

distinct SF effects. 

Fig. 6. Unique spatiotemporal profiles elicited by EQU face 

stimuli. Upper figures represent spatial distributions of mean 

dSPM values across participants in the EQU neutral face con- 

dition at 165 (left) and 224 ms (right). The colored bar repre- 

sents the magnitudes of the mean values, and the black lines 

indicate the outer edges of clusters within ROIs. The peak of 

cortical activation at the early time point was located in V4 

and V8, whereas the peak at the late time point was found in 

the lateral FG. Lower figures show source waveforms at rep- 

resentative vertices (black spheres in upper plots), and arrow- 

heads indicate the time points at which the respective upper 

plots were obtained. The vertical line at 0 ms indicates the 

stimulus onset, and the shaded area around the waveforms 

represents 95% confidence intervals estimated via a boot- 

strapping procedure with 5000 iterations. The black shaded 

areas below the waveforms indicates the time windows in 

which amplitudes were significantly different from those in 

the pre-stimulus onset baseline period. 
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hough a within-trial analysis revealed significant sequential activation

f color-responsive regions and the FG. 

.1. Face-selectivity of the FG 

The FG is considered to be the center of face perception ( Haxby et al.,

000 ), and the M170 is thought to reflect FG activity ( Deffke et al.,

007 ; Halgren et al., 2000 ; Perry and Singh, 2014 ; Pourtois et al.,

010 ). In accordance with this concept, we found that the M170 re-

ponses to face stimuli were significantly larger than those to house

timuli in the FG in all chromatic SF conditions, which indicates that

he M170 has face-selectivity. In contrast, EQU chromatic stimuli,

hich have no specific SF components, did not elicit significantly dif-

erent activation across categories. All three stimuli types contain SF

omponents, and thus it is likely that the selective reactivity of the
10 
G to faces is mainly derived from SF components. This interpreta-

ion is also supported by the results of numerous previous studies

 Awasthi et al., 2013 ; Bentin et al., 1996 ; Deffke et al., 2007 ; Fan et al.,

020 ; Goffaux et al., 2003 ; Hsiao et al., 2005 ; Jeantet et al., 2019 ;

iu et al., 2000 , 2002 ; McFadyen et al., 2017 ; Nakashima et al., 2008 ;

erry and Singh, 2014 ; Pourtois et al., 2010 ) that showed that grayscale

ace images elicited face-specific N170/M170 responses from the human

rain. 

.2. Emotional processing in the medial FG 

We found that chromatic BSF stimuli of fearful faces elicited a larger

170 response in the medial FG than those of neutral faces. It is well

nown that the amygdala, a subcortical structure located at the depth

f the anterior temporal lobe, processes fearful emotion information
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 Adolphs, 2002 ; LeDoux, 2000 ). Indeed, it is considered to be a node

f the “extended system ” of face processing ( Haxby et al., 2000 ). MRI

ractography studies have reported the existence of a white matter path-

ay linking the amygdala and FG ( Rizzo et al., 2018 ; Smith et al., 2009 ),

nd a recent study using depth electrodes showed that the human amyg-

ala responded to grayscale BSF and LSF fearful face stimuli faster than

he FG ( Méndez-Bértolo et al., 2016 ). Therefore, it is possible that the

mygdala received and processed fear information from faces earlier

han the FG and sent these signals to the FG via the white matter path-

ay, resulting in modified M170 responses in the FG. In addition, the

revious findings that BSF and LSF stimuli elicited amygdala responses

ndicates that the M pathway projects to the amygdala from the retina

 Méndez-Bértolo et al., 2016 ; Vuilleumier et al., 2003 ). Therefore, our

nding that HSF fearful face stimuli did not elicit an emotional effect

n M170 in the FG is consistent with previous work, and provides in-

irect support for the lack of amygdala contribution to the M170 when

rocessing HSF stimuli. 

We expected that the chromatic LSF fearful face stimuli, which was

he preferred stimuli for the M system, could elicit large response in

he FG as well ( Méndez-Bértolo et al., 2016 ; Vuilleumier et al., 2003 ;

inston et al., 2003 ). However, we did not find such an effect in the

SF condition. Based on the observation that both the neutral and fear-

ul faces in the LSF condition produced the largest mean values (Table

4), we speculate that the ceiling effect may have occurred in the FG.

amely, FG neurons may have been almost fully activated by the LSF

timuli. Consequently, additional processing of fear information from

he amygdala in the FG may have been restricted by limited neuronal

esources, leading to only slight modulation of M170 responses. 

.3. SF effect on the FG 

The chromatic LSF face stimuli elicited larger M170 responses in

he FG than the BSF stimuli. This result was unexpected because it

eant that stimuli lacking physical features (HSF components) elicited

arger FG activation than the original stimuli, which had intact SF

istributions. Although previous fMRI studies have shown that the

G preferentially responds to LSF components ( Canário et al., 2016 ;

oodhead et al., 2011 ), electrophysiological studies using grayscale

SF stimuli have been inconsistent regarding the magnitude of elicited

170/M170 amplitudes ( Awasthi et al., 2013 ; Goffaux et al., 2003 ;

siao et al., 2005 ; Jeantet et al., 2019 ; McFadyen et al., 2017 ;

akashima et al., 2008 ; Pourtois et al., 2010 ). To explain our unex-

ected results, we would like to introduce the following assumption:

here exists an interaction between the M and P pathways during the

rocessing of SF information in the FG. A previous study reported the

otential existence of inhibitory interactions between the processes of

ifferent SF components in the neighboring PPA ( Rajimehr et al., 2011 ).

ssuming that the above-mentioned prerequisite is plausible, the inter-

ction might disappear in the chromatic LSF face condition due to the

ack of HSF components. This could have a disinhibition-like effect on

SF information processing, resulting in an increase in M170 responses

n the FG to chromatic LSF stimuli. Interestingly, we found no signifi-

ant differences between M170 amplitudes in the FG induced by chro-

atic HSF vs. BSF stimuli. Given that the FG has a response preference

o LSF information ( Canário et al., 2016 ; Woodhead et al., 2011 ), this

isinhibition-like effect could be larger in the chromatic LSF than the

SF condition in the FG. To verify this assumption, further investiga-

ion is necessary. 

.4. Face-selectivity with the SF effect in the IOG 

We found that, compared with house stimuli, chromatic LSF and

SF face stimuli evoked significant activation of the IOG (Table S5).

he IOG contains a face-selective region called the occipital face area

OFA) ( Gauthier et al., 2000 ) and is considered to process the local

tructural features of faces such as the mouth and eye ( Liu et al.,
11 
010 ; Pitcher et al., 2007 ). Previous studies have proposed a hierar-

hical model in which the IOG/OFA constitutes the “core system ” of

he face processing network where this region sends information about

ocal face features to higher areas such as the FG ( Haxby et al., 2000 ;

itcher et al., 2011 ). Consistent with these notions, our results suggest

hat the IOG is face-selective. Moreover, in concordance with previous

tudies ( Henson et al., 2009 ; Itier et al., 2006 ; Jacques et al., 2019 ;

ossion et al., 2003 ), our data indicate that the IOG contributes to the

eneration of M170 responses, because activation was observed in the

170 time window defined by the sensor ERF data. 

To date, the relationship between SF face information and the face-

electivity of the IOG/OFA has not been well established. Several fMRI

tudies have suggested that these regions show preferential responses

o HSF information in faces. For instance, Goffaux et al. reported that

SF face stimuli evoked larger activation of the OFA than HSF non-face

ontrol stimuli, while LSF face stimuli did not produce such activation

 Goffaux et al., 2011 ). Further, using an adaptation paradigm, Rotshtein

t al. found that the IOG strongly responded to the repetitive presenta-

ion of HSF face information ( Rotshtein et al., 2007 ). In the present

tudy, we observed significant face-selective IOG responses in both the

SF and HSF conditions. Our HSF data are in agreement with those of

revious reports, but those regarding the LSF condition are not. This is

robably because our LSF stimuli contained color information, which

ctivated both the M and P pathways. Therefore, the increased IOG ac-

ivity in the LSF condition could indicate that the IOG receives visual

nformation from both pathways and that color information is important

or face processing in the IOG. 

By contrast, we did not observe face-selectivity of the IOG in the BSF

ondition. This may be related to our observation that the BSF and HSF

ouse stimuli elicited larger neuromagnetic responses than the other SF

timuli in the early part of the M170 time window (Table S4). Because

he time range of the SF effect in the house condition overlapped with

he time window in which the M170 showed face-selectivity in the BSF

ondition ( Fig. 5 ), a mixture of these activities may have occurred. In the

SF condition, the time window in which we found IOG face-selectivity

as distinct ( Fig. 5 and Table S4). This may explain why we could find

ace-selectivity. 

We observed significantly larger IOG and FG activation in the LSF

han in the BSF face condition (Table S6). This may indicate that an

nteraction between low and high SF, which we considered above, also

xists in the IOG. However, unlike the FG, the IOG also showed signif-

cantly greater activation in the HSF than in the BSF condition, which

ay imply that the possible interaction of different SF processes is not

iased in the IOG. Future studies are needed to clarify this issue. 

.5. Hierarchical processing of EQU face in the ventral face network 

To date, the relationship between face color information and face

rocessing is not fully understood. Psychophysical studies have shown

hat color information is beneficial for face recognition ( Yip and

inha, 2002 ), and more recently, that people can recognize emotion

rom face color information only, suggesting the importance of facial

olor for emotion perception ( Benitez-Quiroz et al., 2018 ). Some electro-

hysiological studies compared M170 responses to chromatic and achro-

atic face stimuli, although their results were inconsistent. Schindler et

l. recently observed that grayscale images elicited larger N170 ampli-

udes than color face stimuli ( Schindler et al., 2019 ), while an earlier

EG work reported no significant difference between the responses to

rayscale and color stimuli ( Halgren et al., 2000 ). Our previous study us-

ng similar EQU stimuli ( Nakashima et al., 2008 ) showed that grayscale

SF and chromatic face stimuli both elicited N170 responses, although

he latencies of the components evoked by the chromatic images were

rolonged (we obtained the same result in the sensor data analysis; see

upplementary Texts). Our detailed spatiotemporal mapping of ventral

isual areas provides further insight regarding face color processing in

he human brain. 
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Within-trial comparisons revealed that the FG was activated even

hen SF face information was fully removed. This result implies that,

imilar to SF information, color information could provide invariant face

nformation related to face identity, which is thought to be processed

y the FG ( Haxby et al., 2000 ). A previous study also showed that face

olor can represent discriminable facial expressions of emotion ( Benitez-

uiroz et al., 2018 ), indicating that face color can independently pro-

ide information regarding invariant and changeable aspects of faces,

ven in the absence of SF information. However, given that our ANOVA

pproach did not reveal statistically significant differences among cate-

ories, the intensity of the information provided by face color may not

e as high as that of SF. Indeed, a previous psychophysical study re-

orted that the contribution of color information to face recognition is

upplementary ( Yip and Sinha, 2002 ). This was evident when the shape

nformation within face images was degraded by blurring. 

We further observed that facial color information contained in the

QU face stimuli elicited neuromagnetic responses in color-responsive

egions, V4 and V8, before activating the FG. A recent review ( Grill-

pector et al., 2018 ) introduced a hierarchical face network model in-

luding the lower visual areas, and postulated that face information

ould be sent from V1 to the FG via V4. Although the authors did not

etail the involvement of face color information in their network model,

ur results indicate that the proposed face processing network can pro-

ess not only structural face information (SF component) but also face

olor information. Moreover, in good agreement with the hierarchical

tructure of this model, the sequential activation of V4/V8 and the FG

uggest that facial color information is conveyed along the hierarchy

f the ventral face network. Overall, our observations imply that SF-

ndependent face processing by face color is plausible. Thus, a model

f the face-processing network that considers the effect of face color

nformation is needed. 

.6. Feasibility of SF-modulated chromatic stimuli 

We developed a method for creating chromatic images in which

F information can be adjusted. Numerous studies have used grayscale

timuli with modulated SF components, whereas more complex chro-

atic stimuli, such as faces with modulated SF distributions, did not

reviously exist. The interchangeability between YCbCr and RGB color

paces prompted us to create spatially-filtered chromatic stimuli while

reserving the color information and adjusting the mean luminance of

he images. Creating EQU chromatic images similar to those used in

 previous study ( Nakashima et al., 2008 ) was also possible in a uni-

ed framework. In principle, this digital image processing technique is

idely applicable to any type of natural RGB color picture, and could

e a useful tool for future research. For instance, it may be useful for

nvestigating the influence of SF and color in other category-selective

isual areas. 

Notably, the EQU images used in the present study were “theoret-

cally equiluminant ” but not “perceptually equiluminant. ” Thus, the

articipants may have perceived the EQU stimuli differently, which

ay affect the face processing reflected in M170 responses. However,

e used the “theoretically equiluminant ” stimuli because (i) it was

ifficult to test individual equiluminant points between pairs of all

olors contained in our stimuli and to modify them accordingly, and

ii) we wanted the visual inputs to all participants to be physically

quivalent for comparisons with our previous study ( Nakashima et al.,

008 ). 

.7. Mass univariate statistics with TFCE 

MEG detects neuromagnetic activities on a millisecond scale and

nables evaluation of activities at the brain surface with a fine spa-

ial resolution using source reconstruction methods ( Baillet, 2017 ;

ämäläinen et al., 1993 ; Hari and Puce, 2017 ; Tobimatsu and

akigi, 2016 ). Assessing the statistical significance of individual data
12 
oints in large spatiotemporal MEG datasets leads to the MCP because

he data points are too numerous ( Maris, 2012 ). Although researchers

ave developed various methodologies to avoid the MCP, these often

ield other concerns. For example, while one frequently used approach

nvolves adoption of common time windows and/or regions across con-

itions defined a priori ( Keil et al., 2014 ), the range selection is sub-

ective, and the data points within the ranges are frequently averaged.

luster-based permutation testing ( Maris and Oostenveld, 2007 ) is a

ore sophisticated approach, and is now a popular statistical procedure

n EEG/MEG research because this method addresses the MCP success-

ully and does not require predefinitions. A recent study reported that

his approach is more effective not only for exploratory research but also

or evaluating well-known electrophysiological components ( Fields and

uperberg, 2020 ). However, cluster-based permutation testing requires

n arbitrary threshold to form clusters, in addition to a significance level

or statistical inference of the clusters ( Maris and Oostenveld, 2007 ;

ensen and Khatami, 2013 ; Smith and Nichols, 2009 ) such that the

hoice of threshold can greatly affect the results. 

The TFCE algorithm was first produced in the fMRI community

 Smith and Nichols, 2009 ), and then introduced in EEG/MEG research

 Mensen and Khatami, 2013 ; Pernet et al., 2015 ). A permutation test

rocedure with TFCE can successfully control the MCP as well as the

luster-based permutation test, and further resolve the aforementioned

ssues; the procedure dispenses with setting a threshold for cluster

orming and predefining the data ranges ( Mensen and Khatami, 2013 ;

mith and Nichols, 2009 ). Similar ANOVA approaches with TFCE have

een used in previous EEG studies ( Mensen et al., 2014 , 2015 , 2017 ),

nd the present study demonstrates that it is possible to solve a case in

hich a large number of data points show significant interactions by

ollowing a standard ANOVA procedure ( Figs 2 D and S4). Overall, this

pproach is considered more objective for assessing statistical signifi-

ance. Thus, this procedure is expected to produce more reliable results

for further discussion, see Supplementary Texts). 

.8. Limitations 

There are several limitations to the present study. First, we did

ot use grayscale images, and thus could not compare neural activities

licited by chromatic vs. achromatic stimuli. This was due to limits in the

ength of the experimental session to avoid participant fatigue. Second,

ur chromatic stimuli contained blue and yellow colors ( Fig. 1 A), and

herefore we cannot exclude the possible influence of the koniocellular

K) pathway ( Casagrande, 1994 ), which responds to blue-yellow color

nformation. Given that the color information sent via the K pathway

eaches V4 ( Chang et al., 2014 ), it can affect processing in the ventral

isual stream, although the functional role of the K pathway in the hu-

an brain remains uncertain. Third, as our stimuli had different color

istograms between the SF conditions (Fig. S9), the color inputs into the

 pathway are qualitatively different which may affect face processing.

ourth, although the present statistical procedure with TFCE enabled as-

essment of statistical significance without the restriction of data ranges,

e defined the M170 time window statistically and adopted ROIs in

he right hemisphere for computational efficiency. Moreover, our pro-

edure cannot be used to assess statistical differences between ROIs be-

ause it checks the significance regardless of the regions in which the

ata points are included. For direct comparison between brain regions,

 traditional method in which regions are set as a factor would be more

seful. 

. Conclusion 

The present study revealed the influences of parallel processing of SF

nd color on ventral visual areas, and indicated the presence of a com-

lex relationship among visual pathways in the face processing system.

e developed a technique for creating chromatic stimuli with adjusted
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F distributions and used a nonparametric statistical procedure with re-

uced arbitrariness. These methods are useful tools for examining the

etailed spatiotemporal dynamics of face processing in humans and al-

owed us to determine the complex influences of different SF inputs with

ace color information on the M170. 
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