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Abstract. We compare four mapping methods -self-organizing map (SOM), Sam-
mon's non-linear mapping (NLM), topology preserving mapping of sample sets (TOPAS), 
and VISOR algorithm -to visualize the landscape of evolutionary computation (EC) 
and accelerate the convergence of EC and interactive EC (IEC). Three experiments are 
conducted using five benchmark functions and 28 subjects. We compare the computa-
tional complexity, the capacity for human visualization, and the effect on convergence 
for each experiment. These experiments showed that SOM demonstrated the best per-
formance, and the VISOR performed well when CPU time was critical. The other 
mapping methods, NLM and TOPAS, were far from practical. 

1 Introduction 

Interactive evolutionary computation (IEC) is a method to optimize tasks based on human 
preference. In addition to the development of applications in several fields, much research 
has also been conducted to solve the human fatigue problem [8]. 

We proposed Visualized IEC to accelerate EC convergence and reduce human fatigue by 

displaying a 2-D visualized EC landscape mapped from L-D space and allowing the user to 
intervene in an EC search [I, 7]. Since humans have a superior capability to visualize entire 

shapes, users estimate a global optimum and use the information as a new elite for the next 
generation. This method can be combined not only with IEC but also EC as Visualized EC. 

An IEC user only evaluates individuals and does not directly join a EC search. Conversely, 

a Visualized IEC user joins the global optimum search in a 2-D mapped EC landscape in 

addition to the evaluation of each individual. It is expected that this active intervention with 
the EC search accelerates the convergence of Visualized IEC/EC. This is especially effective 

when an IEC where human evaluation is a major part of the working time. 

Our objective is to determine suitable mapping methods for the visualization of an EC 

landscape. There are several projection methods that map the data in L-D space to 2-D space: 

principal component analysis, least square mapping, projection pursuit mapping, and other 
linear mapping methods [6], and SOM [2], VISOR algorithm [4], NLM [5], TOPAS [3]and 

other non-linear methods. Our target mapping methods require practical computational cost, 

ease of visually estimating the location of the global optimum from the data distribution in 

2-D space, and the effect on the acceleration of EC convergence. 

In this paper, we review four mapping methods and show the proper mapping methods 

for the Visualized IEC/EC by evaluating the results from our three experiments. 

*This work was supported in part by Matsushita Electric Works Ltd. and Matsushita Electric Works Software 
Co. Ltd 
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2 Mapping Algorithms 

2.1 Self-Organizing Map (SOM) 

SOM is a neural network trained by competitive learning [2]. It forms a topological structure 
of L-D data given from input neurons on its competition layer. When we arrange n x n 

neurons in the competition layer spatially in 2-D, the topological structure of L-D data can 

be expressed in then x n neuron arrangement. This feature is used for mapping. The details 

of SOM has been published in many books. 

2.2 Sammon's Nonlinear Mapping (NLM) 

The N vectors in an L-D space, say Xi (i = 1, 2, …, N), are to be mapped to a 2-D space, 
and the mapped N vectors are denoted by~(i = 1, 2, …, N). The N vectors are considered 

to be random in the 2-D plane. Suppose that dij is the distance between two points Xi and Xi 

in the L-D space and dij be the distance between the two mapped points~and 乃 in the 2-D 

space. The equation, dii = dij, is to be satisfied for the exact mapping. 
Let E(m) be the mapping error after m-th iteration and express as E(m) = 

江 :1L;:l(iくil(d;iー屯(m))2/dii'where C =江ぶ;:1dij and 

屯(m)= ✓ 江二｛恥(m)-Yjk(m)}2. 
The steepest descent method is used to reduce this error to a minimum value. The new 2-D 

configuration at iteration (m+ 1) is given by Ypq(m+ 1) = Ypq(m)-(M F) aE(m) /I a窪 (mlI 
8ypq(m) 8ypq(m)2' 

where MF  is the magic factor that is about 0.3 0.4, 8E N 
― 戸；＝一で Lj=l,j,pp伽—y叫{(d* . — 

如 (d心）},and 紐＝ー合こ似，足P~((d;j-dpj)-~凸1+誓打）• PJ 

2.3 Topology Preserving Mapping of Sample Sets (TO PAS) 

TOPAS is an improved version of NLM and is based on the rank order evaluation of both 
the original space (X) and the mapped space (Y) [3]. If the respective rank positions in 
X-and Y-space are not identical, a correction is used to obtain the proper rank order. To 

achieve gradual corrections of the points Yi in the visualization plane with regard to YP in 

the iterative mapping process, distance information is used in the adaptive rule: Yii(t + 

1) = Yij(t) +叫t翌 (yi))(yり ― YPi)/ d)'ip, where distance, d玲= ✓区似(Yii―y研

and ap(t, 己汽y』)= ,{J(t)Np(己汽yi)),where 1 = sign(己汽y』ー三刈xi))and {J(t) = 
rJexp(-ln(2)点）， wheresign(x) = 0 when x = 0, T/ = 0.4, t is a particular iteration and 

'='y 1 ゴ（叫 2t1i indicates the total number of iterations, and N (1  P ~(Ji),t) = exp(-2(n阿))， where

n(t) = nstart -n,tart-nrnat. The nstart and nend will be specified by the user. TOPAS pro-
t,. 

vides a much better structure preservation than the NLM. 

2.4 VISOR Algorithm 

The pivot-vectors -Vi, 怜，怜 aredetermined in the L-D space which provide a convex 

enclosure of the remaining data points. The determination method is as follows: (1) com-

pute the centroid, M, of all K data points in the L-D space, (2) determine Vi from the 

distance, d(Vi, M) = max{昌(d(vi,M)), (3) determine怜 fromthe distance, d(Vi, Vi) = 
ma吋ら(d(vゎVi)),and (4) determine怜fromthe distance, d(V3, Vi) = max{~1 (d(Vi, 怜））．
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Figure 1: VISOR algorithm. 

Figure 2: Experimental systems of the Visualized GA 

(whole) and conventional GA (upper part). 

The pivot-vectors -Pi in 2-D plane correspond to the vectors½for i = 1, 2, 3. 
The mapping procedure of the remaining points,½(i = 4 ... K), is: (1) draw perpendicular 

lines from the V to the lines Vi½and 巧巧 and determine the cross points N1 and N2, (2) 

find the points, D1 and D2, in 2-D space on the lines万 andP: 迅 withthe same proportion 

of N1 and的 on砂 and怜怜， and(3) draw the perpendiculars from D1 and D2 to万万
and A凡 respectively.The intersection point is P corresponding to V in L-D (Figure 1). 

3 Visualized GA as an Experimental System 

We compare the mapping methods for visualization using a Visualized GA (genetic algo-
rithm) system (Figure 2). The user of general Visualized IEC is requested to subjectively 

evaluate individual fitness values and to visually estimate the location of the global optimum. 

We adopt the Visualized GA instead of the Visualized IGA in our experiment to avoid the 

former subjective evaluation and objectively evaluate the latter effect. 

Reverse mapping from 2-D to L-D space is also required in the Visualized GA. A suitable-

sized lookup table is used in our experimental systems except for SOM, since the SOM stores 

all information during the forward mapping and easily handles the reverse mapping. 

Three experiments are conducted in section 4. Mapping methods project 50 x 50 searching 

data point in Experiment I and II and 100 x 100 points in Experiment Ill from an L-D space to 

a 2-D space. The five benchmark functions in Figure 3 are commonly used in all experiments. 

This experiment is conducted on a 400MHz-Pentium II PC running a Linux OS to directly 

influence CPU time in section 4.1. 

4 Experimental Comparison of Mapping Methods 

4.1 Experiment/: Comparison of Time-Complexity 

The CPU time to project 2,500 data points using four mapping methods with five benchmark 

functions is calculated (Table 1). The TOPAS CPU time for the 2,500 data mapping was 

estimated by extrapolating the CPU time for 11 different sizes of data from 100 to 300. 

The VISOR was the fastest mapping method, and the perfonnance of the SOM was ac-

ceptable, however, the performance of NLM and TO PAS were far from practical. 

4.2 Experiment ll: Comparison of Easiness of Visual Inspection 

The VISOR and SOM are compared how their 2-D mapped images are visually easier for 28 

human subjects to estimate the location of a global optimum using five benchmark functions. 



貫(c) ~ (d) 

Figure 3: Five benchmark functions -(a), (b) and (c) are DeJong's Fl, F3, and F5 functions, respectively; (d) 
and (e) are Schaffer's Fl and F2 functions, respectively. 

The left and right boxes in Figure 4 show the 

mapped data in a 2-D space obtained from an L-

D space using SOM and VISOR, respectively. 

Note that the precision or resolution of each 2-D 

space is 50 x 50 points, while the actual number 

of searched data points is that of dots displayed 

in the 2-D mapped spaces. 

It is interesting to note that the data points 

are widely distributed in the SOM, whereas their 

VISOR counterparts accumulate in some region. 

Subjects reported ttiat this difference of their dis-

tribution results made it easier to estimate the lo-

cation of a global optimum using the SOM. 
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Figure 4: Mapping examples by SOM (left) and VI-
SOR (right). The depth of color shows fitness values. 

4.3 Experiment Ill: Comparison of Visualized GAs'Convergence 

The convergences of Visualized GA with SOM and Visualized GA with VISOR for five 

benchmark functions are compared by 28 subjects. Both mapping methods map 100 x 100 

data, and both GA have 20 population size, 0.9 crossover rate, and 0.02 mutation rate. 

Figure 5 shows the average curves of 28 subjects for the two Visualized GAs, and Table 2 

shows their sign test results at the fifth generation. These results imply that their superiority 

depends on the tasks. 
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Figure 5: Convergence curves of different Visualized GAs for five benchmark functions in Figure 3. Dot and 
solid lines show Visualized GA with SOM and VISOR, respectively. 

The average curves are greatly influenced by the extreme convergence curve among the 

28 subjects; the sign test does not consider the difference between two curves. This is why 

the Figure 5(d) looks different from the results in Table 2. 



Table l: CPU time in seconds of four mapping methods for Table 2: Sign test results of 28 subjects on conver-
2,500 data. DJ and Sc mean DeJong and Schaffer, respec-gence of two Visualized GAs. SOM and VISOR 

tively. The TOPAS CPU time is an estimated value. mean that the number of the case that Visualized 

DJFI DJF3 DJF5 Sc Fl 

VISOR l l I I 

SOM 3 4 3 4 

NLM 1376 1342 6119 1328 

TOPAS 

5 Conclusion 

Sc F2 

l 

4 

2708 
3.9 X 107 

GA with SOM or VISOR were faster than another; 
SAME means that convergence of two Visualized 

GA were same; ** and * mean a significance with 

(p < 0.01) and (p < 0.05) 
benchmark SOM VISOR SAME s1とo9n 

function test 

DeJong Fl 23 5 

゜
＊＊ 

Delong F3 3 7 18 

Delong F5 20 8 

゜
＊ 

Schaffer Fl 20 8 

゜
＊ 

Schaffer F2 8 20 

゜
＊ 

We compared SOM, VISOR, NLM, and TOPAS mapping methods for visualizing an EC 

landscape to accelerate EC, especially IEC, convergence using five benchmark functions. 

It was determined that the computational costs of the VISOR and SOM were practical in 

visualizing an EC landscape, and costs of the NLM and the TO PAS were not, the visualization 

displayed by the SOM was easier to visualize an EC landscape than that by the VISOR, and 

the superiority of two mapping methods in convergence depended on the tasks. 

We conclude that Visualized IEC/EC with SOM is a suitable combination for both saving 

time and reducing human fatigue unless the mapping CPU time of SOM is not significant for 

human fatigue comparable to that of VISOR. 
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