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Abstract

Abstract

In recent years technology has implanted itself into our society and has

rapidly become a crucial component. For many it has become an indispensable

part of their daily routine, having a mobile phone within reach throughout the

day has become common for many, while for others remotely working from

home has become the norm. At the same time, the level to which society has

become dependent on technology for its normal functioning has brought with

it an abundance of ways to exploit those functions.

Because of these threats, it is no surprise that the importance of secur-

ing networks, devices, and systems has become a primary concern across the

globe. Although a great amount of effort has been put into researching secu-

rity methods, because of the speed at which new technologies are developed

and implemented, it is impossible to completely secure and eliminate all vul-

nerabilities. Because of this, we find ourselves in a constant cycle to develop

new solutions to stop the next wave of threats that appear.

The purpose of this research is to investigate and develop a practical frame-

work and system that can take these aspects into account and help push re-

search into a direction in which we can break the cycle of having to constantly

be one step behind attackers. The key to achieving this and getting in front

of attackers is to support the existing security infrastructure with a proactive

component where potential threats are actively searched for and investigated.

There is a deep need to investigate how a system can be developed and imple-

mented which can complement the current security infrastructure to improve

cyber defense in the area of pre-attack detection.

In our first contribution, we present a framework for a real-time system
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Abstract

where we apply natural language processing techniques to Twitter posts al-

lowing us to classify and process large amounts of data to generate relevant

cyber situational awareness information. This framework addresses crucial

components in this pipeline such as the filtering and integration of relevant

cybersecurity data from a larger data stream, and the integration of new and

emerging threat terms into our dataset to keep system filters relevant and up to

date. This framework also takes advantage of the inherent context contained

in textual data by leveraging sentiment analysis techniques to gain greater in-

sights into the importance of captured threats. By tracking tweets containing

security terms that have a negative sentiment we can distinguish pronounced

peaks that correlate to security events which can be used by analysts. By

separating these streams based on the particular security terms being used we

can also gain further insight into the type of attacks such as phishing, spy-

ware, or cross site scripting. In this way, we use information retrieval and text

analysis techniques to identify, extract, and analyze emerging cybersecurity

topics from the data stream.

Our second contribution builds upon the previous research by delving

deeper into the data classification component of the framework. Correctly

filtering out non-relevant cybersecurity data from a larger stream of general

data is a crucial piece of the system and has a huge impact on this system’s out-

put. If the data being inputted into the system is of poor quality and contains

non-relevant or non-significant data points, we cannot expect a reliable out-

put. Because of this the effective filtering and mining of data can be the most

important component of this system. To address this, we present an original

method called multi-layer keyword filtering to classify cybersecurity-related

text data. This method builds upon traditional keyword filtering methods

by integrating a word embedding-based filtering layer which is used to limit

false-positives from being retrieved from data streams. This method achieves
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an F1-Score of 0.99 on various subsets of our dataset and does especially well

with short unstructured textual data. This can be attributed in part to the

addition of our associated word list which gave up to a 7.8% increase in F1-

Score. This is further expanded by introducing a clustering function on post

classified data. By clustering our classified data we were able to identify non-

significant data points such as advertising and marketing posts which can be

removed to create a higher quality data stream. By implementing this method

as a whole, the quality of data inputted into a cyber threat intelligence system

is increased and hence the reliability of its output improved.

Our third contribution looks at how our solution can be implemented in

a production environment across organizations that either do not have the

expertise, manpower, or budget to implement traditional threat intelligence

systems. Threat intelligence systems have traditionally been adopted by or-

ganizations that have the required expertise and budget to implement them.

This is an issue since it has left smaller businesses and individuals without

this valuable resource. Because of this, we analyze the applicability of our

system against other statistical models based on key features such as process-

ing speed, architecture, scalability, and expertise. Based on these features we

have been able to outline various scenarios where we can identify the ideal

implementations of our system for organizations at various levels. Based on

our research the overall ideal implementation of our threat intelligence sys-

tem uses ensemble learning with our multi-layer keyword filtering method. By

using an ensemble method, we were able to achieve an F1-Score of 0.9652

with a processing time of 275ms achieving a good trade off between speed and

classification. By doing this we ensure it is possible for all organizations to

implement a cyber threat intelligence system by lowering the barrier of entry

and hence increasing the level of security across all organizations.

Through the development and implementation of this research, we have
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found that open-source intelligence platforms such as social media, forums,

and other sources are a rich source of various types of threat intelligence in-

formation. Using our method, high-quality data can be effectively mined from

these sources and used within a cyber threat intelligence system to create indi-

cators that can assist in achieving a better understanding of the cyber threat

landscape. This information can subsequently be used to actively implement

defense measures in a network to decrease the risk of being compromised. This

research contributes to the existing cybersecurity knowledge base by investi-

gating, developing, and implementing a systems-based solution which assists

in proactive cyber defense using cyber threat intelligence. By investigating

and creating this system we have taken a step forward in finding a solution to

an issue that is crucial to the current and future defense of our networks and

society as a whole.
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Chapter 1

Introduction

In recent years technology has implanted itself into our society and has rapidly become a

crucial component. For many, it has become an indispensable part of their daily routine.

Having a mobile phone within the same room for the majority of time in the day [34] has

become common, while for others remotely working from home has become the norm [19]

with their internet connection allowing them access to their workplace and to complete

their daily tasks. This brings with it new choices as to how to prioritize the various aspects

of this new technological ecosystem. There are many aspects to consider for individuals

and businesses alike such as public and private facing infrastructure allowing access to

employees, digital privacy, compliance, and many others. One of the most important of

these aspects is cybersecurity. There has been a rise in the financial impact of cyber

threats hitting various industries around the world and many of these industries are not

prepared [50]. Some of the issues preventing them from being prepared are a lack of skilled

cybersecurity professionals and an absence of useful security orchestration automation and

response software (SOAR) [31].

The level to which society has become dependent on technology for its normal function-

ing has brought with it an abundance of ways to exploit those functions [125]. Regrettably,

malicious actors exist who are eager and capable of exploiting these vulnerabilities who do

not consider the consequences of their actions. Because of these threats, it is no surprise
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that the importance of securing networks, devices, and systems has become a primary

concern of national security for many countries and businesses [44]. Being able to detect

cyber threats rapidly is a key element to keeping a system safe, this is important for all

attacks but is especially the case with the rise of disruptive attacks such as ransomware

and wipers which can encrypt and erase systems in a short period [76]. The rise in this

type of disruptive attack shows that attackers continue to evolve their tools to achieve

their goals whether they be financial, espionage or simply to cause damage [94]. Although

a great amount of effort has been put into researching new and innovative security meth-

ods, because of the speed at which new technologies are developed and implemented [124],

it is impossible to completely secure and eliminate all vulnerabilities. Because of this, we

find ourselves in a constant cycle to develop new systems, techniques, and processes to

stop the next wave of threats that appear.

The purpose of this research is to investigate and develop a system that can take these

aspects into account and help push research into a direction in which we can break the

cycle of having to constantly be one step behind attackers. The key to achieving this and

getting in front of attackers is to support the existing security infrastructure by adding a

proactive component where potential threats are actively searched for and investigated.

In the past best practices in cybersecurity often took the form of network security

devices and host-based security systems. These systems continue to be the cornerstone of

today’s cybersecurity technologies and will remain to be crucial to cyber defense especially

in a defence in depth (DiD) model [9]. However, these devices have been developed for

a specific purpose that is inherently reactionary. This means that to move towards a

proactive method of cyber defense we must build upon our existing security infrastructure

with systems and devices that address the existing security gaps and complement existing

technologies in both the technical and human areas [131].

Indicators that can give us this insight can range from technical values such as IP

addresses, domains, and port numbers. These indicators are commonly used in traditional

security devices and lend themselves to a reactionary security posture [104]. But apart
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from technical indicators, news and social media posts can provide contextual data that

can contain valuable information [123]. Traditionally, it was common for analysts to

become aware of new threats by reading security websites and blogs [41], this is a slow

and inefficient method that has many issues. However this method is still used in a modern

day form, it is common for analysts to use social media to gain this information about new

attacks and threats. Compared to traditional news, social media can act as a real-time

aggregator for various media sources allowing analysts to obtain new information quickly.

But due to the sheer number of articles, posts, proof of concepts (POC), and other

information available, it is time-consuming to go through and can inhibit productivity

through overuse [132].

There is a deep need to investigate how a system can be developed and implemented

which can complement the current security infrastructure to improve cyber defense in

the area of pre-attack detection [104]. Since the threat which we are trying to nullify

has emerged due to the increasing ingenuity and new threats developed by attackers it is

only right that we also use emerging technologies to protect against them [114][42]. The

increased applicability of machine learning models in recent years has meant many tasks

that were previously not possible can be reevaluated for new use cases. The explosion

of data mining and machine learning methods presents us with techniques to efficiently

classify, process, and analyze large amounts of data and present it to users [24]. Utilizing

these methods we can automate the task of reading large amounts of cybersecurity post

data and process that data to extract relationships and patterns within it. This allows

users to cover a large amount of information rapidly and hence allows analysts to use

their time more efficiently to mitigate these threats.

In this research, we present a framework for a real-time system where we apply nat-

ural language processing techniques to Twitter data allowing us to classify and process

large amounts of data to generate relevant cyber situational awareness information. This

framework addresses crucial issues in this pipeline such as the filtering and integration of

relevant cybersecurity data from a larger data stream. We also consider the integration
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of new and emerging threat terms into our dataset to keep system filters relevant and up

to date over time. This framework takes advantage of the inherent context contained in

textual data by leveraging sentiment analysis techniques to gain greater insights into the

importance of captured threats. By tracking tweets containing security terms that have a

negative sentiment we can distinguish pronounced peaks that correlate to security events

which can be used by analysts. By separating these streams based on the particular secu-

rity terms being used we can also gain further insight into the type of attack used, such

as phishing, spyware, or malware. By taking this one step further we can associate this

information with organization names contained within the data to obtain a view of the

risk profile for a particular company or sector at a given time. In this way, we use infor-

mation retrieval and text analysis techniques to identify, extract, and analyze emerging

cybersecurity topics from the data stream giving us insights into the data which could

not be achieved through manual investigation. The aim of creating this framework is to

present the groundwork for a cyber threat intelligence (CTI) system that can be used

to assist both humans and devices to have a greater view of the cyber threat landscape

at any given point and assist in preemptively anticipating possible threats and quickly

sharing news of attacks which are occurring.

During the testing phase of our framework, we became more acutely aware of the

importance of having quality data input into this type of system and how substandard

data can negatively affect output [112]. This can be expressed through the analogy of

a skilled chef who has bad ingredients. Regardless of the skill of the chef, without good

ingredients, it will be difficult to produce a high-quality meal. Similarly, this is the case

with our system, if our system does not have quality input data it will not produce reliable

output that accurately reflects threats, giving no reason to use it. Because of this, we

must ensure that the data which is input into our system is accurate and relevant.

Therefore, to enhance our framework we expand upon the data classification com-

ponent. Correctly filtering out non-relevant cybersecurity data from a larger stream of

general data is a crucial piece of the system and has a significant impact on this system’s
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output. To address this, we present an original method called the multi-layer keyword

filtering method to classify cybersecurity-related text data. This method builds upon tra-

ditional keyword filtering methods by integrating a word embedding-based filtering layer

which is used to limit false-positives from being retrieved from data streams. Traditional

keyword filtering techniques are used in various areas like search engines, security con-

trols, and other types of information retrieval tasks. Although this technique has various

benefits it can produce false-positives because it can not distinguish between the various

contexts used in certain terms. This is especially an issue in the cybersecurity domain

since there is a large amount of ”jargon” which can be used in various contexts. To

disambiguate these terms we look at the context in which the term is used by scanning

the other terms within the post for common terms that are used in a cybersecurity con-

text. This is achieved by measuring the cosine distance between the term in question and

other terms that or commonly used with it within a cybersecurity context. Using this

method within our system achieves an F1-Score of 0.99 on various subsets of our data and

does especially well with short unstructured text data such as Twitter data. This can be

attributed in part to the addition of our associated word list which gives up to a 7.8%

increase in F1-Score.

By utilizing this method we can improve the quality of data that is used and stored in

our system by removing non-relevant data that is not related to cybersecurity. To further

improve the quality of data and of our output we also consider the significance of data

that we use within the cybersecurity domain. Within the domain of cybersecurity posts,

there is a large range of topics that are discussed [64], these topics are not limited to

discussion about threats. This can include personal discussions, discussions about con-

ferences, certifications, new products, and much more. This means that within the scope

of cybersecurity posts we have a hierarchy of significance with some posts contributing to

the detection and discovery of attacks and some posts which have very little significance

being applied to this task. Posts related to marketing and advertising is one particular

example which does not contribute to the detection of new or current threats and can
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even harm detection by skewing the results of our system. Therefore it is logical that we

further expand this component to identify and remove this type of data to consider data

quality considerations and improve the quality of our output [46].

We do this by introducing an unsupervised clustering algorithm on post classified

data. By doing this we can identify particular topics within each cluster and apply

significance to that data. For example clusters such as advertising and marketing posts

can be removed to create a higher quality data stream. By implementing this method,

the quality of data inputted into a CTI system is increased and hence the reliability of its

output improved. This data can then be stored in a relational database which is accessed

by a front-end dashboard. The dashboard can be used to provide real-time analytics of

our data which users can use to gain insights that could not be obtained by manually

scouring those sites. Information retrieval and computational linguistics methods can be

used to aggregate our data and provide a summary of the most important cybersecurity

topics for a specified period which can interactively be filtered by n-gram length and date

to gain further context. Since this data is made up of social media posts we can allow users

to investigate further into particular topics by providing access to the original Twitter

posts allowing users to analyze the details of each post.

This research does not only consider the technical factors involved in creating a threat

intelligence system. One of the greatest obstacles to the adoption of new tools and tech-

nologies comes down to factors such as a lack of expertise or training on new tools which

means that even though an organization may have access to a threat intelligence system

they do not integrate that data into their analysis. In other small businesses and individ-

ual cases, they may question if they have adequate infrastructure, budget, and personnel

to implement and maintain a computer based information system [12]. To address these

questions we explore and outline the various implementation solutions which are possible

with our implementation of a CTI system. We analyze the applicability of our system

against various scenarios based on key features such as processing speed, architecture,

scalability, and implementation expertise. Based on these features we have been able to
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outline various use cases where we can identify the ideal implementations of our system

for organizations at all levels. Based on our research the overall ideal implementation of

our threat intelligence system uses an ensemble learning method including our multi-layer

keyword filtering method. By using an ensemble method we were able to achieve a high

F1-Score of 0.9652 with a processing time of 275ms achieving a good tradeoff between

speed and classification. This particular implementation is a good trade off between speed

and classification but other implementations can be used to either maximize classification

or maximize efficiency. We consider the scalability of this type of system based on the

data mining policies and the type of architecture needed.

The output of this system is designed to be able to be used by both knowledgeable users

such as security analysts and also less technical users. Security issues are not limited to

companies, individuals also find themselves being increasingly targeted by various attack

vectors such as online scams, phishing [65], ransomware [7], and magecart style attacks

which target common platforms such as social media, e-commerce, IT service providers

and mobile devices [72][76]. Finding ways to intuitively assist users at all levels can help

increase threat awareness and prevent the impact of various cyber threats [109].

Through the development and implementation of this research, we have found that

open-source intelligence platforms such as social media, forums, and other sources are a

rich source of various types of threat intelligence information. Using our method, high-

quality data can be effectively mined from these sources and used within a CTI system

to create indicators that can assist in getting a better understanding of the cyber threat

landscape. This information can subsequently be used to actively implement both defen-

sive and offensive defense measures throughout a company’s network to lower their risk

of being compromised.

By investigating and creating this system we have taken a step forward in finding

an answer to an issue that is crucial to the current and future defense of our networks

and society as a whole. Open-source information in the form of social media and other

news outlets has provided us with a wealth of information that can assist with threats.
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1.1. BACKGROUND

But the amount of information has grown to become an issue and analysts either have to

know various technologies to access this data or manually extract actionable points from

it which increases the learning curve and effort for analysts. It also increases time for

investigations, and limits access to this data to a select few. Through this research, we

present a framework for organizations at all levels to implement cybersecurity analytics

based on big data which gives insights into real-time cybersecurity topics. We lessen

the learning curve for less equipped users and allow experienced users to more efficiently

and rapidly perform common tasks that would often be done manually. In this way,

this research contributes to the existing cybersecurity knowledge base by investigating,

developing, and implementing a systems-based solution that assists in proactive cyber

defense through the use of CTI.

1.1 Background

The first wide-area packet switching network was called Advanced Research Projects

Agency Network (ARPANET), this network laid the foundation for the internet and

implemented protocols which are still used today [82][26]. The creators at the time had no

way of knowing the importance this network held, nor could they foresee how important

the need for security in the protocols which made it up. Hence many of the original

internet technologies were built without security in mind [18]. Over time various iterations

of TCP/IP were implemented into the network and access was expanded. Eventually,

partnerships with telecommunications and computer companies brought the widespread

commercialization of the network which now spanned the world and had been named the

internet (international network) [134].

The lack of ingrained security has led to a whole industry of devices, products, and

services aimed at securing our networks and hosts from threats. Firewalls, antivirus

software, intrusion detection systems, and countless security protocols were all developed

to protect our networks. These products were created to attend to specific security goals
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and have subsequently evolved to do a multitude of security tasks. For example, one of

the most iconic security devices that exist is the firewall and was designed to filter packets

that flow through it [102]. The first firewall examples are generally recognized as work

done by Digital Equipment Company (DEC) in the late 1980s. During that time firewalls

were essentially packet filters that were able to drop incoming or outgoing packets that

passed through the device. These packets could be identified based on Internet Protocol

(IP) address, the protocol they used, and the source and destination ports [27]. During

this period in time, the internet did not contain the number of protocols and services

which have come to be developed in today ’s network [5][45]. Therefore this limited

packet filtering based on port numbers for common services provided good security, and

allowed a company to control incoming and outgoing traffic from their network.

Although these devices can filter traffic based on IP, port, and protocol they know

nothing of the data which is being carried within a packet’s data field. Therefore application-

level attacks such as cross-site scripting (XSS) and SQL (Structured Query Language)

injection cannot be detected by only using a firewall. To fill these gaps more devices

were created, the intrusion detection system (IDS) monitors networks and systems for

suspicious activity [55]. It can report suspicious traffic based on signatures that have

previously been identified as malicious but this type of system cannot detect new attacks

that have not previously been seen and hashed. To find known attacks, anomaly-based

systems were introduced to counteract the development of new strains of malicious soft-

ware. Initially, anomaly-based intrusion detection systems were based on rules rather

than signatures. By monitoring normal traffic patterns a company could create a baseline

to compare against and detect abnormal scenarios [60]. This system can then be used to

generate alerts depending on how much it differs from the recorded baseline. Although

these early systems helped with detecting new threats, this rule-based system has the

potential to generate false alarms due to its rule-based approach which can lead to alert

fatigue [14].

Unknowingly at the time, these devices fomented organizations into having a reac-
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tionary security posture by alerting the organization when an attack is already in progress

or has already finished. This is principally in cases where some type of sensor or device

is used to record traffic within the network and generate an alert based on that recorded

data. Although being alerted of an attack in any way is beneficial in the fact that you

know an attack is happening or has occurred, it often does not allow analysts and security

engineers adequate time to mitigate, or to meaningfully understand what is happening

[4]. In the case of ransomware and wiper attacks finding out that an attack is occurring

whilst it is happening is too late, and can mean the loss of infrastructure, data, and large

costs. This leads to the question of how we can become aware of threats before they occur

so that companies can prepare better to defend themselves.

Implementing proactive defense has traditionally been a difficult task, in legacy net-

works, there was no practical way to anticipate attacks with the technology available at

the time. Today’s internet landscape has evolved exponentially and the technologies which

have been developed in other areas have advanced to a point where they can be applied

to this problem. Two specific areas that can greatly contribute to fixing this issue are

machine learning (ML) [85] and big data [110]. These two technologies have contributed

to each other’s success with the boom in big data providing valuable opportunities for

training sets that have helped supervised machine learning models gain better results in

a range of different domains [141].

Due to this increase in content platforms and increased accessibility to technologies

such as ML and data mining which facilitate the capturing, processing, and classification

of this data, proactive defense solutions have now become more practical. Even though

this may seem that it has happened quickly from an outside perspective there is a history

of research being done into how security applications can use these techniques to enhance

security.

Initially researchers looked at integrating machine learning and data mining into exist-

ing security appliances using common indicators such as IP, port numbers, and protocol

types. Early applications worked on classifying traffic using clustering [80] and supervised
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learning methods [107][89]. As mentioned supervised learning methods require training

data to be effective and hence various datasets were released to facilitate research into

building models and systems which could detect cyber attacks [67][32][126][90]. These

datasets are largely created using network traffic data. Although this information is im-

portant and has its place in network defense. To promote a more proactive defense we

must leverage more contextual data through CTI.

CTI refers to information about threats and malicious actors that allows for the pre-

vention and mitigation of attacks. This can come in the form of actionable information

about cyber threats such as malware, DDoS, phishing campaigns, and many more. By

having greater intelligence on these threats such as release dates of new versions, authors,

signatures, and other indicators, we can apply better decision making. Threat intelli-

gence can provide information which contains context and directly actionable advice to

help make complex decisions about securing the network or a particular service.

Threat intelligence can be broken down into three categories, tactical/technical, strate-

gic, and operational. Tactical intelligence often refers to specific details on malicious ac-

tors such as specific technical indicators and tactics techniques and procedures (TTP).

Strategic intelligence generally refers to high-level organizational strategy including the

high-level decisions that must be made and how an attack can affect an organization’s

wider functions. Finally, Operational intelligence refers to actionable information about

attacks and the motivation and capabilities of the attackers. Through these information

types, the generation of CTI can allow an organization to develop a proactive cyber-

security defense that allows it to not only be reactionary but also prepare for threats

in advance. To be able to generate this intelligence we first require a data source that

contains relevant information within it. Ideally, a CTI system would draw from a range

of sources to provide a well-rounded view of threats in the landscape. There are various

sources that can be used to implement a CTI system, some examples of these are technical

indicators of compromise like IP’s, hashes, domain names, and other signatures. Specific

log data and other client-based data generated from SIEM’s and SOAR appliances can
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also be used. The issue with these data sources is that they are generally closed sources

meaning they are not publicly available and are often confined to local sources which

reinforce a fairly reactionary stance.

On the other hand using open-source intelligence (OSINT) sources such as social

networking services (SNS), open and closed deep web sources, and traditional news data

we can start to move away from a reactionary defense posture towards a more proactive

and predictive one. The use of social media has become widespread throughout all social

circles including the cybersecurity community. This includes being used by malicious

actors to communicate between themselves, and as a platform to sell malware and attract

customers. Social media is also often used by hacktivists which may give indications of

their intended actions towards specific targets beforehand [56]. Because of the amount of

data which is generated by social media and the amount of context which it provides, it

is without a doubt one of the best repositories of data for generating CTI.

Other systems that can take advantage of these sources have been researched previ-

ously. For example, Sabottke et al. [108] explore a method that provides early exploit

detection based on Twitter data such as keywords, retweets, and replies. They utilize

supervised machine learning using a Support Vector Machine classifier (SVM) that is

trained on tweets containing the keyword ”CVE”.

Common vulnerability and exposures (CVE) is a reference method for vulnerabilities

that allocates a CVE id and have a description of a vulnerability. Tracking CVE mentions

on social media such as Twitter is a popular way to mine cybersecurity data and has been

widely utilized [62][51][28] for tracking, predicting, and monitoring threats. Social media

such as Twitter and Reddit are shown to have mentions of CVE’s up to a year before their

public disclosure date allowing security teams to better prepare for threats. But out of

the 45,450 public exploits that are available through Exploit DB only 26% have mapped

CVE numbers, and upto 80% of public exploits are published before the accompanying

CVE is released [29]. This shows that while tracking CVE number mentions is important,

limiting systems to this data gives it a narrower scope. Although social media hosts a wide
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range of cybersecurity information of varying types. CTI systems benefit from obtaining

a wide range of data to get the best insight into the current threat landscape.

Another source of threat intelligence is darknet/darkweb forums and markets. This

includes sites that are hosted on anonymity networks such as The Onion Router (TOR)

[36] and the Invisible Internet Project (I2P) [137]. These sources can contain valuable

insights into the current trends of malware, data leaks, and tools that are popular in

the underground community. By tracking this information it is possible to get a good

understanding of emerging threats and exploits that are developed by individuals and

traded for large amounts of money. This is an area that is being researched heavily both

in academia and in private companies. Almukaynizi et al. [11] present Darkmention a

system that mines these forums and generates alerts to security operations centers (SOC)

before attacks occur. Darknet forum and marketplace mining for threat intelligence is

also a popular area of research [33][38][113] and similarly attempts to generate alerts that

can inform security analysts about threats before they happen.

Obtaining this data can often be difficult since it requires custom data mining scripts

that can run on a particular anonymous networks [36]. Also, many forums are invite-only

and are very cautious in regards to allowing access to new members. While marketplaces

are easier to access they often contain lower-level exploits and generally a lower amount

of malicious data about items sold [93]. These factors contribute to a scope issue, and by

only mining darknet sources for data we are also limiting usable data for a general CTI

system.

As has been shown there has been increased interest in exploring the area of CTI

systems and the generation of threat intelligence in recent years due to the great potential

benefits which can come from this type of intelligence. Various research and private

systems have been developed and proposed to help companies fill the gap in their defenses.

There has been a trend moving towards the automation of various security tasks by

developing various services and systems to tackle each of these tasks. This in itself has

created its own problem of device saturation.
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Various technologies are required in today’s environment to keep track of the various

data flows which need to be kept secure, which in itself has caused issues. This increase

in tools, systems, frameworks, and services which are available has become overwhelming

for analysts. The amount of alert generating tools has snowballed to a point where many

alerts are not able to be investigated [2] by analysts and to make matters worse after

investigating alerts they are often found to be false-positives meaning time has been

wasted investigating a threat which does not exist. This is referred to generally as alert

fatigue and/or alert overload. In the worst-case scenarios alerts are ignored [79] or key

tool features turned off [3] removing the benefits which can be achieved from these tools.

This is a very dangerous position to be in for companies. These technologies are very

powerful and are a key tool to help analysts mitigate attacks. If an analyst can not trust

the alerts being generated by a particular system and does not use it, there is an overall

failure. The company is paying for a product which is not being used and analysts are

not able to reap the benefits of products which should be making their jobs more efficient.

Because of this, it is important to use machine learning and data mining as tools

to empower analysts by enhancing their existing skills and improving efficiency in time-

consuming tasks. Ideally, a system should enhance an analyst’s capabilities and provide

fewer alerts that are of higher quality to ensure productivity. Having an environment with

frequent alerts, where analysts can not investigate any leads does not improve efficiency

for any of the parties involved and has to be avoided.

In this section we have shown a brief history of the path which has brought us to the

point which we now find ourselves at. This path has fostered the ideas for the research we

have created and our methodologies for creating a CTI system. Our research has looked

to learn from the past and use it to develop a framework and system that aggregates and

analyses open-source cybersecurity information. This information can then be processed,

analyzed, and visualized for better understanding from an analyst. Rather than generate

security alerts that can contribute to alert fatigue we provide a method that enables users

to investigate cybersecurity topics such as threats and subsequently triage those threats
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based on the collected data. We consider a wide scope of open-source data since it is a

more effective way to aggregate a wide range of cybersecurity news, and has the possibility

to contain a large number of security vulnerability mentions compared to using a single

particular platform.

1.2 Related Work

In this section, we give an overview of the existing academic research and studies which

have been conducted in our area. We look at the various aspects which make up our

research as well as the research as a whole and analyze other works within the same

domain. This is done with the goal of situating our work and showing its position within

the existing literature.

1.2.1 Open Source Data Platforms

There are various researches that have looked at data mining Twitter and other open

sources for valuable information. Here we outline some researches which have shown

the value that these sources have and give insights into ways they can be used. In [15]

Twitter is used as the data source to investigate the connection between malicious actors

who focus on website defacement and how Twitter data can be used to understand their

behavior. This was done using a list of Twitter accounts that were linked to malicious

actors.

In Islam et al. [54] they look at modeling the ecosystem of malware authors by an-

alyzing the online repository site GitHub along with security forums. According to this

research, the number of new malware authors on GitHub is roughly tripling every two

years. Along with this increase, many malicious actors are creating a brand for them-

selves by marketing their open-source GitHub software through other security websites

and maintaining their username across multiple platforms. This activity speaks to the

importance of monitoring various platforms within the security ecosystem and getting a
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scope of data that is able to correlate these points. By tracking software repositories it is

possible to find the source of a piece of malware which is much more valuable than iden-

tifying a user who simply copied it. This scenario is common, with malware repositories

being 4 times more likely to be forked compared to normal GitHub repositories. This

speaks to the higher collaboration and technical literacy within the hacker community.

They find that a small number of authors drive the community and are part of a high

influence group. By being able to identify this group this system can track released mal-

ware by the authors and users who copy this malware. This work aims to characterize the

hacker online ecosystem in relation to open software repositories and has applicability to

malware attribution and tracking. In our case, we are trying to achieve a larger holistic

view of the ecosystem rather than specifically honing in on malware. Although some users

are willing to post their malware on an open-source repository like GitHub and attach

their online screen name to it, these can easily be migrated to private repositories that

can not be accessed.

Horawalavithana et al. [51] provide a quantitative analysis of vulnerability information

on Reddit, Twitter, and GitHub to find the relationship between vulnerability mentions,

platforms, and how social media discussions drive development on GitHub. A dataset

based on common vulnerability identifier (CVE) mentions and GitHub accounts that have

a CVE identifier in the repository description was used for training machine learning

models to predict the popularity of certain GitHub repositories based on Reddit and

Twitter mentions. When looking at CVE ID’s they are mentioned more on Twitter than

on Reddit. In our research, we test various platforms including Twitter and Reddit to

get the greatest view possible of all information. Therefore it is valuable that [51] was

able to show that on both platforms CVE identifiers were discussed before their public

disclosure date. Both platforms had mentions of vulnerabilities more than a year before

their disclosure date. This shows the importance of not only mining these open sources

for data but also the importance of mining various sources within this sphere which is a

factor we consider in our research. Having said that it is important to understand the
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characteristics and features of each platform. This can influence the data mining method

used and the weighting of data points within an algorithm. This study found that the

majority of CVE mentions found on Reddit happen before public disclosure while on

Twitter the majority happen after public disclosure.

CVE information is one particular indicator that may appear on social media and

forum sites. CVE numbers are a good indicator since they provide further context on

the vulnerability such as time of discovery and general information and severity. Using a

single indicator solely within a CTI system is generally not optimal since you are limiting

the scope to a very specific aspect. CVE numbers are often not known by general users

and tend to be used by people who are security conscious or in the cybersecurity industry.

In this way, it is useful to gain insights into more knowledgeable discussions but less so for

the general public who might make a comment about being attacked who are not aware

of the CVE id.

Kim et al. [59] present CyTIME, a CTI management framework for managing CTI

data. This framework uses CTI data repositories in the form of open Trusted Automated

Exchange of Indicator Information (TAXII) Servers to acquire data and then convert

this data into a JSON standard format for CTI known as Structured Threat Information

eXpression (STIX). TAXII enables the secure sharing of CTI information in the STIX

format which is a standardized way to describe cyber threats through their domain objects

such as malware type, identity, and campaign. STIX and TAXII provide a standard way

for organizations and users to securely exchange and store CTI. This information can be

stored on an open or closed TAXII server which can be accessed using a TAXII client.

These services have been crucial in promoting the sharing of CTI between government,

commercial suppliers, and other organizations to increase awareness of attacks as soon as

they occur. Unlike our previous examples, TAXII servers can be used as a type of CTI feed

that can be used to download timely information about various threats. In this scenario,

rather than using a source first hand to develop an indicator, they are relying on data

collected and structured by other parties. In the case of open TAXII servers, the origins
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of the data may be unknown and therefore its trustworthiness can be questioned. This

type of open-source for CTI differs from using other open sources such as social media

since in this case the indicator has already been created and is ready to be analyzed and

consumed, this makes the process simpler but removes the in-depth knowledge of the

creation of the data itself. In our case we take an end-to-end view by looking at the whole

process of developing and distributing indicators. Having said this formatting our data in

a STIX format and making it available on a TAXII server can increase the effectiveness

and reach of our system.

1.2.2 Dark Web Social Network Data Mining

When we talk about social networking services we often think of the most common plat-

forms which are available through the clear web such as Facebook, Twitter, Instagram,

and many others. These are the most widely used and best known social media platforms

but do not account for the whole market.

One particularly important area of the social network ecosystem when considering

the cybersecurity community are platforms which are hosted on anonymity networks

such as The Onion Router service. Although it takes a somewhat different form to its

clearnet counterparts the network of underground forums, marketplaces, and dark web

communities can provide a treasure trove of intelligence on cybersecurity-related threats

such as malware, carding forums, data leaks, and much more. The type of data and

interactions of users on darknet markets and forums is an area that is well studied.

Nunes et al. [93] develop a CTI system to gather information from hacker forums and

marketplaces on the dark web. This system identifies relevant data from these sources

such as products and posts containing information in relation to malicious threats. They

found that similar to clearnet social networking services it is common for malicious actors

to belong to multiple sites within the ecosystem. By doing this they are able to advertise

their product to the widest audience. This shows that in the same way that a wide scope

is necessary to view all possible threats on clearnet services, the same case is present on
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darknet services. The value of the data which can be found in these sources is shown also.

In this research, they were able to detect 16-cases of zero-day exploits in a 4 week period.

Zero-day vulnerabilities are very valuable to attackers since there is no public knowledge

of the vulnerability and therefore it can be easier to exploit. Having knowledge of zero-day

vulnerabilities is valuable to a CTI system by being able to convey this knowledge of new

threats to the analysts which they can begin to control. Also, mining dark web sources

allow us to integrate discussions which are not available on clearnet social networking

sites which can contain valuable information about threats.

In Marin et al. [78] they study dark web sources from a hacker centric perspective to

identify key figures within the ecosystem. They found that the community which makes

up this environment consists largely of unskilled users and users with a passing interest in

hacking. This, therefore, makes the identification of key hackers a more difficult problem.

In terms of retrieving posts from these platforms for a CTI scenario, it increases the

number of low-level posts which although relevant are less valuable. Although these posts

should not be discarded altogether, by being able to identify key figures in the scene it is

possible to get more impactful data. In this research, they are able to use various features

derived from content and community hierarchy measures to identify key hackers and show

that this method can be used across forums that contain the same features. The hacking

scene has a hierarchical structure where skilled hackers hold a high reputation based on

their achievements and exploits. These highly skilled users often make up a fraction of the

entire community but are very influential within it. Its possible to track users across sites

by the fact that users with high reputations often want to be recognized, because of this it

is more likely that they will keep the same username across multiple platforms. Although,

this tracking method is obviously easily bypassed with the user creating a different account

under a new username. In this research, they consider tracking the key hackers across

forums by using reputation scores on individual forums to identify key hackers. This

information is very useful in the identification of new malicious software types. By using

this data within a system we can begin generating indicators of compromise (IoC) for
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malware before it is widely used.

Liu et al. [68] identify, collect, and monitor personally identifiable information (PII)

across the dark web and surface web. RSS feeds are used as an indicator of data breaches

that are likely to contain PII information. Based on these alerts a dark web crawler is

used to retrieve HTML content such as name, city, state, etc. To enrich this data, queries

are conducted on the surface web-based on the PII data found on the dark web. Common

sources such as LinkedIn and other sites can be used to correlate PII such as names and

email addresses to gather further PII on the targets. This shows how CTI systems can use

both the dark web and surface web together as open sources to provide a user with an idea

of the level of risk they are under depending on the amount of publicly available personal

information. Similarly, the service ”Have I been pwned” [53] allows users to search for

their email address in recent PII breaches letting them know if they should change their

password. In this way, we can see how various open sources across all platforms and types

can be a useful source of OSINT and can then go on to be used within a CTI system.

1.2.3 CTI Frameworks, Systems & Tools

We have shown the various open sources such as social media, the dark web, forums,

and others that contain a large amount of data which we can leverage to generate an

alert or other type of notification to assist with security defense. Because of the depth

of data that is available across these sources, frameworks, systems, and tools have been

researched and developed. They cater to a number of different areas that apply a specific

method or indicator and judge its value within the cybersecurity domain. Within this

section, we look at some of these researches, especially those which share some conceptual

or technical aspect with our implementation of a CTI system. Some of the common

components of these types of systems that are used are data retrieval, classification,

processing, and visualization. Although these components are common through many

CTI systems their implementation can vary depending on the use case, goal, and intended

audience. We review different systems and their implementation of these components to
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give greater context on their implementations and also why we chose to use our particular

implementation in our design.

Mittal et al. [88] present CyberTwitter as a framework to analyze tweets and generate

alerts. This system uses a security vulnerability concept extractor to extract core concepts

of an attack such as hardware, software, and other attack concepts. These concepts can

then be linked to external entities using existing knowledge bases to gain more context.

Based on the retrieved information and the time of the attack a security alert will be

generated if it is deemed to be a threat. Le Sceller et al. [63] use Twitter data to

identify and monitor cybersecurity events. A list of 200 cybersecurity-related keywords

is used to filter the Twitter stream and narrow it down to more relevant data. This list

is able to update itself to include new terms that are relevant by using a combination

of word embeddings to generate a list of related terms and then ranking those terms

based on Term Frequency Inverse Document Frequency (TFIDF). This system also uses a

keyword blacklist to lower false-positives by discarding tweets that contain a term from the

blacklist. This blacklist contains ambiguous phrases which could be judged as security-

related when using the keyword filtering method such as ”hacked the door down”. The

keyword filter method is prone to false-positives and therefore it is good to include a

method to handle ambiguous terms. Using a blacklist method to achieve this where exact

terms need to be matched can have difficulties. The updating and maintenance of such

a blacklist would be laborious due to the number of attacks and having to include new

attacks into the filter. The size of this type of blacklist would also be very large if it

were to cover all possible terms. In our research, we implement our MLKF method that

can be used for the classification of cybersecurity-related tweets which also considers the

ambiguity of terms. Rather than use a blacklist we use a dynamically generated whitelist

which generates a list of common terms often used in conjunction with the seed term.

This reduces the need to have a large blacklist which needs to be manually maintained

and updated.

Zong et al. [144] use Natural Language Processing (NLP) to analyze the severity of
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vulnerabilities through Twitter and link them to user accounts and the National Vul-

nerability Database (NVD). In this system, Tweets were first captured using a keyword

filter and then manually annotated for threat relevance and severity. Using this dataset

they then are able to train a machine learning model to estimate the likelihood that a

tweet is referring to a cybersecurity threat and its severity. Similarly to our research, the

models are trained using bag of n-grams features and word embeddings. This method

provides information that can then be used as an early measure of a vulnerability. This

research initially uses a keyword filter to mine cybersecurity-related posts. This filter

is based on two words and then manually annotated for relevance. Within this process,

2543 tweets out of 6000 or 42.38% were classified as relevant. This shows the high amount

of false-positives that can occur using just a keyword filtering method. In this research,

they were able to mitigate this aspect using manual annotation, but when dealing with

large amounts of data which is often required for the latest applications of ML models

manual annotation is not an option. This shows an area where the MLKF method which

we present as part of this research can be used within the academic research systems and

also in industry to automatically remove the number of false-positives and enhance the

quality of datasets.

Dionisio et al. [37] present an end to end neural network-based pipeline which uses a

curated stream of Twitter data employing two classification models to generate a security

event for suspicious data points. Firstly they curate tweets based on a keyword filter and

input this stream into a binary classifier which uses a convolutional neural network (CNN)

classifier to annotate the post based on its relevance. If the data is deemed relevant this

is pushed on to the next stage which is a natural entity recognition (NER) model that

labels valuable security-related entities. If some threat is found through this method the

information produced can be used to generate a security alert or to enrich an existing IoC

database. Using NER is a useful method to distinguish particular entities within a post

such as a tweet. In our existing research, we use a static list to identify companies that we

would like to track through our dataset. Although this is adequate for situations where
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you have a set amount of entities which you would like to track, in cases where a system

wants to dynamically track targeted entities as they rise and fall it requires a large amount

of maintenance. In these cases, a NER model can be considered to detect organization

entities in the data to find and aggregate threats specific to those organizations.

Samtani et al. [111] introduce a CTI framework which aims to improve upon the

current reactionary stance of security devices by introducing a more proactive approach.

This is done in the form of a CTI system that uses SVM and latent dirichlet allocation

(LDA) models to collect and analyze data from dark web forums. This information is

outputted to a dashboard interface to show assets and threat actors to students and

analysts. Asset analysis is done by processing the asset data, thread, and author and

identifying the type of programming language used in a post. Once the classification has

been performed LDA is used for topic detection based on specified keywords for each

topic. The discovered assets such as specific users can be viewed through a dashboard to

reveal further information about threats they post and other information. In this research

they use assets that are specific to the dark web forums used to great effect, providing

a system that can track users and provide valuable information. In our system, we try

to not use platform-specific assets for the reason that we want to be able to normalize

our system for all types of data sources. The Twitter platform contains various types of

assets that can be leveraged to gain more context on threat posts such as users, retweets,

followers, and more. These assets are useful but can be difficult to link across platforms

in which they may not exist. In the case of news articles many of the assets are not

available, also to correlate a username on Twitter to another platform like Reddit can be

difficult to do reliably. Because of this in our research, we try to focus more on the data

and insights which can be extracted directly from the post itself without correlating it

with platform-specific data. By using terms within the body of the data only and using

techniques like sentiment analysis which do not rely on platform-specific features we can

ensure that our system can be used across any platform in its intended form.
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1.3 Cybersecurity Text Classification

In the previous section, we explored the existence of various CTI systems, frameworks,

and tools which incorporate various components that are commonly used in these types

of scenarios. Each of the common components of this type of system holds value such as

data retrieval, filtering, pre-processing, data mining, and information extraction. Even

though every component within this system has its use and is important, if the data which

is obtained is not of a certain quality the other functions do not have a great impact, since

the data outputted is likely to contain errors. Because of this, it is important to consider

and test this component independently of a CTI system although keeping in mind that

the ultimate aim of the model is to be used for this goal.

NLP looks at the relationship between human language and computers and how this

relationship can be exploited to process and understand the patterns in human text data.

This is done through various techniques and algorithms, one of those being text clas-

sification. Text classification is the process of tagging or labeling a piece of text data

with a value that can correspond to various groups such as topic, sentiment, or type.

Various researches have been conducted to classify texts from different domains such as

politics [103][138], natural disasters [95][25] or virus epidemics [128][57]. Research which

focuses on the classification component of text is more common in other domains than

it is in cybersecurity. This is due to the emerging nature of cybertext analytics, and the

traditional popularity of technical IoCs, along with the fact research in this area usually

focuses on the system as a whole rather than the particular component and its efficacy.

Having said that, there are examples of research which is solely directed towards the ap-

plication of NLP on cybersecurity texts. Competitions such as SemEval have promoted

more research in this area through shared tasks [99] where participants can choose from

a number of tasks related to semantic evaluation and submit their solution and compare

it against other teams. One entry for this task among many [73][71] is Manikandan et al.

[77] where they present their participation to the SemEval-2018 task 8 which is concerned
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with semantic extraction from cybersecurity reports using NLP for the classification of

sentences for malware and entity prediction. They present a CNN model for malware

sentence classification and a Conditional Random Field (CRF) system for malware token

prediction.

Shin et al. [117] use a contrastive word embedding model to classify cybersecurity

intelligence from Twitter data which employs a technique similar to the one used in

our research. By training cybersecurity related and non-cybersecurity related data word

embedding models separately, they aim to maximize the difference between embedding

models. They use these embeddings as an input to deep learning models such as CNN

and long short term memory (LSTM) to classify tweets as cybersecurity related or not.

In our case we train our word embedding model on cybersecurity related data as well but

rather than using this as an input to a classification model, we create our own MLKF

method which uses cosine distance to classify data. We have chosen this route to maintain

a lightweight and flexible model which can be easily applied to any domain without the

need for extensive deep learning model training.

1.4 Cybersecurity Text Relevance & Credibility

The popularity and deployment of CTI systems are increasing and with more companies

utilizing these technologies it means that these systems will begin to be targeted by

malicious actors. One particular way AI and ML-based CTI systems can be targeted is

through poisoning attacks. In this scenario, an attacker can generate a large number of

posts through a bot or human network to influence the output of the system. Using this

technique they can affect the output of the system. This will at least cause a distraction

and time-consuming event for analysts and at worse could cause changes in the network

which could potentially be exploited. There are various techniques to mitigate this risk,

some systems filter data based on verified and credible data while others use a credibility

score value as a threshold.

27



1.4. CYBERSECURITY TEXT RELEVANCE & CREDIBILITY

In Khurana et al. [58] they use a credibility measurement to determine the credibility

of Reddit posts through a reputation score. Some systems ([64][13][15]) handle this by

limiting their data based on verified or reliable user accounts but this means severely

limiting the scope of the system and limiting its abilities. Here they propose an ensemble

SVM and embedding model method which can be used prior to or within the CTI system

to classify posts as credible or non-credible data. The dataset was created using Reddit

based posts and was manually annotated with a label of credible or not credible. An SVM

model was then trained on multiple posts using platform-based features to classify data

with a binary credibility label. The SVM and vector embedding models were stacked to

produce a score that can be used to judge the overall reliability of the post by a human

analyst or device. In our CTI system framework, we consider the legitimacy of data and

tackle it using the common technique mentioned of limiting data based on respected user

accounts. This is not the optimal technique for a CTI system due to platform-based

features such as user accounts not carrying over to every platform and the difficulty in

managing each account. The solution proposed in this research looks at effectively adding

another component to the CTI system architecture which evaluates data credibility prior

to it being inputted into the system. This is a difficult issue to solve and has different

characteristics depending on the platform. For instance, in this research, they consider

the Reddit platform which has a very different post form and userbase to the Twitter

platform. On Twitter between 9% and 15% of Twitter accounts are estimated to be

bots [129] which lends itself more to noncredible data when compared to a platform like

traditional news articles. The effect of misinformation and credibility is one that needs

to be considered especially as the increase in CTI systems becomes more integrated with

security operations.
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1.5 Topic Clustering

In our research, we concentrate on text-based data in the form of various types of posts,

articles, and digital discussions. Although we focus on text-based data, clustering research

for security is an area that has been researched traditionally through the clustering of

technical indicators. Indicators such as IPs, signatures, hashes, and domains are used often

within security devices and in the past have been primary IoCs. K-means clustering on

technical indicators has been used for various solutions such as attack clustering [118],[139]

and anomaly detection [47] but for our purposes we are interested in text-based data.

Lee et al. [64] present a topic mining service which uses open threat intelligence to

find emerging threat topics and present a possible solution. This tool limits its input data

based on a set of cybersecurity-domain Twitter accounts considered to be experts within

the community. Within this research, they used topic clustering on the corpus of expert

tweets to show the range of topics that were discussed within the group. A total of 100

cybersecurity experts posts were analyzed using a clustering algorithm to cluster the data

into three groups based on the topic. They were able to find that each cluster outlined a

distinct topic. The first cluster was as expected in relation to the security domain. The

second cluster was on subjects which are tangential to security in the form of technology

interests or conferences. The third cluster largely contained personal discussions about

interests such as sports and social activities. This shows the need for identifying and

filtering out non-significant topic clusters from our data.

Behzadan et al. [17] develop an open-source web application to assist in the annotation

and exploration of Twitter-based OSINT data. This tool is used to propose a method to

detect and classify cyber-related tweets. They initially used a keyword filtering method

to create a dataset of Tweets which was subsequently manually annotated. These tweets

were labeled based on both relevance and threat type with a general/marketing category

added for tweets that were related to cybersecurity but were not related to a threat.

Two CNN models are used to classify tweet relevance and then for positive results to
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be classified into the threat category based on the label. In our MLKF+C method, we

consider this aspect while trying to improve the quality of our data stream. Using various

clustering algorithms we investigate the data groups which are formed from clustering and

how we can classify and eliminate clusters that are less significant. In this study, this was

handled manually with human annotation at first and then using that data as a training

set for a CNN model. On large-scale datasets, it is not practical for manual annotation

to be done. We therefore opt for an unsupervised method that can be used effectively for

automatic classification.

Alves et al. [13] propose Synapse, a Twitter-based continuous threat monitor that

collects, classifies, and clusters tweets. Synapse also uses specific security accounts to

filter tweets. To handle out of domain topics it uses a whitelist to drop tweets which do

not match the list. This manual method can be useful for a small number of topics but is

manually intensive and hard to maintain for CTI systems that aim to get a wide scope of

data. Tweets are then classified using an SVM model followed by a clustering phase. CTI

systems that use Twitter as their data source have to deal with the possibility of retweets

which can mean you have a large amount of the same tweet within the dataset. In this

research, they make it easier for analysts to use this system and find the general theme

within the tweets by presenting a single ”exemplar” tweet that represents various tweets

which are important within the dataset. This is achieved through the use of an adaptation

of the Clustream algorithm [6], DynamicClustream. This method implements an online

and offline phase which adjusts the number of clusters depending on the appropriateness

of the data point to fit existing clusters and dynamically allocating them or creating a

new cluster based on this. In a similar vane, Concone et al. [30] develop a method which

discards erroneous posts and then clusters the remaining tweets using K-means clustering.

An alert subsystem is used to cluster documents and group posts on similar topics. This

is done with the aim of more effectively identifying main topics and eventually creating

an alert system based on this data.

In these methods, they have taken the route of grouping similar tweets based on the
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topic using a clustering algorithm. In this process, it is often the case that outlier posts

are often discarded meaning that this type of system may miss less popular or obscure

tweets that do not fall within a particular group. Within our system we consider both

aspects to be important to the effective implementation of a CTI system. The user should

be allowed the option to manually go through individual tweets to gain a fine-grained

understanding of the data, but should also be able to see a high-level abstraction of the

most important topics. Fink et al. [41] discuss the importance of allowing analysts to

explore the intricacies of their data and the dangers of having tools which obscure this

view. Therefore an effective CTI system should be able to provide both perspectives for

its users.

1.5.1 Threat Term Detection and Disambiguation

In Seyler et al. [116] they present a method to disambiguate ”dark jargon”, which they

define as ”benign-looking words that have hidden sinister meanings and are used by

participants of underground forums”. An example of this could be the term RAT which

can refer to a remote access trojan or to the animal or to a person. This method attempts

to interpret these terms by using a mapping method based on KL-Divergence. Due to

the varying contexts of these terms, it is normal that the ”dark” context of RAT will

have a context more similar to malware since a remote access trojan is essentially that.

By then taking the word distributions for the normal version of the word and for the

dark version of the word, the dark jargon’s meaning can be found by identifying the

word with the lowest dissimilarity to the target dark word. In our method, we use word

embeddings to determine if a word’s context is within our domain based on the context of

a post and the similarity of the words to the terms which are most likely to be contained

in that context. For our purposes, we are not trying to identify the meaning of the

particular ”dark jargon” term. Having said that being able to determine new emerging

terms relating to cyberattacks, malware, and other general information threats are useful

if it can be automatically detected and incorporated into a threat system. In our own
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system, we outline a method to extract emerging attack terms from our data stream, but

these require manual checking and investigation to confirm an appropriate term is added.

Hughes et al. [52] look at a method of identifying dual meaning terms using NLP. By

comparing texts preceding and following an event, burst and dynamic topic models have

been used to detect trending topics. The log-odds ratio indicates whether terms are more

likely to appear in a given corpus, intuitively a new trending term will be much more

popular in the target dataset compared to previous periods and other terms within the

target period. For comparison, the log odds tools were compared against TFIDF with

both methods including tokens related to specific cybersecurity events but with TFIDF

also including unrelated terms. For this method to work effectively an appropriate prior

and target time window must be manually selected which represents the before and after

stage of the emerging term. This manual selection of the time period inhibits a total

automatic solution which is sought after in an end to end system. In our proposed system

we also use specific time windows to find emerging terms and measure their importance in

the corpus using a combination of TF and TFIDF. For our testing period we have found

that a one week period worked best for finding emerging topics in our dataset but this

is an effect of the amount of threats which appeared during that time and could differ

during more active periods.

1.5.2 Attack Sentiment

Sentiment analysis is a useful tool that allows us to place a polarity value on a docu-

ment. When we consider this in the context of the cybersecurity domain we can use this

information as an extra dimension to gain insights into possible attacks occurring. For in-

stance, in the real world, a growing amount of hostility, unrest and general negativity can

often lead to acts of violence and or even riots within the community [133]. Similarly, we

can think that within the cybersecurity community a large amount of negative sentiment

towards a company, government, or group which can be measured by the general social

media posts towards this entity can end in some type of attack occurring towards them.

32



1.5. TOPIC CLUSTERING

This can be seen in the group anonymous which has on many occasions announced attack

campaigns against organizations that they deem to be causing some type of injustice or

are in a morally wrong position.

In [15] they look at the correlation between sentiment and attacks conducted by web-

site defacement hackers. This study saw that as may be intuitively expected there was a

negative sentiment prior to the attack happening which conveyed a motivation for the at-

tack. This was followed by a positive sentiment once the attack was conducted portraying

a sense of relief or happiness. This pattern was found in 24% of the defacers and although

this example applies to individual actors we can consider that negative sentiment within

the greater security community will increase the likelihood that there is an attack on that

organization.

In Hernandez et al. [49] they propose a methodology for tracking social media data

which can cause cyber attacks, this is done through the classification of tweets based on

content related to security attacks. The specific feature which is used in this study is the

sentiment of tweets which are processes to find a correlation between the sentiment of

tweets and their likelihood to be an indicator of a cyber attack. Based on this premise

we can predict the occurrence of an attack based on the sentiment of tweets in a certain

time window. Multiple machine learning models are tested to label tweets with a polarity

value of negative, positive, and security-related. This method was evaluated using the

2016 USA presidential campaign where it was able to identify events where the twitter

sentiment was affected and cause response from users. This shows that negative sentiment

on social network platforms such as Twitter can be used as a warning mechanism for cyber

threats. In our research, we also use sentiment analysis of tweets as an indicator of possible

cyber threats, but in our case, we track tweets that contain certain attack keywords in

correlation with organization names to pinpoint where attacks are more likely to hit. By

having more specific data about possible targets we can more effectively defend ourselves

and mitigate false-positives.
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1.5.3 Ensemble Learning

Within this research one of the techniques we use to improve the classification and prac-

tical implementation of our method is by using machine learning ensembles [35]. By

applying different machine learning models to subsets of our dataset it is possible to

achieve superior results to that of using a one size fits all approach. By doing this we are

able to apply more targeted solutions to each dataset based on its specific features. The

benefits gained do not only help with classification score but also have practical implica-

tions in terms of speed, infrastructure, and scalability which affect how a CTI system can

be implemented under different constraints.

There have been previous researches which have looked into the use of ensemble learn-

ing within the cybersecurity domain and how they can be leveraged for improved re-

sults. Zhou et al. [142] present an attack detection technique targeted at XSS attacks.

This method proposes using an ensemble method where bayesian models for both domain

knowledge and threat intelligence. In Miller et al. [87] they consider that an attack can be

represented by various network characteristics which can be used as features for machine

learning model. By creating ”perspectives” which are made up of features that support

the same characteristics, there will be efficient diversity between these groupings. Various

combinations of machine learning models were applied to these perspectives to gain an

increase in classification scores. In Zhou et al. [143] they propose an IDS framework

that takes advantage of specific features through an ensemble learning method. In this

research, the optimal feature group is selected based on the correlation between features.

They utilize an ensemble of classifier models such as C4.5, Random Forest, and Forest

PA along with a voting method that makes a decision based on all of these classifiers.

In our research, we take a feature segmentation approach to enhance the level of our

data. We use subsets of our dataset similar to the ”perspectives” mentioned based on

common features such as length and platform, and apply different models to each subset

to achieve an overall better classification score and speed.
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1.5.4 Cybersecurity Datasets

Traditional features are comprised of things like IPs, port numbers, and other various

network-related metrics. Originally, available datasets reflected this with the majority of

the datasets traditionally used for the application of machine learning in cyber analytics

being based on various technical datasets [136][130][90][23]. Because of the new and

emerging nature of data mining open source text posts for the cybersecurity field and

threat detection, more datasets have been released related to cybersecurity posts. Lim et

al. [66] present MalwareTextDB, which uses a database of annotated APT reports to help

construct models which can help research in data collection. Behzadan et al. [17] present

a framework for detecting cyber threat indicators in Twitter data streams which uses a

custom open-source dataset of 21000 annotated cyber-related tweets which is released to

promote further research in the area. Pastrana et al. [96] present the CrimeBB dataset

which contains more than 48 million posts from underground forums and stores it in

a usable dataset that can be used to gain insights into the activities which lead actors

into cybercrime. These are just some of the datasets which have emerged in recent years

which have helped researchers study the cybersecurity field using NLP methods. Even

though these datases exist, Zheng et al, [140] show that less than one-fifth of datasets

present in cybersecurity research papers which are published are publicly shared. This

has a negative effect of not allowing results to be validated and expanded upon leading

to greater improvements and insights into methods. By making our data available we

will able to improve the involvement within this research community and find comparison

datasets that can become standard across multiple types of research and enrich existing

studies and push them forward. To contribute to this we make our datasets available for

public use.
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1.6 Thesis Structure

This paper is made up of seven chapters that present the research we have conducted

and go into detail into the methods used for each component. Firstly, in chapter 1

we have introduced our research topic and shown why it is important to pursue this

research and the benefits that can be achieved through it. This chapter also presents

useful background history which has led us to the current position we find ourselves in

and which has influenced our decisions to conduct this research. Within chapter 1 we also

present a comparison of our research with other related research to help situate where

our work fits within the greater academic literature. By doing this we can explain the

reasoning behind the choices which were taken for our research based on similar research.

In chapter 2 we present the common methods, tools, and tasks which were performed

throughout our research. We introduce the broader concepts of various data science and

data processing methods in this chapter so as to introduce the reader to the concepts

which we use throughout our paper. When required we go into further detail as to the

specifics of each method and its implementation in the appropriate section.

In chapter 3 we introduce our first research contribution by presenting our CTI frame-

work. Based on the reasoning we have provided in chapter 1 we have developed a frame-

work for a system that can leverage open-source data in the form of social media posts

to proactively investigate and preempt cyber threats. This is achieved by using various

methods and processes on the data which we retrieve and displaying it to the user so that

they can easily take in and understand the output of our system.

In chapter 4 we cover our second contribution of this paper which is an extension of

the data mining and filtering component of our CTI framework introduced in chapter

3. In the process of creating our system, we found that the data which is retrieved

and used within this system is the most important component. Because of this, we

develop our own method for filtering text-based cybersecurity data which expands upon

the keyword filtering method. We create a method called Multi-Layer Keyword Filtering
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and Clustering (MLKF+C) which is able to classify documents based on relevance through

a multi-layer keyword filter and then classify data based on significance through topic

clustering. Using this method we can create a stream of high-quality data that can be

used within our system and other systems to improve the usefulness of output.

In chapter 5 we present the third contribution of this paper which considers the im-

plementation of our system in practical applications. It also considers the adoption of

this type of system and how that can be affected by other factors such as business-specific

aspects. In this chapter, we consider the practical application of our system and how

it can be applied to the widest scope of scenarios possible. We do this by investigating

the use of ensemble learning on our data and how this can promote a more favorable

trade-off between classification score and processing time. We also look at factors such

as scalability, maintenance, infrastructure, budget and show how using ensemble learning

we can create various architectures of our system to encourage wider use of our system

in organizations that previously would not have had access to this technology.

In chapter 6 we discuss the various components of our research and how these com-

ponents can be configured to suit various scenarios. As part of this, we also consider the

scenarios where our methods perform sub optimally and what are the factors that cause

this. Finally, chapter 7 presents the conclusion of this paper and summarizes our work as

a whole.
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Methodologies & Tools

In this section, we present the common techniques and technologies used in our research.

Since there are certain components that are shared across our research, rather than present

these aspects across multiple sections we will introduce them in this section and then go

into any further detail if needed in the respective section.

2.1 Data mining

With the rise in internet-connected devices and the prevalence of technology has come the

inevitable rise in data. This data is not only restricted to photos, videos, and messages on

social media but includes a number of protocols and control data which allows for internet-

connected services to function. The amount of data flowing through our networks in a

single day dwarfs all previously recorded physical data in the form of books. Digital data

is much more robust compared to physical data, since it is able to be copied to databases

across the world in seconds. This has brought with it the added benefit of allowing us

to analyze this information as a whole, which has come to be known as data mining.

Data mining refers to the analysis of big data, usually in the form of large datasets and

the subsequent process of finding relationships and patterns within that data which can

provide some insight into the underlying nature of the data which is useful in some way.
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This process provides specific challenges such as how we store, access, and read data.

Due to the sheer amount of processing speed required, it must be considered to determine

if it is even possible to deal with the whole dataset or if a sample will be used. Also

from an analysis perspective due to the large amount of data that is used there will be

a larger amount of edge cases that find their way into the dataset. Therefore identifying

these cases and accurately reflecting and summarizing the true overall trend of the data

is important.

Data mining is the analysis step of knowledge discovery in databases (KDD). KDD

is comprised of various steps which help outline the process of finding and interpreting

relationships from data. These steps include the selection of data that is applicable

to a goal, pre-processing the data to fit requirements and allow for processing, data

transformation to transform the data into a specific type, and, performing data mining

to extract the relationships and patterns present in the data. Finally, these patterns and

relationships can be analyzed and interpreted to gain insights into the data as a whole.

Within our systems, we use these established steps as a way to extract useful insights

from our data.

2.2 Dataset Creation

The first step in this process is the acquisition of data in our particular domain. Al-

though as we have previously stated there is an abundance of data currently being used

throughout the internet, accessing this data is not always an easy task. Companies go

through a large amount of work and employ teams of people to capture, store, and main-

tain this data, and it is not always in their interests to provide open access to it. The

insights that can be gained from these large datasets are incredibly valuable and can easily

supply a company with insights that give it an edge against its competitors. Although

this is common and many closed repositories exist which do not provide access to their

databases to outside users, there are cases where companies provide access to a subset of

39



2.2. DATASET CREATION

their data. This is often done through an application programming interface (API). This

programmable interface allows outside users to interact with a database or other under-

lying infrastructure using specific calls or requests which the developer has allowed. In

this way, a user can gain access to a large database that is maintained by an organization

and use it as a data source.

One example of this is the Twitter API [75]. The Twitter API allows users to access

data about specific tweets, users, messages, trends, and more. This is done through the

API interface which allows Twitter to set what parts of its platform can be accessed and

in what way. This access is provided to users because it expands the adoption and general

use of this platform. Through this API outside developers can create applications that

integrate Twitter data into them. Research can be conducted using this data to gain

new insights into specific areas and many other applications can also be found. This is

beneficial to the provider since it expands the reach of their platform and integrates it

into existing systems ensuring its use and longevity.

In our research, we take advantage of the Twitter platform using the Tweepy library

[106] to create a dataset of cybersecurity-related tweets. We are able to use this interface

to retrieve a stream of tweets based on the existence of cybersecurity terms contained in

either the body of the tweet or as a hashtag. That is to say, we can filter and retrieve

specific tweets that contain a cybersecurity-related term in them and subsequently save

that to a database to create a repository of cybersecurity-related tweets which we can

further process and analyze. We use this technique throughout our research to collect

data. Twitter is a platform used throughout the world which allows us access to data

that can give us good insights into threats.

Although Twitter is a good platform to access cybersecurity data it is not the only

source that contains relevant data that can assist us in getting insights into cyber threats.

There are various inherent aspects of Twitter that will exclude certain types of data from

appearing on that platform. For example, Twitter posts are restricted in length to 280

characters. This shorter length generally lends itself to more grammatically unstructured
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text with more emojis and deliberately misspelled words. Also, although Twitter is used

throughout the world, Twitter like any platform does not represent the only option that

can provide us with relevant data.

It is important for CTI systems to be able to efficiently process and gain insights from

different types of data. Because of this, it is important to represent other text styles in

our dataset to ensure that we cover the widest scope possible with our system and are not

limited to any particular platform or type. To do this we also integrated other data into

our MLKF testing procedure. We integrated data from four unique platforms to create

this dataset using Twitter1, Reddit2, Stack Exchange3, and traditional news articles4. We

chose these specific data types because each has its own unique characteristics in length,

style, and content which give us a good overview of styles, and allow for our results to be

applicable to other platforms.

Stack exchange is a popular network of question and answer websites on various topics,

with each subsite being dedicated to discussion on a specific topic. There is an open-source

tool called Stack Exchange Data Explorer [40] which provides access to public data from

the Stack Exchange network through SQL queries. We utilized this tool to retrieve data

that was relevant to our use case based on the specific domain of the site in the network,

and also tags that were assigned by the user to particular questions. In this way, we

were able to retrieve relevant cybersecurity data for our research from Stack Exchange.

Stack Exchange data is unique within our dataset because of its particular qualities. The

questions posted through Stack Exchange are often technical in nature containing large

amounts of programming code or markup language.

Reddit is a network of community discussion websites based on common interests. It

also has specific subsites that are dedicated to particular topics where users can discuss

events within that domain. Since particular subreddit discussions are moderated to be

1https://twitter.com/
2https://www.reddit.com/
3https://stackexchange.com/
4https://www.welivesecurity.com/
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relevant to the theme it is dedicated to, we can use this as a filter for our data. We use

specific cybersecurity-related subreddits such as r/netsec and r/cybersecurity to retrieve

data that is relevant to our applications. We are able to access this data through an

open-source tool which stores historical Reddit threads called pushshift.io [16]. Reddit

data is made up of a range of styles from general to technical discussions based on the

subreddit.

We also retrieve traditional news in the form of news articles from cybersecurity-related

news websites such as welivesecurity and the-hacker-news [39][91]. We retrieved this data

using the Python library selenium [1]. This provides a different text style compared to

the other entries with news articles being longer and more structured compared to the

other entries.

This dataset is aimed to be used within the realm of ML and the training of ML

models. Because of this both positive (cybersecurity-related texts) and negative (general

texts) must be used to train the model. Therefore to retrieve negative examples for our

dataset we used the same techniques as outlined for each platform but use those techniques

to retrieve data which was general and did not contain any reference to cybersecurity

events. In this way, we were able to create an automatic cybersecurity-related dataset

based on open-source data platforms that were related to cybersecurity posts, questions,

and discussion data.

2.3 Data Cleaning & Pre-processing

Data cleaning and pre-processing is an important step within the KDD pipeline. It can

employ various techniques to normalize data into a form that is able to be effectively used

for analysis. These processes can differ depending on the ultimate goal to be achieved

and the type of data that is being used. In our case, we are using text data in the form of

text-based posts and articles. Therefore our cleaning and pre-processing techniques aim

to get our data in a form that will assist the models we use to more easily be able to
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identify the key concepts in the text.

The first step in this process can be implemented during the dataset creation phase

while retrieving data or afterward by processing the data once it has been stored. This

step includes filtering out entries which are either missing data such as empty fields, fields

which only contain out of range data, or fields which have impossible data combinations.

In our case, our data is made up of four fields. An entry contains the timestamp for when

the particular post was published, the text contained in the post itself, the platform from

which the data came from, and a field that captures a sentiment score.

Based on these fields if we have data that has a missing body field there would be no

reason to add this entry into our dataset as doing so would only diminish the quality of

the dataset and lead to questionable results. There are cases where entries with missing

values will still be used but the missing value will be automatically replaced by some

placeholder value. This technique can be used for small datasets where data is scarce.

In our case we do not have this issue and therefore can filter out data entries that are

missing values or have any similar issues. Once this has been done we have a dataset that

contains a large number of entries from which we aim to analyze and extract patterns

and relationships. Because we are working with text data there are further processes that

must be taken to mold the data into a form that is more suited towards being used in a

classification model.

The initial steps which are commonly employed in the pre-processing stage for text

data and which we employ begin with vocabulary minimization. We first remove stop-

words from each entry in our dataset. Stopwords refer to common words like, is, at, or,

which, etc. These terms can cause issues in phrase searching and are not beneficial for

the method which we are employing. By removing stopwords from the body field of our

data we are able to also minimize the vocabulary size which assists in processing time.

The vocabulary of our dataset refers to each unique term that makes up all entries

from the body field of our data. A large vocabulary can cause longer processing times

and can cause various sparsity issues. We therefore want to minimize our vocabulary to a
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point where it is still able to efficiently describe the underlying concepts contained in the

text but it does not contain a large number of non-relevant entries. This issue can vary

in significance depending on the platform. Although news articles are generally longer

than other types of online posts they are written using structured and formal language

and have been edited and checked for misspelling. On the other hand, the unstructured

format and unusual spelling used on a platform such as Twitter means that it has a much

larger vocabulary size due to all the iterations a word can be spelled as and the countless

combinations of characters that are used.

Because of this, it is important to further pre-process these platforms to remove un-

intelligible strings of characters and other platform-specific elements which do not hold

value towards our final goal. This includes elements such as @mentions, hyperlinks end

emojis. Although there has been research done into how some of these elements like

emojis can be utilized to assist with areas such as sentiment analysis we do not use these

features in our method.

Another factor that contributes to greater vocabulary size and has an impact on clas-

sification is a large number of various forms of the same word. There are derivations of the

same word such as works, worked, working which can be reduced into one representative

form. This procedure can help by reducing the vocabulary size and helping to search our

data based on a common base term rather than having a large range of terms with the

same meaning.

There are two main techniques that can be used to reduce terms to a common base

form, stemming [70], and lemmatization [100]. Although both have similar goals they both

achieve them in different ways. Stemming is a simpler technique that cuts off the end of

the word without any consideration for the meaning of the word itself. Because of this it

can be somewhat crude and can leave strange terms in the vocabulary. Although, because

it does not consider the meaning of the terms itself it is quicker to apply and therefore

can be applied to larger datasets with less processing time. Lemmatization is similar in

that its aim is to reduce the words down to a base form. Lemmatization in contrast does
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consider the meaning of the word by using a dictionary and aiming to remove inflectional

endings only, leaving the dictionary form of the word behind. Since this method does take

into account the meaning of the word and utilizes a lookup dictionary on each word it can

take longer to process a larger dataset than stemming, but can return more consistent

results. For our separate researches, we test the effect of stemming, lemmatization, and

original data on our separate datasets. We go into more detail on how these techniques

affected classification separately in their respective sections.

Up to this point, we have removed various elements from our dataset and tried to

reduce the size of it to condense it into an expressive form that efficiently represents the

underlying concepts of the data without any unnecessary entries. This is all done with

the aim of assisting and improving the classification of our data. We can also improve the

classification of our data by manipulating the existing data in our dataset to create new

features. One common technique to do this is by creating n-grams. N-grams refer to a

sequence of terms of length n. By using n-grams in our filter we can improve the quality

of our system by reducing false-positives and using a combination of n-grams allows us to

get the best results from our method.

Using these various data cleaning and pre-processing methods on our dataset we can

ensure we have useful data that produces reliable and consistent results. Without using

these techniques it is likely that the system would be strongly affected by the quality of

the data which was input into it and therefore would could not be relied upon to give

useful or meaningful output.

2.4 Data Transform

In the previous step, we explained how we can clean and pre-process our data to remove

noise, outliers, and missing data. We also show how we improve the existing data and

expand it to better represent the underlying relationships within. Once we have converted

our data to get it into an effective and efficient representation, we need to transform the
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data into a format that is able to be used by the machine learning models and other

methods we are using.

It is often the case that many machine learning models can not take raw text-based

data in its original form, instead, they expect a fixed-size vector of numbers. This means

that we are required to transform that data into a collection of tokens that accurately

reflects the dataset. This process includes the tokenization of strings by assigning a

numerical value to each token, the counting of these tokens, and the normalization of

tokens based on the count. The vectorization process allows us to transform our dataset

into a form which we can then input into a machine learning model.

For our purposes of text classification, we test two techniques to transform our dataset

into an appropriate format. Firstly, we use the Scikit learn [97] function CountVectorizer.

CountVectorizer implements tokenization and occurrence counting in one class. Each

unique term in the vocabulary is assigned an integer representation and entered into

a matrix that represents the particular document. This technique is usable but does

not consider term frequency and importance which will end up having an impact on

classification. Certain terms will be found more often in a corpus, terms such as the, a,

or, will far outweigh more descriptive terms which hold more meaning within the corpus.

The over-representation of terms that have little significance within our data will obscure

our results and stop us from getting clearer outcomes. To fix this we can weight our

tokens based on a value that represents the importance of the term in a corpus. The

TfidfVectorizer function performs the same process as CountVectorizer but instead of

assigning a count value only based on occurrence, it applies a value based on importance

called TFIDF [101]. This is achieved by multiplying the frequency of a term by the

number of documents that do not contain that term.

tf-idft,d = (1 + log tft,d) · log
N

dft
(2.1)

This in turn should create a better representation of our data since it is including

the aspect of term importance in its transformation rather than simply distinguishing
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between different terms. We test these two techniques in our research to see how they

differ and what effect they have on our data in terms of classification score.

These techniques provide us with a vector of features that can be very long. This can

become an issue if it is too large, meaning further transformation can be beneficial and

even necessary for certain tasks. There are various dimensionality reduction techniques

that take a high dimension vector and look for a combination of features that best rep-

resent the original features within a smaller vector size. By doing this we can reduce the

size of the matrix representation of our corpus into a representation that can be used

with particular models. For example, there are certain algorithms that are only able to

handle vectors of a certain length, so if there is a vector longer than what is accepted by

the algorithm, it can be reduced with this technique. Also, to visualize our data to gain

better insights we may plot it in two or three dimensions and therefore have to use an

implementation of this technique such as Principal Component Analysis (PCA) [135].

In our case, we test various vector sizes in our research to see how the various rep-

resentations affect our classification and at what size we can retain enough detail of the

underlying relationship of the data while still saving space by using a smaller length. We

also visualize our data to gain further insights into the similarities between various data

entries and therefore have to use these techniques for data transformation.

2.5 Data Mining Tasks

Depending on the goal of the task different processes will be used such as classification,

clustering, or regression. Within our research, we use various tasks within our system

to obtain our desired output. We explain which tasks we use and their purpose in this

section.
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2.5.1 Sentiment Analysis

Sentiment analysis refers to the analysis of a piece of information to identify and quantify

the underlying emotion behind a particular piece of data. This technique can be applied

to various types of data such as voice recordings and text. In our particular case, we are

dealing with various types of text-based data and therefore use this technique to classify

posts with a sentiment value. The typical use case for sentiment analysis is to assign a

sentiment score between 1 and -1 to a piece of data. This correlates to an emotion such as

positive, negative, or neutral which reflects the emotion of the data. This task classifies

the polarity of the text and can be expanded to identify specific emotions such as happy,

sad, anxious, and others.

Our framework uses a sentiment classification model to assign a polarity score to our

tweets giving us an extra dimension that we can use to analyze our data. By identifying

data points that are classified as having a negative sentiment and that also contain a

particular threat name such as ”DDoS” we are more likely to encounter posts that relate

to attacks. By tracking posts that are classified with a negative polarity and contain

specific attack names we can get an overview of the threat landscape for that particular

type of attack. If we take this further we can also identify specific company names in this

stream to help us identify posts that refer to specific attacks on companies.

By tracking posts that meet this criteria we are able to get a indicator of what threats

are occurring on different companies in real-time. This information can then be used by

an analyst to assess the risk in their own network and adapt to real-time attacks. We

implement this technique in our framework for proactive cyber defense and discuss the

results obtained in Section 3.1.3.

2.5.2 Word Embedding

One of the areas which has benefited from the increased research into ML and artificial

intelligence has been NLP. NLP is concerned with the problem of allowing computers to
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process and analyze large amounts of language data. One way to do this can be using

a language model to distinguish between words by using a probability distribution. An

example of a type of language model which does this is a word embedding model. Word

embedding is a technique where an individual word or document can be represented

by a vector. By representing individual words as vectors we can therefore measure the

distance between them and correlate this with how similar two words are. It also allows

us to perform algebraic functions on terms such as King – Man + Woman = Queen.

This is achieved by looking at the context of a word, meaning, the words it is commonly

used in conjunction with. By looking at a large number of examples of words that are

used in conjunction with a particular word we can find the probability of which terms

are most common and then represent this in a vector form. Other vectors which have

similar values mean they have common terms and thus share a similar meaning. The

opposite is also true with vectors that have no shared values or are far apart from each

other having little similarity. Word2vec is a particular implementation of this method

first presented by Mikolov et al, [86] and is the implementation we use in our research.

We use the word2vec model to disambiguate terms within our corpus. By using a trained

word2vec model we generate a list of terms that are similar to a particular term from our

corpus. We can then use this list to distinguish if a word is relevant to our domain. In this

way, we can create a filter method to include entries that are relevant and discard data

that is not. The word2vec model has various hyperparameters which can be adjusted to

increase performance and classification. It is also affected by the quality of inputted data

through pre-processing and transformation. We look at all these aspects and test how

each component affected our overall classification score.

2.5.3 Clustering

Clustering is the task of grouping various data points together that have common features

compared to data points in other clusters. It is a common technique used for data analysis

and classification and encompasses various techniques that implement various solutions
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Figure 2.1: This figure shows the top 50 terms by cosine distance for the terms, trojan,

DDoS and dark web. By training our model on cybersecurity-related data we can use our

word embeddings to determine the context of posts.

to achieve clustering. Within our research, we use clustering on our dataset to identify

groups of data that contain similar topics. By identifying groups of data that are related

to the same subject matter, we can also distinguish non-relevant subjects within our

domain and attempt to extract those clusters to improve the quality of our data.

To achieve this there are various clustering algorithms which we test throughout our

research to find which is able to best distinguish the underlying topic of our data. We test

algorithms such as spectral clustering [92], K-means clustering [48], and fuzzy cmeans [20]

to evaluate how each algorithm interacts with the data itself and if they can be tuned to

provide better results.

A challenge with K-means and other algorithms is the need to provide the number of

expected clusters to the algorithm. Our dataset is not labeled by theme and therefore we

do not know the number of clusters we should assign to the K value. Because of this, we

turn to metrics that do not require a ground truth table. In the case of clustering, cluster

separation and similarity analysis can be used in the absence of labeled data. Silhouette
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score and Davies-Bouldin index [98] are two metrics which we can use to evaluate our

clusters without having labeled data to compare against. Silhouette score and Davies-

Bouldin index provide us with the number of clusters but the final judgment for our

particular application comes from finding which clusters contain the type of data we

consider to be less significant. To identify this we can analyze our clusters to see which

terms are most prominent within each cluster, we do this by ranking terms in each cluster

based on TFIDF score. This allows us to see an overview of the themes and types of posts

in each cluster. For example, if a particular cluster contains a large amount of terms such

as news, latest, via or similar terms common in advertisements we can obtain a higher

quality dataset by removing that cluster from the dataset.

2.6 Performance Metrics

To evaluate our methods we require a method to quantify our model that reflects the

model ’s goals. From the confusion matrix table, we can calculate various metrics, the

most commonly used metrics are, accuracy, f1-Score, recall, and precision [61]. If we look

at the CTI systems previously shown [64][108][83][144][93], these systems use one or more

of these metrics to evaluate the performance of their model. In some cases [63][88] they

use a more holistic approach by manually analyzing the events created by the model and

evaluating their quality. Using the correct metric for a particular dataset is important to

achieve quality output, the metric chosen should correlate with the metrics score and the

quality output of the system if it is chosen well.

When choosing which metric to use we need to consider what type of performance we

require from our model. To evaluate a model’s quality we can use any of the measurements

previously mentioned, each measurement will lend itself differently to our application

making it important to choose an appropriate metric to not be misled by the score. The

accuracy score represents, ”the probability that a classified post is correct”. Precision

represents ”the probability that posts classified as relevant are actually relevant” signifying
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how often we correctly classify posts. The recall represents ”of all posts classified as

relevant, how many were detected”, and finally, F1-score is the harmonic mean of the

precision and recall, giving a trade-off between the two metrics.

1. Accuracy = The probability that a classified post is correct.

2. Precision = The probability that posts classified as cybersecurity-related are related.

3. Recall = Out of all posts classified as relevant, how many were detected.

4. F1-Score = F1-score is the harmonic mean of the precision and recall, giving a

trade-off between the two metrics.

Accuracy =
TruePositives+ TrueNegatives

TruePositives+ TrueNegatives+ FalsePositives+ FalseNegatives
(2.2)

Precision =
TruePositives

TruePositives+ FalsePositives
(2.3)

Recall =
TruePositives

TruePositives+ FalseNegatives
(2.4)

F1Score = 2 ∗ Precision ∗Recall

Precision+Recall
(2.5)

We need to identify what is the most important metric for our system, this could

be to filter out all non-relevant posts at the expense of legitimate posts, or make sure all

legitimate posts get through at the expense of also letting non-relevant posts through. For

example, if we apply the metric of recall and assume, from 100 posts, 80 are relevant and

20 are not, classifying all 100 posts as relevant will give 100% recall score even though 20%

of the data was miss-classified. This shows recall on its own is not a good measurement for

this system. The accuracy measurement is often used in research but can be misleading.

Depending on the platform it may receive varying amounts of relevant and non-relevant
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data, giving an unbalanced distribution. If a platform receives 98% relevant and 2% non-

relevant data in a day, the accuracy is 98% which is misleading if our aim is removing all

non-relevant data.

This shows that choosing the correct measure to evaluate performance is crucial.

Choosing the wrong metric can cause misleading performance scores and ultimately a

defective system. Because of this we must identify the particular use case of our model

and select a metric that caters to that use case. Because of the amount of data being

input into the system we want to maximize the number of correct classifications using

metrics such as f1-Score and precision. By maximizing true-positives we can ensure the

majority of our data is relevant, by achieving a high score, any misclassified data will be

”drowned” out by the amount of correct data which will show the greater trend. Although

we are trying to utilize this method to assist in false-positives, ignoring ambiguous data

means severely limiting the scope and ultimately lowering the usefulness of the system.

Because of the amount of data being input into the system we want to maximize the

number of correct classifications using metrics such as F1-Score and precision. F1-Score

is a good indicator of performance in our case because it takes both precision and recall

into account. Depending on the application, precision alone can represent performance

well but in our case, it has the effect of maximizing true-positives by not processing false-

positives which leads to the exclusion of ambiguous data which is not beneficial in our

scenario. Therefore we focus on f1-Score as the main metric throughout our research but

also consider the insights that can be gained from precision.
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Chapter 3

Cyber Threat Intelligence

Framework

In this section, we present a framework for a data-driven threat intelligence system that is

designed with the aim of increasing the capabilities of its users to become more proactive

in its cyber defense. We believe that the increasing amount of data which has been

generated by the emergence of new platforms and services on the internet can drive a

more proactive stance towards cyber defense which will allow us to move away from the

traditional reactionary stance.

3.1 Method

In our design, we include various components that need to be considered when imple-

menting an effective CTI system. We present a framework for a system that is able to

filter data from social network platforms and take advantage of the greater context which

is inherently contained in these data points. The data filtering process takes various as-

pects into consideration to implement a method to effectively filter data. It also considers

factors such as the emergence of new attack names and how these terms can be integrated

into our existing filters. Once we have filtered and obtained our data, processing and data
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Security Tweet Dataset

Twitter Data AnalyticsSentiment Classifier

Figure 3.1: This figure shows a simplified version of the principal components for our

proposed framework.

mining is conducted. This is done to allow us to find patterns and relationships within

the data which would otherwise not be found if we were manually analyzing the data.

Finally, we look at how we can effectively and intuitively convey our results to an analyst

in a way which they can quickly understand and act upon.

3.1.1 Data Filtering

This component of our system aims to filter out cybersecurity data from a greater data

stream of Twitter posts and store those data points for later use. Our first action to

implement this is to consider the legitimacy of the data. In recent years there have been

many questions as to the authenticity of certain social media posts and whether they can

be considered legitimate or ”fake” [10]. By not integrating ”fake news” into our system

we can avoid erroneous output that does not accurately reflect real-world events. To do

this we can take advantage of features that come inherently in Twitter data. Twitter post

55



3.1. METHOD

data contains various features that are associated with it such as the user who posted the

data, the time it was posted, the amount of retweets, and more. Therefore to ensure the

legitimacy of our information we begin by filtering our data stream based on accounts

related to well-known researchers, hacktivists, companies, and other prominent accounts

within the cybersecurity community. We can expect that the posts which come from these

accounts are legitimate due to greater public scrutiny on these accounts because of their

prominent placement.

At this stage, we have a stream of posts which comes from various cybersecurity-related

accounts that we consider to be legitimate and usable. Although this data stream will

contain a large amount of related data it has been shown that researchers and enthusiasts

will likely post about topics that are not security related [64]. This can include topics

such as conferences and general life events. Therefore to further filter this data stream

and limit it to security-related topics we use a keyword filter that contains relevant terms

that can be used for monitoring social media platforms. Al-Rowaily et al. [8] use the

”2011 analysts desktop binder” which outlines common security terms that can be used

in this scenario to monitor social media discussion. Due to the age of the list, we use it

as a basis and add new terms and attack names to it to bring it up to date.

Within this data stream, it is still possible to retrieve erroneous data. This generally

takes the form of false-positives which are incorporated due to terms that have dual

meanings. These terms are common in the cybersecurity domain such as backdoor, virus,

and worm. These terms can be used in a context that does not relate to security and

therefore when they are used in this context we do not want the data to be stored. To

achieve this we use a separate static list of words that are commonly used in general

cybersecurity discussions. By processing our dataset using TF we were able to obtain

a list of terms that are commonly used in cybersecurity posts but which are not within

our main list. From these terms, we created a separate list of words that we can use to

compare against the body of the tweet. If the body of the tweet contains a word such

as backdoor which can be considered ambiguous we then scan the rest of the body and
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Figure 3.2: This figure shows the method developed and used within our system to detect

new and emerging attack terms which can then be integrated into our keyword filters

compare it with our second list to judge its relevance and either store or discard it based

on this factor.

3.1.2 Emerging term Incorporation

As part of our framework, we consider how to deal with new and emerging attack terms

in our system. Due to the fast-paced and highly evolving nature of the cybersecurity

industry, new threats and thus new attack names are constantly arising. When using a

method which filters data based on keyword filters these new attack names need to be

added into the filter so as to keep the data that is being processed up to date and the

output of the system current. In our proposal, we consider a lightweight solution that

uses TF and TFIDF techniques to process our dataset to find new and emerging threat

names.

When using this technique we have to consider the time period being used. The TF
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and TFIDF methods can be used as a way to identify significant terms within a dataset.

If the scope of time from which the data is being taken is too large there may be an issue

with various important terms being present within the time period and therefore making

them more difficult to identify. Because of this, we found that by conducting this process

on a dataset in regular intervals such as weekly or bimonthly we are able to more easily

track new and emerging terms in the dataset. These terms can then be analyzed manually

and incorporated into the filter to keep the system data up to date.

3.1.3 Sentiment Classification

Once we have ensured we have a legitimate and up to date stream of data we can begin

to process this data to gain insights into it. This framework outlines a system that can

be used to help security analysts be more proactive in defending their network and to

do this we must be able to give a real-time view of the threat landscape at a specific

time. Having information about the polarity of the tweets we have mined allows us to

do this by giving a better contextual view of public opinion towards a specific entity in

relation to a specific attack type. In Hernandez et al. [49] they find a correlation between

posts which contain a negative sentiment on social media and cyber-attacks. Similarly in

Aslan et al. [15] they look at the correlation between sentiment and attacks conducted

by website defacement hackers. They found that a defacement was often preceded by

negative sentiment, showing that these posts can be taken as an indicator of an attack.

With this in mind, we use sentiment analysis to classify our tweets with a polarity

score between -1 and 1, allowing us to judge how negative or positive each document

is. By analyzing the tweets we have based on negative sentiment and grouping them

based on common attack terms we can gain a new metric into the likelihood of an attack

occurring. For instance, if we have a large number of negative tweets containing the term

”DDoS” this can be an indicator of a ”DDoS” attack occurring. Furthermore, if we can

correlate these tweets with a specific entity such as a company or government we can

further pinpoint a possible target for the attack. An analyst can use this information to
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help prepare, inform and protect themselves for possible attacks before they happen and

contribute to a more proactive stance rather than maintaining a reactive stance.

3.1.4 Visualization

One of the most important aspects of this type of system is the way it conveys its knowl-

edge to the user. If we are not able to effectively communicate the outcomes of our system

effectively it does not matter how accurate or insightful the output is since the user will

not be able to grasp it well enough to implement the required changes into their network.

To achieve this we consider the design principles which factor in too this. In [81], design

principals such as the avoidance of 3D graphics and complex visualizations are recom-

mended in security systems to help with ease of understanding of the visualization. In

[41] they also mention the applicability of the visualization to large screens which are

commonly used in operation centers and other scenarios where this type of information is

required. We have created our visualizations with these principles in mind to help develop

a usable interface that effectively conveys the insights of our data. In our framework, we

consider the best way to convey the key outputs of our data to the user in a way that can

be quickly read, understood and actionable. To achieve this we implement an interface

that visually depicts the data we have obtained. By doing this we can represent large

amounts of data that are taken in by our system allowing the user to gain insights which

are not possible manually.

In Figure 3.3 we can see an example of the main interface which can be used to track

multiple companies based on the polarity of their data. This allows a user to quickly

understand what the current situation is in regards to a particular set of companies

with the option to dig further into the data to find detailed explanations. This interface

is intentionally simplified down in a way that allows a user to quickly understand the

current situation. In a setting such as a security operations center which can be a large

room with multiple screens in it. It can be difficult for the principal analyst to grasp

detailed information quickly from a screen. It is therefore better to have easy to read
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and understand visualization which work at various levels to quickly grasp the current

situation and make a decision based on that data [21].

Figure 3.3: This figure shows the interactive user interface for our system which measures

the average sentiment scores of tracked companies based on our collected data

Even though it is important to be able to quickly understand our data this does not

discount the detailed aspects required which can be useful to a system administrator or

technical analyst. Because of this although the main interface is made to be extremely

clear we also allow the user to easily dig further into detailed results of our processes to

gain better insights.
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Algorithm 1 Psuedocode showing the algorithm used to filter normal tweets to security

related tweets.
1: Input← Tweets from security user accounts list

2: Output← English tweets related to cybersecurity

3:

4: if If tweet contains word in security user account then

5: if If word is in double meaning words list then

6: if if tweet contains word in security related words list then

7: Storetweet

8: else

9: drop tweet

10: else

11: store tweet

12: else

13: drop tweet
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3.2 Results

3.2.1 Data Filtering

Our filtering method utilizes, user-level account filtering to obtain legitimate data. We

then filter this data based on keywords to determine post relevance. Finally, we use a

second filter based on the most frequently used terms in the dataset to judge if ambiguous

posts are relevant or not. Once we put our dataset through this process we are left with

70,475 tweets which were considered usable from a total dataset of 1,716,787 general

tweets that were retrieved. The algorithm used to filter for relevant data can be seen in

1. To show that the dataset we have created using this method is able to create a dataset

that contains cybersecurity-related data we look at the principal terms in the dataset.

In table 3.1 we can see the top 15 terms in the dataset by frequency. This shows that

the most frequent terms within the dataset are related to security topics and show the

relevance of our dataset as a whole. The terms which are not related and are seen in

the top 15 list are considered stop words and are common throughout all discussions. By

using text pre-processing techniques these terms can be removed during the data pre-

processing phase. When creating our list of words that are used to find associated words

within the body of the tweet we remove stop words and the most frequent and common

attack names which give us a list of commonly associated words.

To further show the validity of this dataset we show a co-occurrence graph for the

most common terms in our dataset which can be seen in figure 3.4. This graph shows the

terms which are most likely to occur together in our corpus. Considering that all valuable

relations occur in conjunction with a security term we can consider this to show that the

relevant patterns in our dataset revolve around cybersecurity topics.
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Figure 3.4: This figure shows the co-occurence networks for key terms in our created

dataset depicting the relevance of security data within the dataset

3.2.2 Emerging term Incorporation

In the testing phase of our system, we performed TF and TFIDF processes on our dataset

of 70,475 tweets in subsets based on weekly intervals. The period of time from which we

take our data for this process has an impact on the discovery of emerging terms. If we

perform this process on a short time frame such as daily, there is a higher likelihood of

63



3.2. RESULTS

Table 3.1: This table shows the top 15 terms in our created dataset by word frequency.

Eleven of the top 15 terms are security related and therefore show the prominence of

security posts within the dataset

Word Frequency

scammers 13,181

virus 12,900

worm 12,468

hacker 10,522

exploit 8962

malware 7393

phishing 6755

new 6623

cybersecurity 5443

infosec 4372

like 4042

security 3886

ransomware 3581

news 3566

get 3024

not finding any emerging terms and therefore performing the process becomes fruitless.

While if we use a larger time period such as a month there is a higher likelihood of finding

various emerging topics which may at that point have existed for some time. Therefore

we found that using a period of one week provided the best result in our case. Using

the TF and TFIDF processes produced two lists of relevant terms which contained within

them terms relating to threats that were not currently a part of our existing filter. Two of

these terms were Locky and Uiwix. Locky refers to a ransomware strain that uses email

attachments for distribution while Uiwix is also a type of ransomware that uses a specific
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vulnerability as a worming method.

The discovery of these terms using this method shows that it can be used as a method

to discover emerging and important threat names from our dataset. By using this tech-

nique on weekly blocks of data we were able to more easily track new and existing threats.

A new prominent threat will appear in the lists for the first time with a high rank. That

is to say, it is not as likely that a new threat will make its way up the list over multiple

weeks. Since new threats are not previously public knowledge when they do emerge they

will have a large amount of popularity at first meaning it will rank highly. In subse-

quent weeks it will often fall slowly through the rankings as posts and general discussion

diminishes.

This gives us a process that we can consider when detecting new and emerging threats

in our system. For our system, we use a semi-automated method that takes the TF and

TFIDF based ranking on weekly subsets of our data and removes stop words and unrelated

terms from the list. We also remove terms that currently exist in the word filters that

are used. Since these terms already exist in our filters there is no need for them to be

considered. We can then merge the two lists generated based on TF and TFIDF and

highlight any previously unseen terms in the top 10. It is likely that if there is a new

attack that was found or named during this time period that it would be contained in this

list. This method can be used to identify the most likely terms which can be considered

of interest based on their connection with the other terms already in the keyword filter.

This method is semi-automatic because the steps up until this point can be done

automatically without human intervention. The final step requires a manual analysis

to integrate the new terms found into the filters. This is still the case because of the

nature of new threat names often being words that do not previously exist and being

very creative. It is difficult to distinguish which terms are actually important and which

are not. If we were to automatically incorporate the top 5 terms which are outputted

using this method we may incorporate non-relevant terms and this can have a negative

effect on our outputted data. Because of this, we have the final step of this process to be
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conducted manually to make sure it is integrating relevant terms.

3.2.3 Processing & Sentiment Classification

To implement sentiment classification we train and test various models such as logistic

regression, naive Bayes, support vector machine, and decision tree. We train these models

on various sentiment-based datasets to find which one performs the best in our domain.

Domain-specific lexicons can give an improvement on sentiment classification in domains

like cybersecurity [127]. Because of this, we test the results on classification for using

a general Twitter based dataset [43] against our own cybersecurity tweet dataset. Our

dataset consists of tweets mined using the previously outlined method and polarity an-

notated with the Python library Textblob [69]. This dataset is separate to the dataset

which is used for testing the functions of the system to avoid any classification bias.

In Table 3.2 we show the classification results of training multiple machine learning

models trained on a general tweet dataset to see which has the best classification score.

We use bag of n-grams as the features to train our models. Bag of n-grams is a technique

where we track the number of times an n-gram is used within a document. An n-gram

is a collection of terms of length n such as a unigram for a single term, bi-gram for two

terms, and tri-gram for three terms. Through our initial tests, the logistic Regression

model provided the best results of 0.80 compared to the other models used. With further

tuning, we found that using an n-gram range of 1,2 (only using unigram and bigrams) and

also using our cybersecurity-specific dataset we were able to achieve an improved f1-Score

of 0.88. This is shown in Table 3.3.

Table 3.2

Finally, we looked at the effect that the size of the dataset has on classification scores.

In Table 3.4 we can clearly see that there is a direct correlation between the size of the

dataset and the classification score achieved. As the size of the dataset set is increased

there is an improvement in classification scores for our use case. This is to say if we could

grow our dataset past the size which we currently have we would able to achieve improved
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Table 3.2: This table shows a score comparison for various classification models trained

and tested on a general tweet dataset.

Classifier Precision Recall F1 Score

Logistic Regression 0.80 0.80 0.80

Linear SVM 0.79 0.79 0.79

Multinomial NB 0.77 0.77 0.77

Bernoulli NB 0.78 0.78 0.78

SGD Classifier 0.78 0.78 0.78

Decision Tree 0.72 0.72 0.72

Table 3.3: This table compares the value of using both in and out of domain datasets and

the affect this has on classification score for a sentiment classification model. We found

that an in domain dataset has an improvement on classification score in the case of a

sentiment classification model.

Dataset Precision Recall F1-Score

Created Dataset 0.85 0.84 0.84

General Dataset 0.82 0.82 0.82

Half Created Half General Dataset 0.83 0.83 0.83

Table 3.4: This table evaluates the affect that dataset size has on our sentiment classifi-

cation model. Similarly to other machine learning models an increase in training data is

correlated with an increased classification score

Precision Recall F1-Score

79,000 0.79 0.79 0.79

200,000 0.81 0.81 0.81

400,000 0.81 0.81 0.81

800,00 0.82 0.82 0.82

1,200,000 0.82 0.82 0.82
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results.

3.2.4 Visualization

Figure 3.3 shows the main interface of our system which aggregates the general sentiment

for all data which is obtained through our filtering method. In this case, it is separated

based on company names within each data point to show the real-time sentiment for those

companies in relation to cybersecurity data.

This method can be useful for managed service providers who handle the security of

multiple organizations. It can also be useful for an organization that owns multiple brands

and has various subsidiaries. In this way, they can track all of their valuable assets and

judge public perception and sentiment across the whole organization.

Using this interface if there is a particular company that stands out or requires further

investigation it can be selected to show greater detail about the data which represents it.

In Figure 3.5 we show an example of the detailed window which can be viewed for a specific

company. This shows the various number of positive and negative tweets including how

many of those contain a particular attack term. As we have outlined previously, having

a large amount of negative sentiment towards a company can be an indicator of a higher

cyber risk level. By also looking at the particular attack words which are contained in

the negative data we get a more pinpointed view of the threat that may occur. As we

can see in Figure 3.5 we have a high amount of negative data some of which contains the

term phishing. This information can be used by a security analyst to send an update to

employees to be on guard for phishing emails or to proactively update email policies or

filters for a period of time.

Use Case

Here we show a real-world use case that depicts the usefulness of our system to identify

cyber threats using our framework. For this use case, we filter data based on tweets
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Figure 3.5: This figure shows the tweet data detail window which shows statistics about

tweets captured in our system

Figure 3.6: This figure shows the general sentiment values by day over the testing period

for the company Google

that contain the term Google in them to reflect attacks which concern Google in some

way. Because of the size and technological footprint which Google has stemming from its

large amount of infrastructure and services it has a wide attack surface that attackers can

search and exploit.

Figure 3.6 shows the general sentiment measurements outputted from our system in

reference to Google between the dates of 2019/3/26 and 2019/4/20. Negative sentiment

was recorded throughout the testing period with a low negative sentiment recorded of
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Figure 3.7: This figure shows the general Sentiment(red) vs percentage of negative tweets

of total tweets(black)

Figure 3.8: This figure measures the occurrences of specific security words in negative

tweets, and how these contribute to the percentage of total negative tweets

-88% and a high negative sentiment of -55%. From this figure, we can see an increase in

negative sentiment over consecutive days ending in a peak. This accumulation phase can

be used as an indicator of a higher cyber risk level. In [41] they explain how analysts
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”would typically investigate spikes to determine what caused the feature”, this matches

the output of our data which shows the importance of these spikes and how they can be

utilized by an analyst. Analysts can gain further insight into these spikes by looking at

the details and especially by viewing how many negative tweets contain attack terms.

Figure 3.9: This figure shows examples of specific tweets which can be found using the

peaks of our negative tweet indicator to gain insight into specific attacks

Figure 3.7 shows the ratio of total data which is taken up by negative sentiment posts.

In a similar way when we have days where a higher percentage of the total data is being

taken up by negative sentiment posts we can use this as an indicator.

We have mentioned the importance of gaining more detailed information about a

specific event to better understand its cause. In our case, this is done by viewing the

occurrence of attack terms within negative sentiment tweets in our data. In Figure 3.8 we

can clearly see the peaks which are created by the increase in specific attack terms and

how they affect the overall negative sentiment.

In the case of the first peak on 2019/3/29, it arises with the occurrence of the word

trojan and then further jumps with MITM (Man in the Middle). This was in relation to a
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suspected malicious browser application that was hosted on the Google Play Store 1. This

browser had included a functionality that allowed it to download potentially unwanted

libraries onto the user’s device [22]. As discussion increased in regards to this threat there

was a change in the words being used in relation to the attack. The introduction of the

reference to the same threat as a MITM attack shows how the discussion for threats can

be pushed by re-categorization. By discussing the same threat as a new type of attack it

can push awareness of that threat. This can be because of new details or functions found

by researchers or a miss-categorization by new media outlets.

For the second peak on 2019/4/5, we can see that the rise correlates with the word

spyware and then is exacerbated by the rise of the word exploit. This spike occurred in

conjunction with ”Exodus” spyware which was also hosted on the Google Play platform.

Exodus was spyware that imitated a legitimate application to steal sensitive information

from its users on the Android platform [120]. This spyware was principally found in

Italy and therefore posed a greater threat to Italian users. With this information, secu-

rity analysts for italian companies or security-conscious italian users could better protect

themselves by being aware of the existence of this spyware and not downloading it [115].

Finally, the last peak is created by the occurrence of an XSS attack. In this case, it

came from an individual tweet from a security researcher who discovered an XSS vulner-

ability on the Google website. This particular example shows the occurrence of a security

vulnerability that is present in a large company that did not gain widespread media at-

tention and therefore would have been very difficult to identify manually. Because of the

number of vulnerabilities that exist many are not widely reported about and therefore

can be missed by people who learn about vulnerabilities in this way. Using our system

we can use this indicator to identify both threats which are widely discussed and those

from individual researchers that do not meet mainstream popularity.

This shows some of the benefits that can be gained using our system. It can allow an

analyst to be much more effective by being able to effectively process large amounts of

1https://play.google.com/
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data which otherwise would not be possible. This allows them to become more aware of

specific threats and vulnerabilities like the examples shown previously. When we consider

the traditional manual methods which were commonly used by analysts this method is

able to achieve a substantial improvement in comparison. This manual technique is well

described by a line in [41], ”From these reports, he identifies a list of approximately 50

threats that he needs to examine that day. He prioritizes this list to determine the top

10 that must be addressed. Of these, he is usually able to tackle the top 3-5 during the

day.”

This type of analysis may have held benefits prior to the explosion of social media and

data-driven services, but considering the amount of data available today, our method is

an appropriate solution. Considering the amount of time needed to analyze and triage

a large number of articles, our system can be leveraged to do this task in a fraction of

the time required. This is especially important within the cybersecurity field where time

can be crucial in stopping an attack. To show a comparison between previous methods

and what can be achieved from our system we look at the number of Google searches

performed for the threats we have been able to identify through our system. Considering

the wide use of the Google search engine we can correlate the number of searches for

these threats, with users who found out about these attacks by searching to find further

details. By comparing this with our results we can understand the difference between

using a manual method of discovery and using our system.

In Figure 3.11 we show a comparison of Google searches performed during the same

period as the attacks highlighted by our system. These Google searches contain the

specific words used in those attacks to represent how popular these searches were. When

looking at the first attack we outlined in ”UC Browser” our system was able to detect it

three days before the general awareness of this threat became widespread and also one

day before the associated vulnerability was published in the NIST vulnerability database

(CVE-2019-10251). Similarly in the case of Exodus malware our system was able to detect

posts of this threat one day before it was widely discussed through the use of our negative
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sentiment measurement which peaked during this period. In the case of our third example

of an individual researchers tweet, this was not discussed widely showing a crucial point

in that our system can assist in the discovery of threats and vulnerabilities which are not

widely discussed and therefore harder to become aware of.

To further demonstrate the benefits of our system in comparison to a manual method,

we found that when looking at popular cybersecurity websites, our system was able to

detect posts related to the featured threats before the website posted an article about the

same threat 87.3% of the time. In this way, we can ensure that using our method users

can become aware of threats and vulnerabilities and gain an overall better view of the

threat landscape faster and clearer than manual methods. This allows users to focus on

the priority task of implementing patches and fixes for these threats in a timely manner

before they can be negatively affected by them.

Figure 3.10: This figure shows a comparison of our indicator take from negative sentiment

tweets, compared against Google search popularity for the same terms which we tracked

74



3.2. RESULTS

UC Browser

Exodus Chrome 

Vulnerability

xss 

Vulnerability

Figure 3.11: This figure shows our negative tweets measurement method has greater sen-

sitivity to attacks and is able to detect threats quickly. This can be used as a preliminary

indicator of a new or emerging attack
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Chapter 4

Enhancing Cyber Threat Intelligence

Data Quality

Previously we presented our framework for a CTI system using open-source data through

Twitter posts and uses data mining techniques to extract useful information and insights

into the data. In the process of developing, implementing, and testing this framework we

found key components that are crucial to the effective running of this system.

From these insights, we found that the most critical component of this type of system

is the data itself. The data acquisition phase when data is being filtered and a decision

is being made as to which data points to integrate into the data stream is crucial to the

reliable output of a CTI system. This is represented by the common computer science

concept of ”garbage in, garbage out”. This phrase refers to the concept that flawed,

erroneous or generally bad input data can be expected to produce unusable and unreliable

output. Therefore this component of a CTI system needs to be considered carefully to

establish its accuracy and the reliability of the whole system.

For this reason, we present a method that concentrates on filtering and extracting

relevant and useful data from a general data stream of multiple open cybersecurity data

sources. This is done with the goal of enhancing the quality of data inputs that go into

a CTI system by filtering out non-relevant and non-significant data.
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4.1 Method

4.1.1 Dataset

Table 4.1: This table shows an overview of the datasets used in this portion of the study

showing the size of each dataset (Total-Entries), the size of the training and testing sets

for each dataset (Training-Set, Testing-Set), the data makeup of the training and testing

sets showing how much security-related (positive) and Non-security related (negative)

data is present, and the average length of a data point in that dataset (Avg Length).
Dataset Training-Set Testing-Set Total-Entries Training-Set Class Distribution Testing-Set Class Distribution Avg Length

Full (F1) 1,016,346 179,930 1,196,276
50%Security

50%Non-Security

50%Security

50%Non-Security
607

Twitter (T1) 139,841 24,674 164,515
53%Security

47%Non-Security

53%Security

47%Non-Security
90

Reddit (R1) 9709 1713 11,422
50%Security

50%Non-Security

50%Security

50%Non-Security
660

SE (S1) 858,801 151,549 1,010,350
50%Security

50%Non-Security

50%Security

50%Non-Security
935

Articles (A1) 7996 1995 9991
50%Security

50%Non-Security

50%Security

50%Non-Security
3807

Short (S2) 313,839 34,582 348,421
63%Security

37%Non-Security

41%Security

59%Non-Security
86

Medium (M1) 611,892 117,584 729,476
45%Security

55%Non-Security

59%Security

41%Non-Security
3070

Long (L1) 90,612 27,761 118,373
41%Security

59%Non-Security

65%Security

35%Non-Security
513

Annotated (A) na 500 500
50%Security

50%Non-Security

50%Security

50%Non-Security
1125

In Section 3 we presented the framework for our CTI system, during the implementa-

tion and testing of this system we used Twitter data due to its widespread use throughout

the cybersecurity community and its function of acting as a news aggregator by hosting

information from other platforms. As has been mentioned, the ideal scenario for a CTI

system is to be able to retrieve a wide scope of data from various different platforms to

ensure the greatest likelihood to retrieve relevant and useful information. Because of this,

to test our MLKF+C method we have used data from multiple platforms that contain

differing intrinsic features.
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Posts can differ greatly between platforms, while a Tweet is short, unstructured, and

noisy, an article can be long, structured, and organized. Because of this, we separate

our data into specific feature-based datasets based on platform and length. The inherent

features which are present in various platforms can have a large impact on the techniques

we use and the effect each technique has on a data point. By performing these tests on

individual subsets of our data we can track the particular differences between them and

judge how to proceed. This has various benefits when it comes to the practical application

of our methods in a CTI system. By knowing which type of classifier is best under certain

feature sets we can optimize our models for specific datasets. This allows us to target

our ML models to optimize their results based on the target use case such as greater

classification.

In our results, we show how all tested models score for each subset of the data to outline

the benefits and drawbacks of our method and other similar methods which allows us to

get a realistic view of what can be gained from this system. In Table 4.1 we can see the

various statistics for our datasets showing the sizes used for the training and testing sets

as well as the various class distributions based on positive and negative data.

4.1.2 MLKF algorithm

To achieve this we implement two principal methods. Firstly we develop a custom filtering

algorithm called the multi-layer keyword filtering which expands upon keyword filtering.

Keyword filtering is a common technique used in areas such as search engines, parental

control systems, and other filtering methods. Even Though keyword filtering is a basic

technique it can be applied across any domain quickly and effectively. With the increased

need for training and testing datasets for use in ML experiments, many researchers have

turned to use this technique to automatically create their datasets. This is done due to

a lack of gold standard datasets in cybertext analytics forcing researchers to create their

own datasets. Keyword filtering is a natural choice in these situations due to its ease of

implementation and relatively good results.
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At the same time keyword filtering has issues with false-positives. It is not able to

disambiguate between terms and therefore is not able to know the context in which a

term is used, because of this it can incorporate non-relevant data into a dataset or in our

case into a CTI system. We expand upon keyword filtering by creating an algorithm that

adds context detection to it through an associated words list. Our method takes keyword

filtering and adds two more layers to it. These layers further filter the data depending

on the context of the term to the related domain. The first layer consists of a double

meaning word filter (DMWF) which lists all the terms in the main filter which can be

used in a different context or have a use outside of the cybersecurity domain. In this way,

we can identify posts containing these terms for further inspection.

Once we have identified posts that contain a term from the DMWF we go through a

process to find out whether the post should be discarded due to not being relevant or if

it should be stored. Firstly, we look at the number of terms from our DMWF which are

found within the post. Although the terms from this list are ambiguous individually when

used in conjunction with other similar terms the likelihood of the post being relevant rises

greatly. Therefore if more than one term from the DMWF list is found in the post it is

considered relevant and stored. If there is only one term from the DMWF found in the

post we go on to further process it. In this case, we go on to use the term in question

as the seed term for a word2vec generated word list. The associated words list (AWL)

is a list of the top terms which are related to the seed term in a cybersecurity context.

This list includes the most common terms which are found with our seed term when it is

used in this context. By scanning the post to look for terms contained in the AWL we

can make a decision about the relevance of the post and either drop it or store it. In this

way, we are able to add a level of context to keyword filtering to reduce the number of

false-positives and obtain higher quality data. This method has various parameters and

specific techniques that affect its usefulness and its inner workings. In the next section,

we go into detail about the various aspects which affect this algorithm and how to get

the best results from it.
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Algorithm 2 Pseudocode for multi-layer keyword filtering algorithm for classifying cy-

bersecurity data.

1: procedure Classifying text data as cybersecurity related or not

2: Main Filter← Complete keyword filter containing all terms

3: Double Meaning Word Filter (DMWF)←

4: Keyword filter containing terms that have two meanings

5: Associated Words List (AWL)←

6: Dynamically generated list of similar terms based on input term

7:

8: Main:

9: if If post does not contain any term from Main Filter then

10: Discard

11: else

12: if post contains a term in Double Meaning F ilter then

13: if greater than one match in post and Double Meaning F ilter then

14: Store

15: else

16: generate Associated Words List using word2vec model

17: remove original Keyword from the post

18: if post contains Keyword from Associated Words List then

19: Store

20: else

21: Discard

22: else

23: Store

80



4.1. METHOD

4.1.3 MLKF+Custering algorithm

The first step in our goal was to ensure we are retrieving a stream of relevant data to

establish the reliability of our system. To further enhance the quality and output of a

CTI system we have to not only consider the relevance of the data, but we must also

consider the significance of the data points to make sure that they are significant to our

goal. Post significance can be considered based on how much contribution, insight, or

context a particular post is able to give for a particular attack or threat. Posts that can

give some type of insight into a threat would obviously be considered more significant

than posts that do not provide any benefit in this realm. Moreover, posts that do not

provide any insight or context into threats can negatively affect the system and should be

removed. Posts that would be considered less significant are device and product marketing

and advertising posts, service promotion, and general posts about security conferences,

exams, and certification. In these cases processing these types of posts (especially in a

large number) can affect the way the overall data is viewed from a CTI system and cause

unreliable outcomes to be considered.

Therefore to further improve our algorithm we have added a clustering component to it

called multi-layer keyword filtering + clustering (MLKF+C). This clustering component

uses a clustering algorithm on positively classified data points from our MLKF algorithm

and groups them to find the underlying topic of the post. By clustering these posts based

on the topic we can identify which groups contain a larger amount of non-significant

posts such as advertising and marketing data. In this way, we can gain an insight into

the distribution of significant data at a particular time, and we can decide whether to

remove certain clusters to increase the significance and usability of our overall dataset.

Similarly, there are various parameters and measures which we must take into account

when judging the efficacy of a clustering method. Unlike our previous method, we do not

have an annotated dataset to evaluate the topics of our clustering algorithm. We therefore

look at various measurements that judge the effectiveness of clustering based on cluster
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size and distance. We also manually evaluate various clustering algorithms to determine

the effectiveness with which they can identify non-significant groups within our data.

By employing these two methods we are able to improve upon base keyword filter-

ing while still retaining its applicability and flexibility. This adaptation in creating the

MLKF+C method has presented a way to enhance the quality of a data stream by filtering

out non-relevant and non-significant data and condensing the data down to an accurate

representation of the attacks and threats which we want to gain more insight and context

on.

4.2 Results

During the development and implementation of the MLKF+C algorithm various testing

and investigatory work had to be conducted to gain the proper insights into how the

algorithm handles and under what conditions it works best. To gain this insight we

performed examinations on each facet of our approach and were able to gain detailed

insights into the various areas of its applicability. In this section, we go into detail on

each tested component and how its tuning and configuration affect the greater outcome.

4.2.1 Data Stemming and Lemmatization

We talked about the uses of stemming and lemmatization to reduce terms down to their

common base form. This can have various effects in our use case which must be considered.

The main reason to use stemming or lemmatization is to reduce our vocabulary size and

get some benefit in classification score. In our algorithm, we are developing a method

that can better identify non-relevant cybersecurity text posts. By implementing either

stemming or lemmatization we are effectively increasing the number of ambiguous terms in

our data by reducing terms down to common shorter versions. This may not be beneficial

to methods that have trouble with false-positives and do not implement any extraneous

method to deal with it but in our case, because we implement a context disambiguation
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Table 4.2: This table shows the classification scores achieved for our method when using

root form generation such as stemming, lemmatization, and leaving terms in their original

form.

F1-Score Vocab Size

Dataset lemmatization none stemming lemmatization none stemming

F1 0.7769 0.7585 0.923 613,264 625,542 560,823

T1 0.2773 0.9972 0.9993 55,269 59,222 48,039

R1 0.8937 0.8327 0.9245 38,253 42,268 29,909

S1 0.8499 0.8476 0.9252 555,488 565,216 509,906

A1 0.8801 0.9198 0.9731 66,489 73,238 52,179

S2 0.2951 0.9649 0.9969 79,340 84,508 67,668

M1 0.8294 0.8018 0.8898 285,628 294,459 251,758

L1 0.8982 0.8998 0.9251 423,369 433,236 389,508

layer increasing the number of ambiguous terms is not an issue but preferred.

In Table 4.2 we can see the results from using stemming, lemmatization, and the

original token. We show the results in the form of f1-Score from dataset classification

and the final vocabulary size of the dataset once processing was conducted with the

particular technique. From these results, we can see that stemming provides the best

results in all cases. By using the stemming technique we are able to achieve a smaller

vocabulary size which raises the number of ambiguous terms in our dataset and optimizes

data pre-processing for our use case. This smaller vocabulary size has a correlation with

the f1-Score as we can see since the stemming method results have the smallest vocabulary

sizes in all cases and highest f1-Scores. While the original tokens without any processing

all have the largest vocabulary sizes and lowest f1-Scores. The addition of a processing

step can add extra processing time especially in the case of lemmatization which uses a

dictionary to lemmatize terms. By using stemming instead of lemmatization this extra

processing time is reduced and is outweighed by the improvement in classification score.
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4.2.2 MLKF Parameters and Configuration

The MLKF algorithm we have developed has various intrinsic and acquired components

that can be adjusted to change the internal functions of the algorithm. Within our

algorithm, we use the word2vec model to generate an AWL. The terms which are generated

by this list are based on the training data which is used to train the model. To ensure the

model can effectively represent the similarity of words from its training set, two principal

hyperparameters can be changed to control the number of training iterations that the

model goes through and the size of the vectors used. In our testing we look at the effect

of different epoch and vector size values on our AWL generation and how these settings

affect the classification score.

Furthermore, the length of the AWL is a parameter that has been gained from the

development of this algorithm. The length of the AWL can affect classification by con-

trolling the margin of error when classifying posts. The length of the AWL list effectively

allows us to have a dial to regulate the strictness or looseness of false-positive acceptance

in our algorithm. By having a longer AWL we will effectively accept more posts as rele-

vant which contain a greater range of terms and by having a shorter AWL our algorithm

will become more strict in its classification. We look at these two configurable options

and how various values affected our algorithm’s classification score as a whole and under

specific features.

4.2.3 Word2vec Epochs and Vector Size

Here we look at the number of training epochs used to train the model and the length of

the vectors produced in each embedding with the aim of finding the optimal settings for

our use case. We tested epoch ranges and vector sizes from 10 to 100 and show the best

results in Table 4.3.

Looking at the f1-Score results we can see that when we see shorter documents, either

in terms of length or size, higher epochs are needed to extract more context. This can be
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Table 4.3: This table shows the vector size, training epochs, and associated words list

length which produced the best classification scores for each dataset on both f1-Score and

precision metrics.

Vector Size Epochs AWL Length

Dataset F1-Score Precision F1-Score Precision F1-Score Precision

F1 50 10 50 50 2500 0

T1 10 10 100 50 2500 0

R1 10 50 50 50 2500 0

S1 50 10 50 50 2500 0

A1 10 10 50 50 2500 0

S2 50 10 100 50 2500 0

M1 50 10 100 50 2500 0

L1 50 10 50 50 2500 0

seen in the T1 and S2 datasets which utilize 100 training epochs. Smaller datasets benefit

from a smaller vector size as we can see in the T1 dataset vector size of 10. Therefore, in

the event of having a smaller dataset that does not contain a large enough amount or a

variety of data the training epochs can be increased and we can use a smaller vector size

to make our embeddings more representative. Although the increase in training iterations

can be used to extract more context this only works up until a point, after this point we

begin to see diminishing returns. This is represented in our method with the T1 dataset

where precision falls as we increase vector size past 10, and epochs past 100 meaning our

model has begun overfitting to our data.

In documents that have a larger vocabulary size, we can see that 50 training epochs

produce the best results, half the amount used on shorter datasets. This is accompanied

by vector sizes of either 10 or 50. In the case of datasets that have a longer length such

as R1 and A1 both had a vector size of 10. Due to their long length, these texts were
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able to be better represented in smaller vectors. In the cases of M1, S1, and L1, they

had a longer average length but did not have the same effect. This is most likely due

to platform-specific factors such as code and markup language contained within the data

point. This shows a clear distinction between the long text which contains programming

code and other unused text and structured articles which are used in their entirety.

In cases where the unused text was present the average length of the documents in

these datasets was high before being processed, but after processing the length of the

document lowered affecting the results. For this reason, aggregated datasets containing

code such as L1, S1, and F1 use training epochs of 50 as well as a vector size of 50.

Although the precision metric is not being used as a measurement of effectiveness for our

system it still is able to give us insights into how our algorithm functions. Looking at the

precision score we see that all cases other than R1 perform best when using a vector size

of 10 and 50 training epochs. This is because the precision metric maximizes the number

of true-positives by not attempting to process certain data-points which will increase the

false-positive score. By ensuring the highest amount of true-positives, more data will be

correct but the false-negative count will increase.

The ideal situation is to have a large amount of training data available to train our

model but in practice, this is not always feasible. For this reason, it is important to find

optimal settings in various types of situations where there is enough data, and when there

is a smaller amount. The results we have achieved here are specific to our domain and

our data. There is no standard length or optimal setting across all domains our tests are

able to show specific and accurate insights into our data for our use case.

4.2.4 AWL Length

Figure 4.1 shows the effect of our AWL generated by the word2vec model on the classifi-

cation scores in relation to the length of the generated list. Firstly, we can see that the

f1-score metric shows an improvement while the precision score shows a mirrored decline

in classification score. As previously mentioned this is due to the precision metric max-
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Figure 4.1: This figure shows the affect that the length of our associated words filter

generated by our word2vec model has on classification for each dataset.

imizing true-positives. The precision metric performs well when it does not process any

ambiguous terms and therefore does best when the associated words list is at 0. By not

processing ambiguous terms it does not risk introducing false-positives and maximizes its

precision score. This is not beneficial for a CTI system in a practical sense since a large

number of terms in the cybersecurity domain are ambiguous and leaving out this data

dramatically reduces scope in a CTI system. For this reason, we analyze the f1-score

results which give a more balanced representation of classification since it also takes recall

into account.

In Figure 4.1 our f1-scores are grouped by dataset size. The S1 and T1 datasets for
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Table 4.4: This table shows the change in classification score for various list lengths, in

most cases the greatest increase in classification score is achieved in the 0 to 50 and 0 to

250 categories.

Datasets 0 - 50 50 - 250 250 - 1000 1000 - 2500 0 - 2500

F1 1.9564 1.8802 1.5220 0.5071 5.8659

T1 0.2377 0.1528 0.1142 0.0342 0.5390

R1 3.7120 3.4316 1.3006 0.3767 8.8211

S1 2.9976 2.5613 1.5370 0.4693 7.5654

A1 2.1182 0.6200 -0.742 -0.238 1.7571

S2 0.2271 0.2033 0.0980 0.0318 0.5607

M1 2.6051 2.9592 1.8458 0.5441 7.9545

L1 0.6238 0.5919 0.4707 0.1479 1.8345

short length data which have the best results are grouped, followed by the L1 and A1

long length dataset, and the medium-sized datasets S2, R1, M1, and F1. We can see that

the groupings show similar classification trends where datasets in the same grouping have

similar peaks, showing optimal list length. This can be seen most clearly in S1 and R1

which are from similar platforms showing related classification trends, this is also the case

for the M1 medium length dataset and the F1 full dataset which follow the same trend.

The F1 full dataset follows a similar trend but it is not as distinctive as the medium

length datasets due to the fact that the full dataset has a greater percentage of medium

length entries. We see that our AWL has the most impact on medium length datasets

with a 6.4% increase for S1, 7.8% increase for R1, and 6.4% increase for M1. These gains

are all achieved at the list length within 500. While the F1 dataset has a 4.6% increase

within 500 terms. For the short length datasets, there is a less significant impact with a

0.3% increase in 100 words for the T1 dataset and the S2 dataset. The reason for this
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being the smaller document sizes are less likely to find correlating terms within our AWL.

In the case of the A1 dataset, we see a good example of a point of diminishing returns

with the growth of the AWL. The A1 dataset achieves its best results at a length of 250

terms with an increase of 5.6%. After this point, we see a gradual decrease in classification

score as the list length increases with a total 3% loss from its peak to the maximum length

of 2500. If we contrast this with the L1 dataset, it also peaks at 250 words and increases

by 1.2% at a maximum length of 2500.

The A1 dataset was negatively impacted as the length of the AWL grew with a decline

in the 250 - 1000 and 1000 - 2500 categories which shows the change in classification score

based on the range of terms in the AWL for the f1-score metric. Ultimately all datasets

were positively affected by this method with the classification score being higher at the

maximum length of 2500 than it was at 0. The most beneficial impact from our AWL

came within the first 500 terms with medium-sized datasets benefiting the most.

Medium-sized datasets showed the greatest increase since both related and unrelated

documents in these datasets are similar compared to other platforms. These datasets

are comprised of Reddit and Stack Exchange posts which are often technical in nature

and therefore have a larger quantity of ambiguous terms to process. This shows that our

method can help in the identification of documents which are in tangential domains but

not in cybersecurity specifically. This technique had less of an effect on shorter length

datasets, with datasets being smaller in size and vocabulary there is less likelihood of

a term being matched in the filter and thus reduces its effect. Also in contrast to the

medium-length datasets, Twitter has a wider scope of conversations with less ambiguous

documents which can benefit from this step in our method. Even though this is the case

this type of method is intrinsically suited to short length data and because fo this achieves

its best results for those datasets.

The A1 dataset shows a peak in classification score followed by a gradual decrease.

This is due to the long length of articles, by increasing the length of our filter there will

be more matches, which increases the likelihood of false-positives as is shown in Table 4.4.
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Even though this is the case there is still a benefit to classification by having a shorter

length list for this dataset which achieves a 2.1% increase. There is not a similar trend in

the L1 dataset because it contains a large number of entries from R1 and S1. As we have

shown these platforms benefit more from this type of filter and thus results for the L1

dataset plateau, if this dataset contained more entries towards either platform it would

be expected to exhibit the same effects that we can see in their respective groupings.

4.2.5 MLKF Classification

Based on the previous tests done we were able to find the optimal combination of parame-

ters for our MLKF method in terms of classification score. By applying this configuration

to each particular dataset we can find the f1-Score for each dataset and how it performs.

In table 4.5 we present the classification scores for our MLKF method compared with

the baseline methods of naive bayes, logistic regression, and stochastic gradient descent

models. We also compare our algorithm against a state of the art model in BERT.

The MLKF algorithm performed best with short-length datasets, particularly the T1

and S2 datasets. In the case of the S2 data, it achieved the highest f1-Score with 0.996

which was 0.079 higher than the closets model. In the T1 database, an f1-Score of 0.999

was achieved which was effectively equal with the BERT model. This shows that our

method performs best on short text formats which will often have smaller vocabulary

sizes. The T1 dataset is made up completely of tweets while the S2 datasets has a large

amount of tweet based data. While tweets are obviously short in length they can have a

large vocabulary size due to the amount of misspelled words creating unique tokens. We

have shown that this can lead to a worsened classification score, but by using stemming

in conjunction with our AWL we are able to reduce this effect and get a high classification

score.

This method performs less well on the M1, S1, and R1 datasets. These datasets are

generally of medium-sized articles and posts which largely come from the Stack Exchange

platform. The keyword filtering method is inherently less suited to perform well on
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Table 4.5: This table shows the classification results on all of our datasets using the

f1-score and precision metrics for our method, other baseline methods and BERT.

Dataset Metric MLKF BERT NB LG SGD

F1
Precision

F1-Score

0.8586930

0.9230412

0.987722

0.970297

0.9291108

0.9288186

0.9155384

0.9284404

0.9304398

0.9034246

T1
Precision

F1-Score

0.9992395

0.9993915

0.999848

0.999393

0.9510397

0.9686385

0.9995433

0.9969634

0.9998474

0.9960477

R1
Precision

F1-Score

0.8596273

0.9245156

0.965311

0.953337

0.8344965

0.8999999

0.9399249

0.9070048

0.9522058

0.9288702

S1
Precision

F1-Score

0.8622018

0.9252420

0.946769

0.932649

0.9131649

0.9222386

0.9163208

0.9127822

0.8815229

0.8684897

A1
Precision

F1-Score

0.9497326

0.9731506

0.985872

0.982403

0.9191530

0.9376534

0.9773429

0.9639410

0.9867482

0.9782718

S2
Precision

F1-Score

0.994649

0.996983

0.8666085

0.9173368

0.6674817

0.7986046

0.8023202

0.8854578

0.7309531

0.8391003

M1
Precision

F1-Score

0.8118452

0.8898896

0.967056

0.940931

0.9436900

0.9204483

0.9422468

0.9195908

0.9423102

0.8912031

L1
Precision

F1-Score

0.8609181

0.9251866

0.9478483

0.9401587

0.9852198

0.9367879

0.9863325

0.957801

0.987827

0.9511177

A
Precision

F1-Score

0.983606

0.991735

0.9510204

0.9433198

0.95

0.9325153

0.9497907

0.9303278

0.9681818

0.9083155
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these types of datasets based on the lexical similarity between positive and negative

documents and often containing unused data. Having said this our method provides a

notable improvement over basic keyword filtering as was shown in the previous section

by removing false-positives. In this way, MLKF is able to achieve f1-Score which is

comparable to BERT in the R1 and S1 datasets for a data type that it is not suited for.

When looking at the datasets which contain a longer average length such as L1 and A1

we can see a good example of how unstructured text can have an effect on classification

score using the MLKF method. In the case of the A1 dataset which is composed of

traditional news articles that are well structured and do not tend to contain spelling or

grammar mistakes, we are able to see an f1-Score of 0.97. Even Though our method is not

suited to longer document sizes it is able to effectively classify these types of documents

due to their structured nature. In the L1 dataset, we can see an f1-Score of 0.92 which is

comparatively less when looking at the results of A1. This shows the importance of the

pre-processing stage on unstructured texts. By using effective pre-processing methods on

unstructured documents that are able to retain the underlying relationships and meaning

of the original data, we can achieve positive results with documents of all lengths as we

have seen in the A1 dataset.

The BERT model achieved the highest results on multiple datasets such as the F1,

T1, S1, R1, A1, and M1 datasets. In the case of the T1 dataset, our method and BERT

essentially have the same classification score with it being within .0001% of the BERT

model. BERT is a state-of-the-art model that benefits from using transfer learning for

classification and therefore would be expected to do well in these classification tasks. This

shows that transfer learning can be used successfully to classify cybersecurity based posts

and articles, particularly for medium-sized texts. Even though this is the case within

this research we are looking at the applicability of these classifiers within the realm of

their appropriateness and applicability for a CTI system which we will look at in the

next chapter. In Table 4.5 we can see that the BERT method does not do as well on

the L1 dataset. As previously mentioned this is influenced by the unstructured and noisy
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characteristics of the documents but is also be contributed to by BERT’s tokenization

step. BERT must truncate document sizes to a maximum of 400 characters which caused

the documents in this dataset to be cut short and hence context and valuable testing data

removed. Because of this, in the case of the L1 dataset, the baseline methods achieved

the best results.

These results show the effectiveness and usability of the MLKF algorithm in classifying

documents from different platforms and containing various feature types. Even Though we

are able to identify datasets in which it obviously contains inherent benefits and therefore

produces better results in all cases except for the L1 dataset we were able to achieve an

F1-Score above 0.90 with very good classification scores in short texts.

4.2.6 MLKF+C Topic Clustering

In this phase, we add a clustering component to documents already classified positively

by the MLKF method making it MLKF+C. This is done to cluster documents which have

been classified as cybersecurity-related into groups based on the topic of the document.

Clustering Metrics

We look at the results from the clustering evaluation techniques, silhouette score and

davies-bouldin scores. These metrics look at cluster distance and density to generate a

score for the quality of clustering which we can use to judge how many clusters should

be used. For Silhouette score, a value of 1 indicates well-defined clusters that have well-

assigned data points while values closer to 0 and further to -1 indicate overlapping clusters

and miss assigned data points. The davies-bouldin score represents the average similarity

of each cluster and thus its ideal score would be 0 representing no similarity between

clusters meaning clusters represent distinct and unique clusters while a higher score rep-

resents non-distinct clusters that are similar and may have overlap. In Table 4.6 we show

the scores for all of our datasets and analyze their applicability as a K-value.
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We experimented with various vector sizes and cluster amounts from 10 to 2000 and

2 to 10 clusters respectively. In the case of the davies-bouldin score, it shows that low

vector sizes perform the best in most cases except the T1 and R1 datasets. In these cases,

large vector sizes of 2000 perform best with scores of under 1. The optimal amount of

clusters varied based on each dataset but generally had a high amount of clusters in the

9 and 10 range with the T1 dataset having 7 and the R1 dataset having 2.

In the case of the silhouette score, optimal vector sizes are 10 and 2000 with no

discernible relationship occurring between feature type and vector size or platform. We

can see that in all cases except A1 the number of clusters is set at 2 which speaks to the

effect of structured and unstructured data on the Silhouette score. From these results,

we have determined that the davies-bouldin score is a more appropriate measure to use

to set the number of clusters to use and the vector sizes.

Table 4.6: This table shows the optimal vector size and clusters (K) based on davies-

bouldin and the silhouette score for each of our datasets.

Davies-Bouldin Score Silhouette Score

Dataset Vector Size Clusters Score Vector Size Clusters Score

F1 10 10 1.988 1000 2 0.162

T1 2000 7 0.561 2000 2 0.565

R1 2000 2 0.860 2000 2 0.507

S1 10 10 1.983 2000 2 0.162

A1 10 9 1.758 10 10 0.139

S2 10 10 2.15 10 2 0.074

M1 10 9 2.081 10 2 0.111

L1 10 10 1.939 10 2 0.222
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Clustering Algorithm Selection

We applied silhouette and davies-bouldin scores to our datasets to determine an adequate

amount of clusters that could be used based on the distance between clusters and the

difference of data points within clusters. The best scores that were achieved on these

scores indicate good separation, size, and uniqueness in clusters but good values for these

methods do not necessarily map to the best value for information retrieval.

Silhouette scores for all datasets except for A1 had an optimal K-value of 2, showing

the greatest separation. In our case since we are aware of the data being made up of

various subsites, we are confident that there are more topic categories in each dataset.

This is definitely the case for the length-based datasets such as S2, M1, L1, and F1. These

datasets are made up of data from various platforms meaning it will have a wider range

of topics and therefore a larger amount of clusters. For this same reason, the clustering

method is not as useful for our length based datasets and the full dataset. Since these

datasets combine data from different platforms we require a larger amount of clusters to

retrieve the topic clusters required.

We are able to more effectively cluster datasets based on particular platforms. This

is because each platform has particular features such as lexical style, tone, and grammar.

This applies itself well to using clustering to identify topic clusters. By clustering based

on platforms, we can focus on each platform’s particular data better. For the R1 dataset,

we do not see much advertising since it is a question and answer site, it contains more

posts related to cybersecurity education and certification. For a CTI system, this data is

not very relevant and can be removed from the dataset to improve results. These posts

do not appear as much on other platforms such as Twitter which has a larger amount

of news article advertisements. In the case of the A1 dataset, articles are posted on a

website after being edited which is not as common on other platforms and therefore are

more trustworthy and do not require the same level of filtering. Each platform has specific

characteristics which make it easier to see its particular non-significant data, by mixing
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data together such as in our length based datasets and the full dataset, it makes it more

difficult to distinguish these clusters effectively.

Figure 4.2: This figure shows a two dimensional visualization of our data using the K-

means clustering algorithm for topic classification.

Figure 4.3: This figure shows a two and three dimensional visualization of our data using

TSNE and spectral clustering algorithm for topic classification.

Initially, the K-means clustering algorithm was used with the K values obtained

through the davies-bouldin score. To analyze the results of clustering using the K-means

algorithm on our dataset we visualized our data using the Python library Plotly [119] and

used PCA to reduce the dimensionality of our vectors into a two dimensional form. Figure
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4.2 shows this visualization, here we can see that projecting our data onto two-dimensional

space using PCA produces a blob type form. This does not show us that useful feature

selection has been achieved and also that there may be some negatives effects produced

from outliers in our data. PCA is effective in a wide variety of contexts and is good as

an initial attempt to get an idea of our data. Having said this, it is not the only dimen-

sionality reduction method, so based on the initial attempts we then use t-distributed

stochastic neighbor embedding (TSNE) [74] since our data is highly clustered.

In Figure 4.3 we can see the two and three-dimensional representations of our data

using the TSNE dimensionality reduction method. This figure shows that TSNE does

a better job of representing our dataset, producing better feature representation, and

maintaining important relationships between data points. We visualize our data into

three dimensions to better understand the relationship between data points. We can see

from the three-dimensional representation of our data that classification needs to take

into account more features than can be detected in two dimensions. Therefore we can

benefit from using a clustering algorithm that is able to distinguish the distance of its

closest neighbors from data points that are farther away to achieve better classification. To

achieve this we use spectral clustering [92] with affinity set to its nearest neighoburs. This

is a clustering algorithm that uses an affinity matrix which is constructed by computing

a graph of nearest neighbors for our data, and in this way is able to distinguish between

data points by distance which is beneficial to judging tweet relation and producing better

classification results.

Clustering Interpretation

We assessed each cluster by looking at the top 15 terms ranked by TFIDF score in three

n-gram categories. This allows us to identify valuable terms in each cluster and topics.

Table 4.7 shows the top 15 TFIDF ranked terms for the datasets T1, R1, S1, and A1 using

the K-means model. The Davies-Bouldin score suggested 7 clusters for the T1 dataset,

using that value we found that there was a separation between clusters and topics. Four
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Table 4.7: This table shows the top 15 terms for each K-means generated cluster based

on the TFIDF score
Dataset Cluster TFIDF Ranked Terms

T1 0 cybersecurity, malware, latest, daily, security, phishing, ransomware, cybercrime, via, new, cyber, news, spyware, attack, 2019

1 cybersecurity, malware, ransomware, security, via, phishing, latest, new, attack, daily, cybercrime, attacks, spyware, cyber, business

2 cybersecurity, malware, ransomware, latest, security, phishing, via, daily, new, cybercrime, cyber, spyware, attack, attacks, data

3 cybersecurity, ransomware, malware, latest, daily, via, security, phishing, spyware, attacks, hit, cybercrime, social, viren, trojaner

4 cybersecurity, latest, malware, daily, cybercrime, security, via, phishing, ransomware, new, spyware, hacking, 2019, news, xss

5 cybersecurity, latest, daily, security, malware, php, cyber, trojaner, viren, news, technology, shell, phishing, information, ransomware

6 cybersecurity, latest, malware, daily, security, phishing, ransomware, via, cybercrime, new, cyber, news, spyware, attack, attacks

R1 0 security, exam, oscp, time, good, thanks, ceh, experience, course, questions, help, work, looking, take, guys

1 questions, exam, test, cissp, study, practice, book, read, sybex, time, question, tests, boson, good, took

2 security, password, network, email, file, data, windows, time, server, account, kali, access, com, user, work

S1 0 password, code, key, hash, strong, passwords, random, data, encryption, salt, security, time, attacker, bit, user

1 code, question, password, answer, security, user, server, strong, thanks, file, site, data, think, google, key

2 code, file, strong, php, user, script, data, html, server, security, function, name, string, page, content

3 key, code, certificate, server, client, strong, public, private, tls, ssl, certificates, rsa, security, keys, data

4 code, org, java, security, springframework, web, user, class, name, spring, public, login, authentication, filter, beans

5 user, code, password, server, strong, token, security, access, data, client, session, application, users, request, key

6 strong, security, data, password, information, email, user, access, phone, card, people, code, account, time, question

7 code, data, strong, system, file, access, user, key, security, password, files, windows, server, software, drive

8 code, server, network, strong, traffic, port, address, router, access, tcp, vpn, attack, connection, security, firewall

9 security, strong, code, question, data, answer, good, system, software, access, information, application, web, server, think

A1 0 data, security, attack, information, company, breach, attacks, users, bank, malware, accounts, million, customers, hackers, according

1 malware, win32, file, code, files, malicious, system, com, eset, new, ransomware, user, trojan, banking, exe

2 facebook, email, information, security, scam, people, account, users, phishing, online, eset, social, scams, malware, data

3 security, android, password, passwords, app, users, apps, google, new, mobile, devices, phone, apple, device, malware

4 security, users, google, microsoft, vulnerability, data, facebook, windows, passwords, malware, password, adobe, information, flash,site

5 security, data, cyber, cybersecurity, information, privacy, report, cybercrime, new, businesses, online, companies, people, attacks, devices

6 security, data, devices, car, internet, malware, network, device, systems, computer, system, windows, software, information, access

7 apple, company, percent, uber, inc, yahoo, billion, data, software, new, companies, revenue, last, facebook, google

8 trump, russia, russian, clinton, election, putin, intelligence, campaign, president, security, officials, state, government, cyber, obama

9 malware, eset, security, virus, stuxnet, blog, testing, paper, amtso, research, time, article, malicious, information, david

of seven clusters (0, 4, 5, and 6) had news headlines as a prominent topic within them.

This type of post is common to see on social media sites with attention-grabbing news

headlines often being posted on Twitter as a tactic to bring traffic to a site. It is possible

that certain news headlines contain usable data and we can therefore decide which clusters

to remove based on these factors.

As previously mentioned the type of non-significant data we wish to identify is often

specific to the particular platform. This is shown when assessing terms in the T1 and R1
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groups. Reddit has a wide range of subsites that cover a range of topics and are often

governed by moderators who keep control of discussion direction. Because of this, we

see less advertising on Reddit within our dataset but we see different types of data such

as discussions about certification exams and education. This is due to a high amount of

students using Reddit for advice about the cybersecurity field either through technical and

broader career related questions. These posts are not particularly useful to our system

and can be left out.

Ten clusters are used for the S1 dataset which shows various uses of the term code. This

is expected as Stack Exchange contains sites such as Stack Overflow in its network which

are dedicated to helping users with coding questions. Because of this, it is not surprising

that various clusters are identified with a link to programming and have clusters related to

specific types of languages and topics. This is shown in the fourth cluster which contains

topics related to the Java programming language, and Java security, while cluster three

relates to cryptography and associated protocols such as secure socket layer (SSL) and

transport layer security (TLS). In these cases we can make decisions based on clusters

that may contain unwanted data such as programming code and other unwanted features.

In the case of the A1 dataset, we have less of a requirement to filter advertisement-

based data since it is not as common in this form of media. As we can see in Table

4.9 articles are clustered based on article topics such as politics, business, and sport.

It is possible to filter out articles based on certain less significant topics such as sport

depending on the preferences of the intended system.

Using spectral clustering we achieved unique results with a greater concentration of

less significant terms which is closer to desired results. Using the results from clustering

our T1 dataset using spectral clustering we show the results in Table 4.9 by ranking the

terms for each cluster based on 1-3, 2-3 and 3-3 grams. From this, we can see that various

clusters have varying degrees of terms associated with less significant tweets. This is

most visible in the third and fifth clusters. In the third cluster, we can see a greater

number of terms associated with less significant data points such as ”security daily” and
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Table 4.8: This table shows examples of non significant cybersecurity relevant tweets

taken from the same cluster
Tweet

1 securityaffairs: Security Affairs newsletter Round 207“ News of the week. https://t.co/GpR1.. #securityaffairs #malware #hacking

2 The latest The Apex CB Financial Daily! https://paper.li/apexcb/… #ai #cybersecurity

3 Posts from ThreatsHub Cybersecurity News for 04/01/2019 - https://t.co/stqsoPNrvZ

”latest cyber” which are associated with news headlines. Looking at these terms ranked

by trigram we can see that all terms in the third cluster are considered less significant.

In contrast to this, the fifth cluster has no terms which would initially be considered of

less significance meaning that data clustered into this group would contain higher quality

data.

We can therefore use a combination of filtering techniques depending on our applica-

tion’s data requirements, applications that cannot handle any false positives could only

use data that is grouped into cluster five while less stringent systems could only restrict

data points grouped into cluster three.
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Chapter 5

CTI Practical Application &

Implementation

In this research, we are conscious of the practical elements which must be considered when

developing a CTI system that aims to be used in a production setting. There are many

CTI style systems proposed as research projects which use new algorithms and methods to

extract better results or new insights from data. These projects play a role in discovering

methods that can be used to improve classification and other processes but in many cases

it can take years for techniques to migrate from a research idea into a production system,

if they ever do. This is partly due to a lack of consideration for industry applicability in

some research, and a greater focus on classification metrics and outcomes.

In this research, we consider the practical elements which influence the adoption of

systems in a real-world setting. By considering these factors we are able to outline the

recommended scenarios to which it can be applied and highlight benefits and pitfalls. In

this section, we consider both technical aspects which must be considered for adoption

such as architecture and how that affects classification and processing time, as well as

human and business considerations such as user expertise level. By doing this we are able

to better outline the scenarios within which this method can be applied in a real-world

setting and allow for a smoother implementation of our framework when it is implemented.
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5.1 Method

5.1.1 Dataset

In chapter 2 we presented our methods for mining and creating our dataset. This dataset

was created using a variety of sources based on social media, news, and discussion plat-

forms. When considering the efficacy of our system there is a great importance in data

scope. In this type of system, any potentially valuable information which is published to a

platform that is not within the purview of our system will be invisible to us and therefore

it cannot be considered or correlated with existing data to assist us in our investigation.

Based on this fact we created a dataset that incorporates four different platforms that

have inherently different styles. These platforms were chosen so as to get a representative

sample of the different types of data styles that are available and can give us insights into

what processes can be applied to other similar platforms through our results. We use

Twitter data to provide an example of short and unstructured text which is popular not

only on Twitter but through various existing messaging applications. We also use posts

from Reddit and Stack Exchange which represent medium length discussion posts that

can be both structured and unstructured and contain a large amount of programming

code or markup language within them. These sources provide us with examples that

can give us insights into how to handle data from traditional style forums which have

a similar length and also can contain programming code in the case of malware specific

forums. Finally, we incorporate traditional news articles which give us an example of a

long structured text which is similar to blogs provided by various security companies. In

this way, we have chosen platforms that give us examples of a range of styles that can be

applied across a wider scope of platforms we do not currently incorporate in our system.

With this in mind, we have created subsets of our data based on the origin platform

of the data and also the character length of the data. By creating subsets of our data

based on these features we can consider how these particular subsets can be leveraged to

give us enhanced results for specific business scenarios.
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5.1.2 Ensemble Method

Classification tasks are traditionally conducted using the dataset as a whole. While this

is traditionally the case there are benefits that can be gained by separating data based

on inherent features and performing classification on each subset of the data. Although

this method can create more work by having to create, train, and test multiple datasets

rather than a single one it can have various benefits due to its greater specificity. Different

models have different traits and therefore we can apply the appropriate model based on

particular subset features and classify each subset individually to get an overall higher

classification score or a better processing time. The creation of multiple features based

subsets allows us to apply a process called ensemble learning. Ensemble learning is the

method by which various classification models can be combined together to achieve a

better outcome rather than using a single model.

The benefits that can be gained from this technique depend on how homogeneous the

data within the dataset is. In cases where the whole dataset is largely the same, there

may be less to gain from separating classification into subgroups. In our case, we know

that there is a variety of data with different features within our dataset and therefore

we can analyze the effects of using an ensemble method to classify our data. Using this

method can have various implications such as increased classification score, processing

time, and implementation factors. By segmenting our data in this way and creating

separate components we can effectively create different architectures for our system which

we can apply to various business scenarios to increase the adoption of our system across

various levels of organizations. In Figure 5.1 we show the basic architecture of how we

parallelize the classification process through an ensemble learning method.

Traditionally the implementation of CTI systems was considered mainly in large or-

ganizations with enough budget and a large enough security team. By using an ensemble

method we can achieve a better trade off between effectiveness and practicality which

can increase the adoption of these types of systems across organizations that traditionally
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g

Target Model 1Data Subset 1

(Short/Twitter)

Target Model 2

Target Model 3

Classi�cation ResultsData Subset 2

(Medium/Reddit/SE)

Data Subset 3

(Long/Articles)

Mixed Text Data

(all collected data)

Figure 5.1: This figure shows the basic architecture which can be used in our system when

employing an ensemble learning architecture.
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were not able to benefit from threat intelligence systems such as small and medium size

businesses.

5.2 Results

5.2.1 Ensemble Classification

Table 5.1: This table shows classification scores and processing times for a CTI system

implementing the optimal settings based on classification score and speed for both the

full dataset and ensemble learning methods.

Dataset F1 T1 S1 R1 A1 S2 M1 L1
Total

Precision

Total

F1-Score

Total

Time

Full Dataset (Highest Score) BERT 0.9877 0.9702 2.12 min

Full Dataset (Fastest) SGD 0.9304 0.9034 340 ms

Ensemble Learning (Platform : Highest Score) BERT BERT BERT BERT 0.9742 0.9669 2.2 min

Ensemble Learning (Length : Highest Score) MLKF BERT SGD 0.9826 0.9652 275 ms

Ensemble Learning (Platform : Fastest) LR MLKF LR LR 0.9448 0.9480 127 ms

Ensemble Learning (Length : Fastest) LR SGD LR 0.9103 0.9114 269 ms

In Table 5.1 we show the results for our data based on using an ensemble method for

classification and the time each method takes to process a sample of 100 data entries.

This table shows the optimal model or combination of models to use based on which

dataset features were present. This allows us to compare different scenarios based on the

various implementations. We show the results of a traditional classification method also

where we use the full dataset for training and there is no feature based segmentation used.

In this case, we achieve the highest f1-Score, albeit by a relatively low margin of 0.003.

Although it is able to achieve the highest score the total time taken to process data is

the second lowest of all scenarios with 2.12 minutes. When we look at the optimal model

for the full dataset based on speed factors we get a faster total time but a significantly

lower f1-Score. These factors lead us in the direction that using the full dataset is not the

ideal implementation for our use case when considering both classification score and the

processing time needed for a real-time system.
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If we look at the ensemble learning methods that segment our data based on platforms,

in the case which achieves the highest score we also have the highest total processing time

which make the scenario impractical. This shows that the BERT model and thus a

transfer learning method is powerful in terms of classification, but it is not as practical

for real-time systems due to slow speed. Although this is generally the case, with enough

computing power this can be alleviated depending on the speed at which entries are being

input into the system, and a high enough budget to implement the solution.

If we look at the ensemble learning method which was subdivided by length and

achieved the fastest total time we see that although it is faster than its high score pair it

is not faster by a large amount. While when we consider the F1-Score it is significantly

lower with 0.9114. The two methods which give the best trade off between speed and

classification score in our use case are both ensemble learning-based methods with the

length subset which received the highest score and the platform subset which had the

fastest processing time. When we analyze the length subset which received the highest

score. Its f1-Score is third overall but is only 0.005 below first place, meaning it has a

very good classification score. Alongside this, it has a much faster overall processing time

compared to the model which has the highest score with 275ms.

In the case of the platform subset which had the fastest processing time, we see the

fastest total processing time of all scenarios with 127ms with a comparable f1-Score of

0.9480. Although the f1-score is slightly lower than the closest competitor, it is 46.18%

faster at 127ms.

These results show that while using the traditional method of a single dataset tech-

nically achieved the highest classification results this aspect was so closely matched by

the other scenarios that it is not significant. This coupled with the fact that it is a much

slower technique in terms of processing time makes it less practical for real-world im-

plementations compared to an ensemble learning method. Even though we show from

our results that an ensemble learning method is preferred there is a difference between

methods depending on dataset features used and the models chosen.
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The two methods which are most appropriate for a CTI system are made up of multiple

models. We are able to achieve these results by applying the most appropriate model to

a subset of data based on the two metrics we have chosen of f1-Score and total processing

time. Our MLKF method appears in both of the recommended scenarios. The MLKF

method was able to achieve the best score on the S2 dataset and the best processing time

on the S1 dataset. This shows that our method can be an effective part of a CTI system

to achieve better results when classifying and processing cybersecurity data.

5.2.2 Processing Time

In the previous section, we looked at the processing time based on various database

considerations. When implementing this type of system in a real-world scenario there are

various factors that affect this and have to be considered. In this section, we go into more

detail on other areas that affect the processing time of our method such as architecture

and how much time is needed for the pre-processing and classification stages.

Table 5.2 presents the time required to process a subset of our data for each particular

classification model. These subsets are comprised of 100 entries with each entry having

a length equal to the average post length for that dataset, this gives us the average

processing times for each model. This table shows the total processing time for both

CPU and GPU on the pre-processing method as well as on the full classification method.

An increase in GPU use in machine learning and artificial intelligence research has allowed

neural network models to become more applicable in industry, being able to train models

using GPUs have made neural network-based models and deep learning more feasible for

various applications [122]. Because of this and GPUs usefulness in other areas, GPUs

have become more expensive, harder to acquire, and they are not present in all computer

systems. CPUs on the other hand are used in all computer systems. Because of this a

company or individual without access to a GPU will benefit from a solution that is viable

on a CPU. We test on both CPU and GPU based systems, using an Intel Xeon 2.30 GHz

CPU with 13.3 Gb of memory, and an Nvidia Tesla P4 with the same amount of memory.

108



5.2. RESULTS

Table 5.2: This table shows the total processing times in milliseconds for a processing

only version and full version of our method across all datasets for both CPU and GPU

processors for all the models we tested.
Dataset Processor Mode MLKF BERT LR SGD NB

F1 CPU Processing 174 ms 1140 ms 138 ms 144 ms 137 ms

Full 790 ms 127200 ms 487 ms 358 ms 374 ms

GPU Processing 141 ms 1040 ms 126 ms 120 ms 125 ms

Full 647 ms 2330 ms 474 ms 347 ms 340 ms

T1 CPU Processing 12.5 ms 65.3 ms 9.44 ms 10.9 ms 8.99 ms

Full 25.4 ms 127200 ms 23.1 ms 20.4 ms 17 ms

GPU Processing 9.36 ms 62 ms 8.5 ms 8.09 ms 8.38 ms

Full 19.4 ms 1290 ms 18.5 ms 13.9 ms 14.4 ms

R1 CPU Processing 65.3 ms 368 ms 45.4 ms 48.6 ms 45.4 ms

Full 240 ms 132000 ms 71.7 ms 73.5 ms 66.7 ms

GPU Processing 55.1 ms 343 ms 41.1 ms 40.2 ms 40.8 ms

Full 207 ms 1650 ms 63.3 ms 55.3 ms 58.9 ms

S1 CPU Processing 13.4 ms 68.5 ms 9.82 ms 10.8 ms 10.3 ms

Full 172 ms 129000 ms 267 ms 170 ms 167 ms

GPU Processing 11.1 ms 60.7 ms 8.64 ms 8.46 ms 8.49 ms

Full 127 ms 1290 ms 233 ms 142 ms 161 ms

A1 CPU Processing 218 ms 1370 ms 168 ms 10.6 ms 167 ms

Full 635 ms 83400 ms 291 ms 38.4 ms 269 ms

GPU Processing 186 ms 1270 ms 151 ms 144 ms 153 ms

Full 558 ms 2290 ms 256 ms 236 ms 246 ms

S2 CPU Processing 12.7 ms 51.7 ms 9.39 ms 11.1 ms 9.84 ms

Full 43.8 ms 39100 ms 35.8 ms 28 ms 25.7 ms

GPU Processing 9.73 ms 46.5 ms 8.32 ms 8.15 ms 8.6 ms

Full 35.2 ms 425 ms 27.3 ms 19.6 ms 20.9 ms

M1 CPU Processing 39.8 ms 219 ms 28.6 ms 31 ms 28.1 ms

Full 226 ms 121200 ms 215 ms 145 ms 142 ms

GPU Processing 31.9 ms 202 ms 25.2 ms 23.8 ms 25.6 ms

Full 180 ms 1500 ms 189 ms 133 ms 116 ms

L1 CPU Processing 159 ms 1170 ms 137 ms 143 ms 137 ms

Full 487 ms 129600 ms 355 ms 318 ms 298 ms

GPU Processing 139 ms 1060 ms 122 ms 117 ms 125 ms

Full 421 ms 2300 ms 343 ms 269 ms 275 ms
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To calculate the processing time we used the Python timeit library.

We tested two parts of our method separately. The pre-processing phase which deals

with manipulation and cleaning of data into a form that can be used by the classification

model was tested separately from the classification itself to see the effect data length and

data type have on processing time. We also test the full method from data processing

through to classification which shows how much time the whole method takes.

In Table 5.2 we can see clear patterns arise which show how various models are affected.

As may be expected for machine learning models GPUs are faster than CPUs in both the

pre-processing and classification-based tasks with obvious variability depending on the

specific dataset used. Documents that were longer and hence had a larger dataset took

longer to process. This can be seen through the A1 dataset processing times which took

the longest to process while the datasets which were made up of short documents such

as S2 and T1 have lower times. The S1 dataset has low processing times similar to those

of the T1 and S2 datasets even though it has a significantly higher average document

length. As we know the S1 dataset contains posts from the Stack Exchange network

websites which often contain a large amount of programming code and markup language.

Because of this, we can get an effect where more work is being done in the pre-processing

stage and leaving smaller documents to be processed during the classification phase. While

the documents may start off with a longer average length after the pre-processing phase

they are reduced to a much smaller size. Because of this, we can see a difference in that a

dataset with a longer average length has a lower classification time. Similarly, this is the

case with the R1 dataset, although it does not contain as much removed data as the S1

dataset it still has enough to reduce the classification time. The processing time for the

full method shows similar results on both processors, with datasets such as A1, L1, and

F1 generally taking longer due to their longer length.

The BERT classification step takes a large amount of time along with the naive bayes

model which has a significant increase in classification time showing a more time-intensive

classification process when compared to linear regression and stochastic gradient descent.
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Figure 5.2: This figure shows a barplot of the processing times for each dataset based on

processor type, as well as pre-processing and the full method measured in milliseconds.

For the BERT model, the classification step takes significantly longer than pre-processing,

with BERT also being slower than all other models for data pre-processing. As we have

previously mentioned this produces problems for its application in CTI systems which

uses real-time data from various sources. This can cause issues such as a system crashes

since it can not deal with the amount of data being processed. Utilizing multiple GPUs

will alleviate this and would even be expected in larger implementations. However, this

can be impractical for most companies to implement due to its high implementation cost,

and the option to use the models which have comparable classification scores with better

processing times are a better choice.

A characteristic of mining data from multiple sources is that each platform has varied

”post times”. For example, a platform like Twitter has 6000 tweets per second [121] while

news sites have a much slower rate of anywhere between 200 and 500 articles per day [84].

Based on our test using the BERT method with our particular system, it would take 1.174
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minutes per data point which is too slow for a real-time system using Twitter. Therefore

using an ensemble learning method we can select the most appropriate model for each

scenario to achieve the best trade off for a particular implementation. For a smaller

organization or one that does not have the resources or infrastructure to implement an

ensemble solution, the MLKF and baseline methods can be used to implement a solution.

Finally, the MLKF coding implementations are not production based systems and

therefore have room to be optimized to gain faster processing times. The baseline models

were implemented using the machine learning Python library Scikit learn, which has

been used for production systems and therefore has been more rigorously tested than our

method. Even though our current times are close to the baseline learning times an various

datasets with more optimization our method could surpass current times.

5.2.3 Scalability, Budget & Other Considerations

Apart from the main considerations of classification score and processing time, there are a

number of other aspects that must be taken into account when implementing this type of

system. In the case of a large company that has many skilled employees, a large budget,

and adequate infrastructure, the implementation of this type of system would not be

something unusual. In the past, there has often been an image that only large companies

can effectively implement and benefit from a CTI system. This could possibly be the case

because the existing solutions for implementing a CTI system were catered towards larger

companies and did not provide a pathway for smaller companies that had lower expertise

and experience preventing adoption. In this section we address some of these extraneous

factors which need to be considered in the various use cases for a CTI system which will

allow our method to be applicable in different real-world implementations.

Firstly, as previously shown the ensemble method provides a good trade off with both

the length subset which received the highest score, and the platform subset which had

the fastest processing time being acceptable choices for use in a CTI system that has

to consider both infrastructure and budget. This would be the ideal middle ground and
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would suit itself best to small to medium sized companies which want the best value.

In the case where one particular measurement needs to be optimized such as classifi-

cation score the full dataset scenario using a model such as BERT can be utilized but is

often not practical depending on outside factors. A solution that uses BERT within the

parameters which we have shown has proven to be limited by processing time constraints.

This can be alleviated by using more processing power and infrastructure to make it more

feasible. This is a solution that would most likely only be available to certain organiza-

tion that possesses the budget and expertise available to implement it. Even in this case

depending on the speed at which data points arrive and need to be classified (which is

generally a high speed in real-time systems such as this one) it can be overwhelming and

not make it practical. Having said this using an ensemble method based on platform seg-

regation we can separate our datasets into subsets based on platforms to achieve results

which are more usable. Inherently, different platforms receive data at different rates, with

traditional news articles being much slower than real-time systems like Twitter. This

can allow for a more processor-intensive model to be applied to a platform that does not

receive data as frequently and make slower models more feasible.

Another factor which must be considered is the use of a single dataset, platform-based

ensemble, and length based ensemble. The way in which these model architectures affect

the infrastructure and maintenance needed in a production system must be considered.

Although we have shown the ensemble-based method is more applicable and recommended

for our method, its real-world implementation brings with it other pros and cons. In the

case of implementing this method using a single dataset rather than subsets of datasets

may allow for a single higher-powered server, virtual machine or container to be used for

a single dataset. Because of it being a single dataset there is a single point of failure

if there is a problem with the implementation. Although this could be remedied with

backup servers there would still be some transition period and higher maintenance. Using

a single dataset also has implications for the time it will take to train new models being

longer due to the larger amount of data.
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In the case of the ensemble method rather than have a single server or container

for all datasets it would be more appropriate to have multiple servers, containers, or

virtual machines to host individual datasets and models. This has the obvious effect

of causing more work because there are more models to be trained and infrastructure

to be maintained, although this can have various benefits when it comes to the smooth

running of the service. By separating each model into different containers we have the

benefit of training and maintaining each container separately rather than having to do

it all at once which is the case with a single dataset model. Also if there are any issues

with a model crashing or another fault, the system will continue to function minus that

particular component rather than lose access.

Using our method has an implication that is greatly affected by the data segmentation

type chosen. Choosing to segment data based on platform or length can have an impact

on the number of models and infrastructure which have to be created. Using a length-

based data segmentation method the number of models and containers to house them

will be fixed based on the length groupings which have been decided originally. The size

of these models will grow as more sources are added to the system meaning we have a

situation where we have a fixed number of models that can become larger over time as

the amount of input sources grow. On the other hand by segmenting our data based on

the platform we need to create a new model and container for each platform. In a large

implementation, this can be an issue since there are a large number of platforms, and a

CTI system benefits from having a wide scope of platforms from which it takes its data

from. This causes the obvious issue in that there may be a large number of servers or

containers required to house each model and dataset which will cause a large number

of overhead for employees due to maintenance and training. There is a third option of

grouping platforms based on post similarity this requires further investigation into how

similar the posts found on two platforms actually are, and if combining them achieves

an appropriate classification score. These factors need to be considered in conjunction

with the number of employees available to create and maintain the system as well as the
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level of expertise of the employees to troubleshoot problems. It can also have budget

implications if each model is being created on new servers. These various factors need to

be considered during the real-world implementation of this system to achieve a successful

implementation that can be used effectively over time.
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Chapter 6

Discussion

In this section, we discuss the considerations of our methods including the factors which

limit their efficiency and usefulness. This is done by going through our design, methodol-

ogy as well as possible alternatives. By highlighting these points of our methods we allow

users to consider these aspects in the implementation of our methods and the analysis of

the output of an implemented version of our system.

6.1 MLKF+C Filter Considerations

The MLKF+C method was developed as a way to enhance the data quality for systems

that have the intended use case of a CTI system. This method therefore has inherent

strengths and weaknesses which favor this use case which may not be considered positive

for other use cases.

Our system obtains data based on the MLKF+C [105] method which generates a

stream of cybersecurity data by implementing context-based keyword filtering using word2vec,

and clustering to limit the amount of advertising and marketing posts in the data stream.

This method produces good results for our use case and has effectively produced a dataset

containing relevant cybersecurity data. Although this output does not contain significant

out of domain data it does contain aspects that users should be conscious of. Although
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non-significant data points such as marketing and advertising data are limited by this

method they can still be found. It was expected that this type of data would still find

its way into the dataset but by limiting its integration we ensure it has minimal to no

effect on the system processes and output. Because of the small amount of data which is

incorporated in this way it does not have a significant affect on our system. The MLKF

method also incorporates a manually kept keyword filter, which works as the basis for the

initial seed words that are retrieved by the system. The manual configuration employed

provides more user control over the system but also requires more user attention which

can be prone to user error. An example of this came in July 2020 when political ads were

released using the term ”trojan horse” being used outside of a cybersecurity context. This

term was not included in our double meaning word filter and therefore included political

tweets which were note related to cybersecurity. Due to filter configuration, this data was

incorporated into the dataset and quickly took up a large number of entries because of

widespread coverage of the event being much more mainstream compared to cybersecurity

events. By configuring our filters further to process the term ”trojan horse” through the

word2vec model this was fixed and unrelated data for this event no longer affected the

system. This shows that there is a need for customization and configuration with this

method concerning updating the manual keyword filter and double meaning word filter to

fit particular use cases. Using a manual keyword filter method was an intentional choice

to give the user more control over output but using this method does increase the level

of maintenance required.

In a similar way, the scope of terms used can have a significant effect on the number

of false-positives and false-negatives which are incorporated into the dataset. Using a

wide keyword filter with a large number of terms including ambiguous terms will ensure

a wider scope of data will be incorporated, but this will come with a greater amount

of false-positives. This option could be used if the application of the system wanted to

incorporate more edge cases or outliers such as obscure posts. Alternatively, if we use a

narrow scoped filter we can expect much fewer false-positives but a much narrower scope
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of data. That is to say, the data which is retrieved will be more reliable but it will be

less likely to contain obscure posts or edge cases. The scope of the filter for these cases is

affected significantly by the stemming process also. If some form of stemming is used it

will effectively narrow the scope of the filter further by reducing entries to their common

stem. These factors must be considered in downstream applications based on the type of

data required and the amount of acceptable false-positive and false-negatives. The filter

should be set according to the type of data that is expected to be retrieved and used

within the system.

MLKF+C can produce more false-positives with medium-length unstructured texts.

This was shown in the results for the MLKF method where although our AWL has

the highest improvement rate for medium length posts it generally produces the lowest

classification scores compared to the other datasets in these types of documents. This

is mainly attributed to two factors. Firstly, lexical similarity of the post is important

in determining its relevance. Because of the wide range of topics found on social media

and related news platforms we get a wide range of discussions. It is easy to see how

a discussion about animals would have less lexical similarity with a discussion about

cybersecurity. Therefore as the context between discussions becomes closer so does the

potential for false-positives. Many technical discussions in the area of computer science,

computer engineering, and other areas are very similar in context to that of cybersecurity

and therefore when dealing with these documents it is more likely to get false-positives.

These documents are more likely to appear on certain platforms and have certain features

which we can use to limit this impact. For example, we can use a different model with a

narrower scope on documents that are from a specific platform while using a wider scope

on documents from another. Secondly, the length of the document has an obvious effect on

accurate classification. For medium and long length documents there is a greater chance

that there will be a match between a term from the AWL and a term within the document

simply because of its length. Similarly, we can consider the length of the AWL list used to

regulate classification on these documents. One example of an issue that can arise from
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this is long texts such as articles that cover various topics. There are articles that cover

a range of topics that are tangential to the main topic within the article. This can mean

we incorporate a document which is technically relevant but may have low significance.

This needs to be considered also when dealing with articles and other long-length data.

6.2 Emerging Threat Term Incorporation

We also have to consider the integration of new threat and attack names into our filters

to keep the results up to date and relevant. Although in our initial framework we show

that TF and TFIDF can be used to distinguish relevant words that can be considered

as candidates to be entered as new threat terms, the ultimate decision of adding these

words is still one that must be done manually. Because of the manual nature of term

selection for our main filter, there is a time period between the emergence of a new

attack and the addition of that term to the filter. This time period can affect the level

of incorporation that this type of data is integrated into the dataset. Having said this,

when a new attack appears it is often qualified with its attack type in posts. That is to

say, if a new ransomware threat appears with an obscure name it will initially be found in

posts which have the term ransomware in the same post. Over time if the threat becomes

more popular it is more likely that the actual name is used without the attack type as it

becomes more known in the community. Because of this, there is some overlap where new

threat terms are incorporated into the dataset even though the particular name of the

attack has not been added to the filter. This allows administrators some time to triage

and update the filters. Threat and attack names can change or appear rapidly and often

are not terms that previously existed, because of this there is still no adequate method to

reliably determine these terms automatically without user intervention. Therefore users

need the power to select these terms and incorporate them into the system as they appear,

even though this does come with the detractor of requiring more manual work and user

consideration.
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6.3 Topic Popularity

When considering the downstream issues which may arise from the implementation of

our system we can see how the popularity of a particular topic that moves to the wider

audience can affect the analysis of our output. In the case of Twitter, even though it

has a large cybersecurity community who uses it to discuss various topics, cybersecurity

discussion only makes up a small amount of the overall conversation on Twitter. Because

of this when certain cybersecurity topics become mainstream, large amounts of this data

is recorded for those particular threats. For example, on August 1st, 2020 there was

widespread news of a mobile application being spyware and its potential banning in cer-

tain countries. This caused a large spike in social media and related sources referencing

and discussing this topic. This meant our system recorded a large spike for ”spyware”.

Our tool accurately reflects the amount of interest for the topic based on its widespread

popularity, but when subjects become mainstream they garner more attention and can

dominate other threats which should be a consideration in downstream applications. One

effect of this is that the subject can take over multiple places in a ranking system pushing

other information out. This is due to the amount of data related to that subject and also

the inevitable amount of retweets which significantly increases occurrences of the same or

similar posts. We aim to accurately represent the significance of topics when they reach

wider audiences, but these events do not always accurately reflect the threat level. When

a particular topic becomes politicized or popular it is not always an accurate reflection of

the amount of risk it poses to systems. Therefore the downstream application needs to

take this into account if they want to consider the actual risk level of a threat compared to

the popularity of that threat. Having said this there are examples such as Heartbleed and

wannacry which garnered a large amount of mainstream attention because of their high

risk level and the damage caused, but this is not always the case. Therefore depending on

the application, this consideration needs to be kept in mind so that particular data does

not overpower other entries. One way to handle this is to consider using a normalization
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method to adequately represent that subject in a ranked form. When doing this it should

be considered to limit the number of places which it can take up in the rankings. This

is done because of the large numbers of the same data present in the dataset which can

cause issues in downstream applications such as making the investigation more cumber-

some. This can also be remedied by consolidating very similar and identical tweets into

single representative Tweets.

6.4 Dataset Creation

In this research, we use our own created datasets to test and compare our methods.

The emerging nature of CTI research in the application of ML and NLP technologies

to cybersecurity text classification has meant that there is not a specific gold standard

dataset for this area, and a lack of large datasets in general. Because of this, we have

created our own datasets for training and testing of our models. These datasets were

created by retrieving data from social networking sites and other related media sites.

These documents were automatically annotated based on the origin of the document. We

selected specific sources that contained features such as user-defined tags and hashtags

which represent user based annotation. We also used topic-based subsites, rooms, and

discussion boards which were limited to cybersecurity discussions which used moderators.

By limiting our data retrieval to these sources for our positive data we automatically

annotated our dataset based on the inherent features of these sources. This method

is beneficial because it allows us to have a large dataset that is annotated into binary

classes on a scale which would be otherwise unpractical with a manual annotation method.

However, the question can arise with automatic annotation of a dataset as to the validity

of the test set and the amount of noise within the dataset. These potential biases in the

dataset must be considered through erroneously labeled data points. An example, can be

a post that is tagged by a user as Python related which is not related to Python, or the

inverse, a post which is related to Python but has not been tagged as such. A perfect
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dataset of significant size is not practical and therefore some level of erroneous labeling

must be accepted with this annotation method. The important point in this scenario is

to be able to show that the amount of erroneous labeling is minimal and that it does not

affect the validity of the results which are achieved from using the dataset.

To do this we use a random sample that equally represents the various platforms in our

dataset. This sample set is made up of 500 entries which we manually annotated to find

how many entries were correctly and incorrectly labeled. From our manual annotation,

we found that the annotation was effective with 98% of entries being labeled correctly.

This means we have a p-value of 0.9782 which allows us to judge with 99% confidence

that through normal approximation we have labeled our dataset correctly. This gives us

a lower bound of 0.9614 and an upper bound of 0.9949. In this way, we can see that the

level of noise which is represented in our sample set and can be projected onto the greater

dataset is of an acceptable level and does not affect the results which were gained using

this dataset.

6.5 Class Distribution & Data Type

Within the dataset, we have two classes which are cybersecurity-related data and noncy-

bersecurity related. The class distribution refers to the amount of each of these classes

which is present in our various datasets. The level of class distribution within the testing

set can affect the classification results and therefore has to be considered during testing.

The class distribution should take into account the class distribution which will be present

in the particular use case of the system. In our case, we have a balanced class distribution

for the majority of our created datasets. This class distribution is not inherent in the

platforms which we use as a whole. Taking Twitter as an example, cybersecurity posts

make up a small fraction of the total discussion and therefore if a system is created which

is taking data directly from Twitter without any previous curation the testing set should

reflect this class distribution accordingly. In our case, we are retrieving our data from a
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pre-processed or curated state which skews the data to contain more positive examples.

Our use case takes the stance that rather than need to initially retrieve all data from any

particular source we can pre-filter it based on the particular subsite, hashtag, or user tag

which means we will have a much larger amount of positive examples for our class distri-

bution. In the case of platforms that do not have a feature such as a tag, or moderated

subsite the class distribution used in the testing set for those scenarios should reflect that

use case.

Our system aims to incorporate a wide scope of data and cover all appropriate cyber-

security topics. By doing this we find that we also incorporate general cybersecurity data,

such as defense ”tips” and ”advice”. This type of data is found less frequently than posts

about threats and therefore does not take up a prominent position in our output, but can

on occasion have an effect. This type of data is relevant especially if it is about an attack.

It can be useful for users if a fix has been found to a particular threat or if an important

patch has been released. This type of data can often have a positive polarity due to the

context it is used in having a positive implication. Both data about active threats and

fixes are valuable in our dataset. Both types of data can benefit users and can be used to

judge the severity of a threat. For example, if a fix is found for a particular threat then

its risk level has been dropped significantly, and therefore its impact and the steps an

analyst would take to protect themselves from it would be altered. These aspects must be

considered when dealing with posts which have a positive sentiment within our system.
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Chapter 7

Conclusion

In this research, we have presented three principal contributions. Firstly, we have pre-

sented a framework for a real-time cybersecurity situational awareness system that can

assist analysts and other interested parties in achieving greater insight into the security

landscape. This is done by gaining better knowledge of the current sentiment towards

organizations and companies within a specific industry. Negative sentiment data which is

tied with certain attack terms and company names in posts can be taken as a precursor

to a cyber attack. Based on this concept we develop the various components required to

create a CTI system. To implement this framework we bring together components such

as a data filtering method that retrieves cybersecurity-related data from specific security

accounts on the Twitter platform. Once we have retrieved our data we can then process

and categorize our data including grouping it based on polarity. Finally, we implement

data visualization for our method that is able to show the rate of posts that include a

negative sentiment in conjunction with attack terms. When we correlate this information

with the mention of a specific organization such as a company, government, or person,

this can provide us with valuable insights that can be applied by analysts to lower the risk

level of an attacker harming their network. We also found that this system was able to

provide earlier detection when compared to traditional cyber security news site methods

with it detecting threats faster in 87% of our tested cases.
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Secondly, from our experience working on our framework for a cyber threat intelligence

system, we were able to gain valuable insights into which components proved to be more

important when considering the output of the system and we were able to see how crucial

the initial data acquisition phase of the system is. This importance of this phase is present

throughout the computer industry and is represented by the phrase ”garbage in, garbage

out”. This signifies that the effectiveness and usefulness of the whole system depends

on the quality of the data that is inputted into it. With this in mind in our second

contribution, we developed an algorithm that greatly expands upon the initial methods

used to enhance the quality of data that can be inputted into our proposed system.

This method is called multi-Layer keyword filtering and clustering (MLKF+C) and it

uses a series of word filters including a dynamically generated layer to disambiguate data

points and to classify the relevance of a post. Using this method we achieve an f1-Score

of 0.99 on various subsets of our data and do especially well with short unstructured

text data such as Twitter data. This can be attributed in part to the addition of our

associated word list which gives up to a 7.8% increase in f1-Score. We subsequently

perform clustering on those posts to ensure that only significant data is integrated into

the data stream. Through this we have created a lightweight algorithm that can be used

for data classification within a cyber threat intelligence system. This algorithm uses an

expanded version of keyword filtering, a method that is common in academic research

in cyber threat intelligence systems and in production systems and therefore provides an

alternative that can be implemented to enhance the quality of data used in those domains.

Lastly, we analyze and look at the effective implementation and adoption of our pro-

posed system. Although having a working system that provides accurate results and good

insights is the goal of any system, these are not the only factors that contribute to their

adoption. There are various financial, business, and human factors that contribute to

the adoption of a particular system apart from its effectiveness, these include but are not

limited to, cost, expertise, infrastructure, and more. Therefore we examine how these

factors affect our system in particular and how these factors can affect the adoption of
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our system. One of those considerations is the segregation of data and how data can be

processed differently based on inherent features and the effect this has on architecture. By

segmenting data based on specific features we can apply dedicated models to each dataset

and gain an improvement in speed and classification. This segmentation also has an effect

on data storage maintenance, training, and implementation which influences the scenario

in which it is applied. These factors include processing time and architecture factors which

we investigate to show the best trade-off in different implementations of our system. By

using an ensemble method we were able to achieve a high F1-Score of 0.9652 with a pro-

cessing time of 275ms achieving a good trade off between speed and classification. This

particular implementation is a good trade off between speed and classification but other

implementations can be used to either maximize classification or maximize efficiency. In

this way we can provide an adequate solution across various scenarios including small

and medium businesses which traditionally have a lower adoption rate for cyber threat

intelligence systems.

Together, this research provides a pathway for the effective implementation of a cyber

threat intelligence system that is able to effectively filter and integrate open-source data

and how to apply our proposed method with organization considerations in mind to stand

up a compelling threat intelligence program.
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