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Abstract

With the spread of computers and the Internet, a large amount of documents have

become accessible as digital data, and advanced analysis technologies for those

documents are required. It is expected that new knowledge will be discovered

by performing statistical analysis on a large number of documents in addition to

browsing each document. Information other than the content of each document

can be extracted by a new knowledge extraction method obtained by statistical

analysis. This can assist the understanding of the author’s feelings and intentions

and the estimation of the value of the document, and can be expected to be

applied in various fields.

In this research, we work on the extraction of non-thematic information by

classifying documents. In document classification, an efficient method by ma-

chine learning with appearing words has been established, and words that greatly

contribute to classification can be regarded as characteristic of the set category.

In general, document classification by machine learning requires a large amount of

document data (training data) that has information (labels) of the categories to

be classified. However, it is difficult to collect a large amount of documents labeled

with non-content information compared to the content matter. Therefore, in this

study, we create training data with labels related to the target non-thematic in-

formation by removing the features related to the content from the documents

collected by the content.

In this paper, we propose document classification using non-content features.

The content characteristics depend on the content. Therefore, it is necessary to
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classify using features that do not depend on the content of the document. In

addition to content features, documents should show non-content features such

as writing style. By using this non-content feature, we can obtain statistics for

learning the properties of interest that do not depend on the content of the docu-

ment. This makes it possible to classify training data by non-content even if the

training data assumes a label for a document set of a specific content.

In this paper, we conducted experiments on specific problems and verified the

effectiveness of the proposed method. We examined three problems in which it

was difficult to obtain a large amount of labeled training data.

First, we estimated the number of citations of research papers and verified that

the attributes of documents can be classified. The content of the research treatise

is the research content, and we attempted to extract academic impact, which is

non-content information, based on the number of citations. A large number of

abstracts of research papers labeled with the number of citations can be obtained.

However, it was shown that when the classification is performed using the content

characteristics, the tendency according to the research field is found rather than

the paper itself. As a result of applying the proposed method to a large number

of abstracts, we were able to estimate the number of citations with high accuracy

using words and phrases unrelated to the research field.

Second, we estimated the author’s native language from a document written

in a specific language and verified that the author’s attributes could be classified

rather than the document itself. Although there are few documents in which

the author’s native language is clearly stated, the proposed method was applied

by taking advantage of the fact that many research papers written in multiple
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languages are accompanied by English abstracts. The content of the abstract of

the research paper is the research content, and the author’s native language is

assumed as non-content information. By applying the proposed method, highly

accurate native language detection was realized with features that do not depend

on the research content.

Third, we estimated the mental state of the posters of comments on a social

network system, and verified that even documents with a small number of char-

acters can be classified. When each patient with a mental illness is identified, the

amount of comments that can be obtained is limited. On the other hand, a large

number of comments were obtained by using the comments from the group coun-

seling site. The content of this comment is the content of counseling, and the non-

content information is the mental state of the poster. By the proposed method,

we have realized highly accurate estimation based on content-independent fea-

tures from the classification of counseling site comments as positive examples and

general SNS comments as negative examples.

From the above, it was found that the proposed method can be applied to a

wide range of applied problems.
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Chapter 1

Introduction

1.1 Background

The spread of computers and the Internet has enabled us to access a large amount

of documents. Some tendencies in multiple documents indicate different kinds

of knowledge from the content matter written directly in each document. For

example, in a trial to analyze automatically more than 200,000 research papers

related to COVID-19 [2], statistical information in the multiple research papers

is expected to lead a useful discovery, such as unknown gene mutations related

to a specific pathological condition. The information extracted from multiple

documents by statistical analyses occurs in each document independently of the

content of that document. Therefore, this “non-content” information can be used

to understand implicit aspects of a document in various applications, such as

understanding author’s intention and emotion.
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1.2 Motivation

In this paper, we extract non-content information from each document using re-

sults of document classifications. An example of non-content information of a doc-

ument is the author’s mental state. For document classification, efficient methods

based on machine learning with word occurrence has been established [43], and

words that greatly contribute to the classification are regarded as characteristics

of the given category.

In general, document classification with machine learning requires a large

amount of sample data (training data) that has information (labels) of the cate-

gories to be classified. However, it is more difficult to collect a large amount of

documents labeled with non-content information than documents labeled with the

content. For example, collecting documents that explain persons’ mental states

is possible by searching for a content, but collecting documents with information

of the author’s mental state requires additional processes. In this study, training

data with labels of non-content information is generated from documents with

labels of the content by hiding information related to the content in that doc-

uments. For example, we use comments on a group counseling site for mental

illness as documents written by authors with mental illness. Although the con-

tent of the documents are related to counseling, hiding information related to

the content enable us to compare those with other general documents written by

general authors.

In document classification in this paper, we delete information related to the

content of each document by generalizing words about content. The content of a
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document can be recognized in a degree by analysing occurrences of words about

content in that document. Therefore, a straightforward document classification

based on word occurrence is highly affected by the contents of that documents.

In this paper, we replace words related to content in documents to general tags

and treat the occurrences of the tags and other words as features for classification.

Concretely, the words related to content are technical terms for the target area,

or the general content words consist of nouns, verbs, adjectives, and adverbs.

Thus, a content-independent document classification is obtained using these “non-

content” features.

We apply document classifications based on the previous idea to practical

tasks. In each task, gathering training data is difficult, and this problem is solved

using the content and non-content information of documents.

• Citation count prediction: We predict the number of citations of research

papers using their abstracts. The content of each document is the research

topic. We try to estimate an academic impact of a paper, which will not

depend on the research topic, as non-content information.

• Native language identification: We estimate the author’s native lan-

guage from a document written in a specific language to verify that our

method can extract the author’s attributes in addition to that of a document

itself. The author’s native language is estimated as non-content information

from documents whose contents are research topics.

• Mental health prediction: We estimate the mental state of persons from

comments on social network systems (SNSs) to verify that our method is
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applicable to short documents. The content and non-content information of

the documents are the content of counseling and the author’s mental state,

respectively.

In the rest of this chapter, we describe each of the three tasks.

1.3 Citation count prediction

Researchers are required to efficiently determine previous literature that is related

to their research and has scientific impact from among a large number of pub-

lications. The number of research papers available on-line is rapidly increasing.

Ideally, researchers should survey all possible publications for their research, but

it is difficult to read the main text of all paper carefully. Therefore, researchers are

expected to choose papers relevant to their research from a huge amount of data,

and papers with high impact should be chosen before papers with low impact.

We address the problem of predicting the scientific impact of research papers.

The measure of this impact is the citation count of each paper, that is, the number

of citations from other papers to that paper. Predicting citation count enables us

to screen papers to determine papers that potentially have high impact. Citation

count is a reasonable feature for formalizing scientific impact. The impact fac-

tor [29], which is often referred as a quality measure of journal titles, is defined

for a journal using the citation counts of the articles published in that journal.

The h-index [34], which is a measure of the contribution of a researcher to the

society concerned, is also based on the citation counts of papers written by that

researcher. Citation count will increase as time elapses, and hence is not ap-
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propriate for measuring the impact of brand-new papers. Therefore, we need to

predict the potential citation count of a paper using features that can be directly

extracted from it.

A variety of features can be used for solving the problem of citation count

prediction [51]. Previous literature on this problem claims that the textual data

of a paper do not deeply affect the prediction compared with data about authors

and venue of publication (see Section 3.1). However, textual data, especially

abstracts, are worth analysing in detail for the following reason. Textual data

should be directly related to the contents of a paper. In particular, abstracts

are usually available as the metadata of respective papers. The other metadata,

including authors, authors’ institutions, and journal (or conference) titles can be

features of multiple papers, while an abstract corresponds to the paper concerned.

In the previous literature, we identified two common limitations in using only

abstracts for prediction:

(1) The prediction accuracy is not high and detailed analyses are not conducted;

(2) The prediction is explained in terms of trivial findings regarding the trends

in research topics.

For the first limitation, we address a binary classification of abstracts into high

and low citation counts abstracts as the target task, instead of a regression which

is addressed in most previous literature. We tackle an easier task to analyze the

effects of abstracts on citation counts in detail. As for the second limitation,

we investigate the effect of the technical terms that appear in abstracts on the

prediction.
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We investigated several types of classification of research paper abstracts to

predict citation count. Our aim is to clarify the effects of (1) the abstracts of

papers and (2) the technical and non-technical terms used in abstracts rather

than to achieve high accuracy. We applied a standard classification method based

on the bag-of-words model [43] to a set of abstracts of papers with high and low

citation counts and investigated the accuracy and distinctive phrases. We ob-

tained abstracts with citation counts from a database of research papers. Then,

we defined the set of high and low citation counts by selecting top θ% and bottom

θ% papers in order of citation count in the obtained abstracts. We also applied

the same classification method to another set of modified abstracts in which the

technical terms were replaced with a meaningless symbol. Additionally, we con-

ducted a classification using only the technical terms that appear in the abstracts

for comparison.

The results of our experiments indicate that the scientific impact of a research

paper can be roughly predicted using only its abstract, and the effective features

in the prediction are related to the trend of research topics. Papers with high and

low citation counts can be accurately classified using their abstracts. However,

the same classification of the modified abstracts with hidden technical terms had

low accuracy. The accuracy of the classification using only technical terms was

better than that of the modified abstracts. In other words, it was shown that if the

classification is simply performed using the content characteristics, the tendency

according to the research field is found rather than the paper itself.
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1.4 Native language identification

Profiling the authors of documents is effective in advanced analyses of those doc-

uments. The author’s attributes and any extra knowledge related to them can be

used to understand the implicit meanings of documents; for example, the author’s

intentions and emotions. Understanding these implicit meanings is expected to

yield novel methods for various document analysis tasks; for example, machine

translation and dialogue generation.

This study aims to find differences in English writing styles between authors

whose native languages are not English. Writing styles depending on a language

should be affected by the history and culture of the society concerned; there-

fore, it can include information that we cannot directly extract from the docu-

ments. Thus, we conducted document classification and investigated the distinc-

tive phrases of the authors’ native languages. The classification is regarded as a

task of native language identification (NLI), that is, identifying the native lan-

guage (L1) of the author of a document written in the second language (L2). We

assume that we could use only the textual data of documents as features for NLI,

while other kinds of features can be used for NLI; for example, eye movements of

subjects in reading documents written in L2 [16].

Our approach to NLI is based on machine learning. A difficulty in machine

learning-based approaches to NLI is that we need a sufficient amount of super-

vised data. To remove this difficulty, we used research paper abstracts, which

are available on a massive scale from the Internet, as training data for machine

learning. We gathered English abstracts of papers written in one of five languages
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other than English from PubMed [9]. On the assumption that the main text of a

paper is written in the author’s L1, the English abstract of that paper is regarded

as a document written in the author’s L2.

In this paper, we classified English abstracts of research papers written in Chi-

nese, French, German, Japanese, or Spanish. We also conducted the classification

with the abstracts modified by generalizing content words, to remove the effect

of topics specialized in the data. Additionally, we considered to some distinctive

phrases of each language found in the classification from the viewpoint of practices

related to the language.

As a result of the experiments, we found some tendencies of writing styles. The

classification accuracy was high for the normal and modified data. We have real-

ized highly accurate native language detection with features that do not depend

on the research content. Additionally, distinctive phrases used in the classifica-

tion were related to some typical practices depending on the language concerned.

Those results are expected to be used for estimating the authors’ intentions in

documents.

1.5 Mental health prediction

Mental illnesses have become a serious public problem. According to the statistics

released by the World Health Organization [3], more than 350 million people

suffer from one of the illnesses, depression. Many people are not aware of their

psychological disorders, and therefore, they often run into serious conditions. As

a solution for this situation, we need technologies for detecting symptoms of the
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illnesses automatically and in early stages from changes in everyday behavior.

The problem we address is to detect persons who have mental health problems

using their comments posted to SNSs. Becker et al. [14] summarized applications

of information technologies into mental health care. Everyday life of each person

is observed using mobile devices and networks, and a large amount of data can be

analyzed using advanced technologies including machine learning. Especially, a

number of studies use data posted to SNSs including Twitter [11] and Facebook [5]

for detecting mental health problems [33]. Symptoms associated with psychosis

are observable on SNSs, and automated methods can detect depression and other

psychoses. Our approach is based on machine learning with a large amount of text

data, especially, with statistics of word occurrences. A difficulty of this approach

is in preparing a sufficient amount of supervised data, that is, comments of persons

who have been diagnosed as having mental illnesses.

We used comments posted to a Web community for persons with mental health

problems. Cocooru [1] is a Japanese Web site that provides users with counseling

for mental health from clinical psychologists, and has a message board system for

communication between users. Using the comments of the Web site enables us

to obtain a large amount of positive samples in exchange for a degree of validity.

Although each user has not been identified as a person with a mental illness,

expressing own feeling in the community indicates that the person has a kind of

problem in his or her mental health. It is confirmed by the administrator of the

system that there is no comments posted by the counselors.

In this paper, we classified Japanese comments obtained from two SNSs to find

the differences in their writing styles. We distinguished comments of Cocooru from
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comments of Twitter. We applied a simple machine learning method to document

features based on word occurrences to capture the characteristics of the SNS as

phrases. We also conducted the classification with the comments modified by

generalizing content words to remove the effect of topics specialized in the SNS.

As a result of the experiments, we found some characteristics in the writing

styles of persons with mental health problems. The classification accuracy was

high for the normal data. Although the accuracy was decreased by the gener-

alization of content words, it was remarkably higher than a random prediction.

Additionally, some of the distinctive phrases used in the classification were related

to the results of earlier work with English comments. Those results can be used

for detecting persons with mental illnesses from their comments in everyday lives.

From the classification with the comments of the counseling site as the positive

example and the comments of the general SNS as the negative example, highly

accurate estimation was realized by the features independent of the subject.
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Chapter 2

Preliminaries

In this chapter, we introduce the definitions of the terms and the tools used in

this paper.

In this paper, document classification is performed using machine learning,

especially supervised learning. Generally, supervised learning finds the function

from the input vector to the output vector using given pairs (training data) of an

input vector and a tag to construct the target vector (a label). The input vector

is defined from each document using the occurrences of words. The function is

obtained as a hyperplane that divides input vectors with different output labels

using support vector machine (SVM) [17].

An n-gram of a sequence is a sequence of contiguous n elements of the sequence.

For example, the 2-grams of the sentence “I am your father” are “I am”, “am

your”, and “your father”. The (1, n)-grams of a sequence is the union of the set of

the i-grams of that sequence for 1 ≤ i ≤ n. For example, the (1, 2)-grams of the

previous sentence is the set of “I”, “am”, “your”, “father”, “I am”, “am your”,
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and “your father”.

The accuracy measures for our experiments are defined as follows. The ac-

curacy of a classification is the ratio of the number of the correct predictions to

the number of the total predictions examined in a validation. The precision and

the recall for each class are the ratio of the number of the correct predictions to

a class to the number of the predictions to the class, and the ratio of the number

of the correct predictions to a class to the actual number of samples of the class,

respectively. The F-score for a class is the harmonic mean of the precision and

recall for the class.

The coefficient of determination for predicted values yi and the corresponding

true values ŷi for 1 ≤ i ≤ n is defined to be

1−
∑n

i=1 (yi − ŷi)
2∑n

i=1 (yi − ȳ)2
,

where

ȳ =
1

n

n∑
i=1

yi.

In our Python code, we used the functions SVC and TfidfVectorizer defined

in the library scikit-learn [32] for the classifier and transformer from a comment

to a numerical vector. We used the library NLTK [7] to detect the POS of each

word. We also used the analyzer JUMAN++ [44] of Japanese documents to separate

each comment to a list of words and to detect the POS of each word.
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Chapter 3

Citation Count Prediction

Researchers are expected to find previous literature that is related to their research

and potentially has a scientific impact from among a large number of publications.

This section addresses the problem of predicting the citation count of each research

paper, that is, the number of citations from other papers to that paper. Previous

literature related to the problem claims that the textual data of papers do not

deeply affect the prediction compared with data about the authors and venues of

publication. In contrast, we detect the citation counts of papers using only the

paper abstracts. Additionally, we investigate the effect of technical terms used in

the abstracts on the detection. We classify abstracts of papers with high and low

citation counts and apply the classification to the abstracts modified by hiding

the technical terms used in them.
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3.1 Related work

The novelty of our work is that we clarified the following:

• the effect of research paper abstracts on citation count prediction;

• the effect of the technical terms that appear in an abstract on the prediction.

Existing studies have concluded that textual data of papers (including abstracts)

are not effective for citation count prediction when compared with data related

to authors and publication venues. Additionally, the textual data are treated as

topics extracted from raw text in existing work. Therefore, non-topic information

included in the textual data, such as the writing style, has not been considered

as a feature for prediction.

Yan et al. [51] treated textual data as topics and concluded that their effect

on prediction is small. They formalized the problem of citation count prediction.

They applied four kinds of regression to three types of features of each paper

(content, author, and venue). The content feature category includes the topics,

which were obtained using latent Dirichlet allocation [18] from the textual data

of the papers. The categories of author and venue include attributes related to

the authors of each paper and the conference or journal at which each paper was

published, respectively. The results of their experiments indicate that the features

in the content category have little effect on prediction accuracy.

Chen and Zhang [23] also treated textual data as topics, but their standalone

effect on prediction is not clear. They predicted citation count using regression

for features related to the contents and authors of papers. They conclude that

14



the features included in the content category are more effective than the author

category. However, the effect of the textual data on the prediction was not clear,

because both categories include topic information obtained from textual data

using latent Dirichlet allocation, and the content category includes the information

of past citation counts in addition to the topic information.

Li et al. [39] did not use textual data for prediction. They used the change in

citation count over time for the prediction. Their method estimates this change

using some paper features, but these features do not include textual data.

Dong et al. [27] treated textual data as topics for another type of prediction

and concluded that their effect is small. They predicted h-index instead of citation

count and investigated the effects of several features. They concluded that the

relationship of the main author to the research topic and the venue are more effec-

tive for prediction than the trend in research topics and the co-authors. Textual

data are used as topics for the prediction, and their standalone effect is small.

Yogatama et al. [52] used textual data as the main feature for prediction, but

they treated them as topics. They used the change in topics over time for citation

count prediction, which can be treated as research topics trends.

3.2 Methods

3.2.1 Data

We formalized the problem of an approximate citation count prediction as binary

classification instead of regression. The positive and negative data were gener-
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Figure 3.1: Distribution of the numbers of papers with a citation count.

ated from a set of papers using a threshold for the number of citation counts.

Figure 3.1 shows the distribution of papers by citation count and the ratio of the

accumulated number of papers to the number of the total papers we used in our

experiments. For example, using a threshold of 10%, positive samples are defined

as the abstracts of papers whose citation counts are more than 150. For the data

sets described below, we conducted three classifications using a standard method

using the occurrences of the total words, technical terms, or non-technical terms.

We used the abstracts and citation counts of papers published in the Proceed-

ings of the National Academy of Sciences (PNAS) [8] for our experiments. PNAS

is appropriate for our experiments for the reason that we can obtain a sufficient

number of papers published in a single journal title and have citation counts. The
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scope of PNAS includes any research area in general science. We obtained the

metadata, which includes the abstract and citation count, from Europe PubMed

Central (Europe PMC) [4].

We conducted a preliminary experiment and selected the data of papers pub-

lished in PNAS from 1981 to 2003 (and available from Europe PMC) according

to the result of the experiment as follows. Figure 3.2 shows the annual numbers

of papers published from 1915 to 2017 and the average citation counts, where the

citation counts are the values as of June 2017. As shown in the figure, the aver-

age citation count rapidly decreases after 2004, which indicates that the citation

counts of papers published after 2004 could be potentially larger in the future.

Therefore, we used the data of papers published before 2004. Additionally, there

are two peaks in the graph of average citation counts in the 1970s, which can be

attributed to some exceptional factors. Therefore, we used the data of papers

published after 1980. Additionally, we used abstracts between 100 and 400 words

in length. The number of abstracts in this normal data set is 49,171.

We also generated a modified data set of abstracts to clarify the effect of the

occurrences of technical terms on the citation counts. As the corpus for defining

technical terms, we used Medical Subject Headings (MeSH) [6], which is a medical

thesaurus published by the National Library of Medicine. The indexes of MeSH

includes a subject heading “Descriptor”, a subheading “Qualifier”, and a supple-

mentary concept record “Concept”. We used all the Descriptors, Qualifiers, and

Concepts defined in the latest version as of February 2018 of MeSH as the tech-

nical terms for our experiment. The scope of MeSH is considered to be restricted

to the life sciences while that of PNAS includes general science. The effect of
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Figure 3.2: Annual number papers published in PNAS and available from Europe
PMC as of June 2017, and their average citation counts.

this difference on the experimental results is examined in Section 3.4. In addition

to the terms, we regarded phrases obtained by dividing the terms using commas

as technical terms. We also used combinations of phrases divided by brackets in

the terms as technical terms. For a technical term “A (B) C” for phrases A, B,

and C, we used the phrases “A B C”, “A C”, “B C”, A, B, and C as technical

terms. The number of obtained technical terms is 187,573. Then, all technical

terms appearing in the abstracts were replaced with a symbol “X”. For example,

the abstract of the paper [22]:

The genomic RNA of human rhinovirus type 14 was cloned in Escherichia
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coli and the complete nucleotide sequence was determined. The RNA genome is

7212 nucleotides long. A single large open reading frame of 6536 nucleotides was

identified, which starts at nucleotide 678 and ends 47 nucleotides from the 3’ end

of the RNA genome. Comparisons of the specified proteins with those of other

picornaviruses showed a striking homology (44-65%) between rhinovirus and po-

liovirus. The rhinovirus genomic RNA is rich in adenosine (32.1%) and strongly

favors an adenosine or uridine in the third position of codons. The predicted map

locations of all the rhinovirus structural and non-structural proteins and their pro-

posed proteolytic cleavage sites are described.

was modified by replacing technical terms with “X” as follows:

The X X of X X X 14 was cloned in X and the X X was determined. The X

X is 7212 X X. A X X X of 6536 X was identified, which X at X 678 and ends

47 X from the 3’ X of the X X. X of the specified X with those of other X showed

a striking X (44-65%) between X and X. The X X X is rich in X (32.1%) and

strongly favors an X or X in the X X of X. The predicted X X of X the X X and

X and their proposed proteolytic X X are described.

All the abstracts in the normal data set included at least one technical term;

hence, the size of the modified data set is equal to that of the normal data set.
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3.2.2 Experiments

We predicted citation counts using the data sets. We conducted 5-fold cross-

validation. For training and test data in each validation, we selected the top and

bottom θ% papers in the order of citation counts as positive and negative samples,

respectively, after normalizing the citation count of each paper by dividing the

number by the average citation count of its publishing year. The threshold θ was

set to be 2i for 0 ≤ i ≤ 5 and 50. Therefore, the size of the experimental data for

each classification is 2θ% of the total data, because each data set is defined using

the top θ% and the bottom θ% of the original data.

We conducted five classifications with the normal and modified data sets. We

applied an SVM to the multisets of the words appearing in the abstracts in the

two data sets. We also applied the SVM to the word-level (1, 3)-grams of the

abstracts. We ignored all the single-character words except for the “X” used for

technical terms, and did not use phrases that appeared in more than 50% of the

training data for classification. Then, we predicted a positive or negative class

using vectors obtained from the multisets. Additionally, we applied the SVM

to the sets of technical terms appearing in the abstracts of the normal data set.

Finally, we obtained the five data sets:

• Normal: the set of the multiset of the words appearing in each abstract in

the normal data set;

• Normal 1-3: the set of the word-level (1, 3)-grams of each abstract in the

normal data set;
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• Modified: the set of the multiset of the words appearing in each abstract in

the modified data set;

• Modified 1-3: the set of the word-level (1, 3)-grams of each abstract in the

modified data set;

• Technical term: the set of the set of technical terms appearing in each

abstract in the normal data set.

For comparison, we conducted a linear regression using the same data sets

and features used in the binary classification. We investigated the coefficient of

determination as a measure of accuracy for five regressions which correspond to

the five classifications.

3.3 Results

Figure 3.3 shows the accuracy of the five classifications against threshold θ for

generating positive and negative samples. Figure 3.4 shows the dimensionality of

the vectors, that is, the number of the phrases, used in the classification for the

cases. Tables 3.1, 3.2, and 3.3 show the confusion matrices of the classifications.

Table 3.4 shows the coefficient of determination for the five regressions that

correspond to the five classifications. By the definition, a minus value of the

coefficient means that the prediction is almost meaningless.

Tables 3.5, 3.6, and 3.7 show distinctive phrases of the abstracts of papers with

high and low citation counts. The listed phrases correspond to the top and bottom

five elements of the separating hyperplane used in the classifier in the order of the
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Figure 3.3: Classification accuracy of research papers with high and low citation
counts.

coefficients, for the five classifications. Therefore, these phrases should be roughly

distinctive of the positive or negative data.

3.4 Discussion

3.4.1 Main findings

We found that papers with high and low citation counts could be classified using

only their abstracts. As shown in Figure 3.3, the accuracy of the five classifica-

tions using abstracts were better than the expected value 50% of that of random

predictions. Therefore, by using this metrics, we can analyze the effects of con-
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Figure 3.4: Dimensionality of the vectors used for classifications.

tiguous occurrences of words or technical terms on the classification, while the

linear regression with the abstracts predicted meaningless values as shown in Ta-

ble 3.4. Additionally, the accuracy increases in opposition to θ. In case where

θ = 50, which corresponds to the naive binary classification with the total data,

the prediction accuracy is low for the five data sets. By using only restricted

papers we can clarify the difference between papers with high and low citation

counts.

The effect of contiguous occurrences of words on the classification is small. As

shown in Figure 3.3, the classification accuracy generated by the two classifications

using the 1-, 2-, and 3-grams were almost the same as that by the corresponding

classifications using the 1-grams, although the dimensionalities of the vector spaces
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Table 3.1: Confusion matrices generated by classifications of the normal data set.

1-gram (1-3)-gram
Positive Negative Precision Positive Negative Precision

θ = 1 Positive 439 81 0.84 456 113 0.8
Negative 51 409 0.89 34 377 0.92
Recall 0.9 0.83 0.93 0.77

θ = 2 Positive 839 212 0.8 890 255 0.78
Negative 141 768 0.84 90 725 0.89
Recall 0.86 0.78 0.91 0.74

θ = 4 Positive 1596 427 0.79 1697 498 0.77
Negative 369 1538 0.81 268 1467 0.85
Recall 0.81 0.78 0.86 0.75

θ = 8 Positive 3107 917 0.77 3293 1065 0.76
Negative 823 3013 0.79 637 2865 0.82
Recall 0.79 0.77 0.84 0.73

θ = 16 Positive 5907 2086 0.74 6234 2276 0.73
Negative 1958 5779 0.75 1631 5589 0.77
Recall 0.75 0.73 0.79 0.71

θ = 32 Positive 10861 5158 0.68 11645 5309 0.69
Negative 4869 10572 0.68 4085 10421 0.72
Recall 0.69 0.67 0.74 0.66

θ = 50 Positive 15482 9532 0.62 16873 9921 0.63
Negative 9103 15053 0.62 7712 14664 0.66
Recall 0.63 0.61 0.69 0.6

increased by more than ten times by using (1,3)-grams as shown in Figure 3.4.

Additionally, Tables 3.5 and 3.6 show that using (1,3)-grams does not find any

phrase which represents a writing style or an idiom. Therefore, we suppose that

the effect of the information obtained from textual data including the writing style

and idioms is little on predicting high impact papers.

The effect of technical terms on the classification is large. The decrease in

classification accuracy caused by using only technical terms from the normal one

was smaller than that caused by hiding technical terms as shown in Figure 3.3. As
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Table 3.2: Confusion matrices generated by classifications of the modified data
set.

1-gram (1-3)-gram
Positive Negative Precision Positive Negative Precision

θ = 1 Positive 426 138 0.76 459 168 0.73
Negative 64 352 0.85 31 322 0.91
Recall 0.87 0.72 0.94 0.66

θ = 2 Positive 806 281 0.74 891 357 0.71
Negative 174 699 0.8 89 623 0.88
Recall 0.82 0.71 0.91 0.64

θ = 4 Positive 1533 535 0.74 1662 644 0.72
Negative 432 1430 0.77 303 1321 0.81
Recall 0.78 0.73 0.85 0.67

θ = 8 Positive 2915 1160 0.72 3117 1325 0.7
Negative 1015 2770 0.73 813 2605 0.76
Recall 0.74 0.7 0.79 0.66

θ = 16 Positive 5564 2602 0.68 6002 2757 0.69
Negative 2301 5263 0.7 1863 5108 0.73
Recall 0.71 0.67 0.76 0.65

θ = 32 Positive 10251 5792 0.64 11050 6100 0.64
Negative 5479 9938 0.64 4680 9630 0.67
Recall 0.65 0.63 0.7 0.61

θ = 50 Positive 14857 10372 0.59 15893 10610 0.6
Negative 9728 14213 0.59 8692 13975 0.62
Recall 0.6 0.58 0.65 0.57

mentioned in Section 3.2, some technical terms used in the papers of PNAS are

not included in the set of the technical terms defined using MeSH. The effect of

technical terms was shown even using the insufficient set. As shown in Figure 3.4,

the dimensionality of the vector space was small even compared with that of the

classifications using the 1-grams. Therefore, we can estimate that most effective

factors used in the classification were included in the set of technical terms.
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Table 3.3: Confusion matrices generated by classifications of the normal data set
using technical terms.

Positive Negative Precision
θ = 1 Positive 435 96 0.82

Negative 55 394 0.88
Recall 0.89 0.8

θ = 2 Positive 824 198 0.81
Negative 156 782 0.83
Recall 0.84 0.8

θ = 4 Positive 1570 430 0.78
Negative 395 1535 0.8
Recall 0.8 0.78

θ = 8 Positive 2987 950 0.76
Negative 943 2980 0.76
Recall 0.76 0.76

θ = 16 Positive 5741 2196 0.72
Negative 2124 5669 0.73
Recall 0.73 0.72

θ = 32 Positive 10494 5254 0.67
Negative 5236 10476 0.67
Recall 0.67 0.67

θ = 50 Positive 15009 9599 0.61
Negative 9576 14986 0.61
Recall 0.61 0.61

3.4.2 Key findings

We can conclude that the effect of technical terms on the prediction is large, also

from the distinctive phrases used in the classification. As shown in Tables 3.5

and 3.7, most distinctive phrases of positive samples in the classification with the

normal data set are included in the technical terms. Additionally, most distinctive

phrases of positive data in the classification with the modified data set using (1-
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Table 3.4: Coefficients of determination in five regressions.

Coefficient of determination
Normal −3.18
Normal 1-3 0.03
Modified −5.80
Modified 1-3 −0.04
Technical term −14.51

3)-grams contain the symbol which means technical terms as shown in Table 3.6.

Therefore, the effect of technical terms on the prediction is considered to be large.

In the case of the modified data set, using the generalized technical term finds

how technical terms are used in abstracts instead of what the terms are.

3.4.3 Future work

One of our future work is extending the analysis of distinctive phrases. We listed

several phrases with large or small weights in the classifier, but the vocabulary

size, that is, the dimensionality of the vector space for each classification was

extremely large. Therefore, we need a method to investigate a large number of

phrases efficiently.

Another direction is applying our results to actual problems. The results of

the experiments is expected to be used for an automatic proofreading of research

papers; the scores put on phrases can suggest a better phrase expected to lead

high impact.
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Table 3.5: Phrases with large and small coefficients in classification of the normal
data set.

θ Phrases

Large 1 human; dna; brain; gene; neurons
2 human; neurons; blood; genes; gene
4 major; neurons; cortex; blood; genome
8 cortex; bacterial; human; potent; fluorescent

16 epithelial; bacterial; cortex; actions; endothelial
32 consensus; cortex; mariner; variety; nitrocellulose
50 confirming; latently; leaflet; women; overproducing

Large, (1-3)-gram 1 human; dna; gene; cells; expression
2 gene; human; genes; dna; neurons
4 gene; human; protein; brain; neurons
8 human; gene; brain; cortex; sequence

16 human; brain; bacterial; mice; cortex
32 brain; human; cortex; common; oxygen
50 human; bcl; cortex; brain; oxygen

Small 1 kinase; time; relax; idiotype; leukemia
2 chicken; tcr; adenovirus; q10; epsilon
4 chicken; yacs; oocytes; presence; fraction
8 not; 14c; subunit; cd3; yacs

16 not; homeodomain; respect; sea; material
32 not; whether; yacs; question; example
50 ria; xenografts; nonglycosylated; cytoskeleton; thermolysin

Small, (1-3)-gram 1 time; idiotype; to the; kinase; theory
2 on; electron; that the; time; scale
4 by the; subunit; on; oocytes; temperature
8 by the; from the; globin; trna; subunit

16 not; ii; chicken; subunit; that the
32 from the; not; chicken; his; apob
50 not; from the; intermediate; nb; induced
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Table 3.6: Phrases with large and small coefficients in classification of the modified
data set.

θ Phrases

Large 1 including; within; we; among; thus
2 including; within; thus; identify; known
4 encodes; including; known; base; amplified
8 required; pathogenesis; potent; cloned; includes

16 tasks; pathogenesis; here; cloned; glutamylcysteine
32 constituent; glutamylcysteine; bpv; oxidatively; amyloid
50 homopyrimidine; oxidatively; augment; pipet; suboptimal

Large, (1-3)-gram 1 in X X; that X; X by: X including; that X X
2 in X X; that X; in X and; X including; by X
4 in X X; that X; in X and; identified; hcv
8 in X and; that X; identified; cloned; required

16 in X and; cloned; the X and; isolates; of X and
32 cloned; in X and; of X that; tasks; hcv
50 of X that; ebna; are X of; thus X X; trx

Small 1 when; ca; atoms; if; gt
2 na; if; hr; phosphorylated; scale
4 yacs; phosphorylated; much; terms; na
8 14c; repertoire; revertants; terms; authentic

16 enzyme; interfere; arbitrary; pe; polymerase
32 cd2; agrees; preincubated; carboxylase; reinitiation
50 ria; exclusion; phosphatidylcholine; instructive; organized

Small, (1-3)-gram 1 on; on the; ca; atoms; when
2 on; that the; if; na; on the
4 on; na; mm; at the; phosphorylated
8 mm; from the; by the; 14c; the results

16 not; when the; ii; mm; injected
32 kda; mm; not; when the; enzyme
50 still; not; 65; mtx; X is not
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Table 3.7: Phrases with large and small coefficients in classification of the normal
data set using technical terms.

θ Phrases

Large 1 human; brain; dna; gene; sequence
2 gene; brain; disease; dna; cell
4 brain; gene; dna; cell; protein
8 amyloid; extracellular; fluorescent; gene; endothelial
16 amyloid; arabidopsis; fibronectin; gene; pathogens
32 adhesive; p65; synonymous; arabidopsis; lysozyme
50 bacteriophage p1; heat-shock proteins; adhesive; rna helicase; antiport

Small 1 late; problem; paper; origin; finite
2 sensitivity; period; problem; fusion; isolated
4 exposure; temperature; mutagenesis; problem; artificial
8 probability; accessibility; paper; immunoblot; dehydrogenase
16 homeodomain; shuttle vector; sepharose; radioimmunoassay; reporter
32 mosquitoes; heavy-chain; retinol; yeast artificial; orangutan
50 texas; orangutan; societies; schedules; disparity
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Chapter 4

Native Language Identification

Profiling the author of a document is effective in estimating the document’s im-

plicit meanings. This study aims to find differences in English writing styles

between authors whose native languages are not English. We conduct native

language identification based on machine learning and investigated distinctive

phrases from each language to determine their writing style. We classify English

abstracts from 250,000 research papers written in one of five languages other than

English. Additionally, we classify the abstracts modified by generalizing content

words to remove the effect of topics specialized in the data.

4.1 Related work

The aim of this study is to find tendencies in writing styles depend on languages

using results of NLI. We solved the problem of the lack of supervised data for NLI

by using abstracts from research papers.
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Preparing a sufficient amount of supervised data for NLI is difficult. According

to the report of the NLI shared task 2017 [42], there was no submission to a

competition that allows using external training data for NLI. Some content biases

are estimated to exist from the results of attempts [19, 47] in cross-corpus NLI.

Chen et al. [24] claim that their work is the first attempt to find writing styles

related to languages using results of NLI with large-scale data. The novelty of

their work is the point that they used Wikipedia [12] data with users’ profiles as

supervised data for NLI, rather than the point that they used NLI to find writing

styles. Some of recent work try to use external data for NLI. Goldin et al. [31] used

approximately 200,000,000 sentences posted to Reddit [10] and users’ countries

for NLI.

The data we used could generate high accuracy (0.91 and 0.75 for five lan-

guages) in NLI, which implies that the features obtained from the results of NLI

can accurately explain the practical tendencies in the data, rather than that the

data can realize an accurate NLI method for general data. From this viewpoint,

it is meaningful to compare different data sets in terms of NLI accuracy. In the

experiments with Wikipedia data conducted in [24], the accuracy was 0.50 for

NLI with six languages chosen from 19 languages and 0.48 for five language fam-

ilies on 17 languages. In the experiments with Reddit data conducted in [31],

the accuracy was 0.69 for 23 languages and 0.83 for four language families on the

condition that allows using only textual data of comments.

We found some tendencies in writing styles as distinctive phrases used for

NLI and found general characteristics by using part of speech (POS) tags, which

follows earlier work in NLI. It is straightforward that features used for NLI are
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connected to writing styles, especially on the situation that the features are defined

based on string occurrences. The early work of NLI by Koppel et al. [36, 37]

defined some features for NLI using known tendencies in the writing styles of the

target languages. A number of work [35, 40, 31] show distinctive strings obtained

from the results of NLI to explain a kind of writing style. As for attempts to

find tendencies independent from the data contents, a number of work [50, 19,

20, 41, 40, 31] use occurrences of POS tags. Especially, Bykh and Meurers [20]

investigated the case where only content words are converted to the corresponding

POS tags in addition to the case where all words are converted.

4.2 Methods

4.2.1 Data

We conducted a classification of English research paper abstracts, where the main

text of each paper is written in one of five languages other than English. On the

assumption that the main text is written in L1 of the author, the classification

into the five classes is regarded as an NLI.

The experimental data were obtained from PubMed [9]. We used research

paper abstracts published from 1989 to 2018 available on PubMed. The metadata

of each paper added in PubMed includes information about the languages of its

abstract and main text. The number of obtained abstracts for the five languages,

Chinese, French, German, Japanese, and Spanish, were 134,690, 71,096, 61,419,

53,143, and 58,006, respectively. We randomly selected 50,000 abstracts from each
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language in the results for our experiments.

4.2.2 Experiments

First, we examined the accuracy of the classification. We conducted a 10-fold vali-

dation with the data set. We applied a linear SVM classifier to word-level n-grams

of abstracts weighted using tf-idf. We investigated the classification accuracy for

the (1, n)-grams of each abstract for some n’s to find appropriate features. Then,

we predicted the language in the five classes in the following conditions:

• We distinguished between upper- and lower-case letters;

• We deleted the words used for generating a format of abstracts, such as the

caption “OBJECTIVES:”;

• We didn’t use the first and last sentences of each abstract;

• We didn’t use phrases that appeared only once in the training data for the

classification.

We also conducted the same experiment for modified data to find tendencies

in writing styles that are not specialized to the data. We generalized each content

word (a noun, a verb, an adjective, an adverb, or a digit) in the abstracts to be

the name of its POS. For example, the sentence “I am your father” is modified

to “I VBP your NN”, where the words “VBP” and “NN” mean a verb (present,

singular, non-3rd) and a noun (singular), respectively.

Next, we analyzed distinctive phrases of each class. We trained the classifier

using the total data and listed phrases that corresponds to the elements of the
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Table 4.1: Accuracy of the classification for (1, n)-grams of the normal and mod-
ified data.

Data set n = 1 2 3 4 5 6 7
Normal 0.869 0.907 0.908 0.907
Modified 0.576 0.690 0.728 0.742 0.748 0.750 0.750

Table 4.2: Accuracy of the classifications with the normal data for (1, 3)-grams
and the modified data for (1, 6)-grams.

Normal data Modified data
Precision Recall F-score Precision Recall F-score

Chinese 0.96 0.96 0.96 0.87 0.89 0.88
French 0.87 0.86 0.87 0.68 0.66 0.67
German 0.90 0.91 0.90 0.71 0.75 0.73
Japanese 0.92 0.92 0.92 0.76 0.74 0.75
Spanish 0.90 0.89 0.89 0.73 0.71 0.72
Accuracy 0.91 0.75

separating hyperplane with large weight. Additionally, we considered to some

distinctive phrases of each language.

4.3 Results

Tables 4.1 shows the accuracy of the classifications for the normal and modified

data. The accuracy was optimal when n = 3 and n = 6 for the normal and

modified data, respectively. Table 4.2 shows the precise accuracy of the two

classifications for the optimum features. Tables 4.3 and 4.4 show the confusion

matrices of the classifications.

Table 4.5 shows the top 20 phrases in the order of weights used in the classifier
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Table 4.3: Confusion matrix of the classification with the normal data for (1, 3)-
grams.

Predicted language
CHI FRE GER JPN SPA Total

Chinese 47,900 310 347 1,128 315 50,000
French 358 43,210 2,552 1,148 2,732 50,000
German 280 2,069 45,603 997 1,051 50,000
Japanese 1,210 939 1,033 46,061 757 50,000
Spanish 408 2,905 1,407 1,006 44,274 50,000

Table 4.4: Confusion matrix of the classification with the modified data for (1, 6)-
grams.

Predicted language
CHI FRE GER JPN SPA Total

Chinese 44,291 921 1,116 2,661 1,011 50,000
French 1,077 33,118 6,556 3,150 6,099 50,000
German 923 5,470 37,278 3,194 3,135 50,000
Japanese 3,481 2,859 3,617 37,161 2,882 50,000
Spanish 1,313 6,330 3,636 3,068 35,653 50,000

trained with the total normal data. The size of the (1, 3)-grams of the normal

data was 5,058,220. Table 4.6 shows the phrases for the modified data, where the

generalized tags indicate POSs as Table 4.7. The size of the (1, 6)-grams of the

modified data was 5,267,500.
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Table 4.5: Phrases with large weights used in the classifier with the normal data
for (1, 3)-grams (separated by “;”), where the bold phrases are related to regions.

Chinese Chinese; China; P 0; showed that; Taiwan; P 0 05; ob-
viously; Beijing; And; obvious; were; in China; could;
respectively; paper; operation; TCM; literatures; data of;
used to

French French; France; Indeed; remains; in France; This;
Quebec; Tunisia; concerned; considered as; were re-
spectively; of cases; essentially; particularly; Paris; al-
lowed; sex ratio; allowing; Tunisian; noted

German German; Germany; und; further; In; in Germany;
relevant; Additionally; diagnostics; e g; additional; Fur-
thermore; report on; of the; the German; additionally;
compared to; special; only; up to

Japanese Japan; Japanese; in Japan; Although; We; However;
Recently; revealed; using; Tokyo; we; because; exam-
ined; useful; The subjects; clarified; Prefecture; includ-
ing; hr; each

Spanish Spanish; Spain; Mexico; that; Chile; Colombia;
studied; Argentina; although; Mexican; associated to;
To; variables; greater; in Spain; diagnosed of; Chilean;
and; related with; alterations

4.4 Discussion

4.4.1 Main findings

We found distinctive phrases as writing styles of non-native authors. The accuracy

of the classification into the five languages was 0.91. Therefore, the phrases with

large weights in the classifier were supposed to be distinctive of the corresponding

language. The accuracy for the data modified by generalizing content words was

still 0.75. In the case where content words are generalized, the distinctive phrases
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Table 4.6: Phrases with large weights used in the classifier with the modified data
for (1, 6)-grams (separated by “;”).

Chinese NNP NNP CD; And; The NNS VBD that; NNS VBD
that; VBD that; while; etc; NN NN; The JJ NNS; than
that; The; CD CD; Through; the NN NNS; The NNS;
By; and VBN; VBN into; VBG NN; CD NN CD

French This JJ; whatever; et; It; This NN; They; For each; This
JJ NN; whatever the; CD NN of NNS; We VBP RB; Our;
The NNS VBP; NNS VBG; CD JJ CD of; Their; RB CD
NN and CD NN; in CD NN of NNS; in NN of; For each
NN

German RB; und; with NN to; In; VB VBN; Besides; could VB
VBN; Within; We VBP on; RB RB; While; Furthermore;
Therefore; whether; In NN to; up to; For; NNP und; an;
VB VBN that

Japanese Although; These NNS VBP that; The NNS VBD CD; as
VBZ; We VBD; or JJR; We; because; Because; Since; On
the JJ NN; we; As; toward; as VBZ CD; On the JJ; Of;
those; VBD; As for

Spanish although; To VB; it; To; that VBD; To VB the; NNS
that; by NNS of; and; its; of them; de; NN that; that
VBP; NNS VBN; We VBD the NN of a; this; NNP de
NNP; Our NN VBD to; all of them

are not related to the content of documents (for example, research topics in this

data set); therefore, the obtained characteristics are expected to explain general

practices depend on the language.

4.4.2 Key findings

The results of the classifications reflect similarities between languages. As shown

in Tables 4.3 and 4.4, the number of confusions was relatively large between
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Table 4.7: POS tags used in the modified data.

Tag POS
NN Noun, singular
NNS Noun, plural
NNP Noun, proper, singular
VB Verb, base
VBP Verb, present, singular, non-3rd
VBZ Verb, present, singular, 3rd
VBD Verb, past
VBN Verb, past participle
VBG Verb, gerund or present participle
JJ Adjective
JJR Adjective, comparative
RB Adverb
CD Digit

French and German and between French and Spanish. From a linguistic point of

view, French and Spanish should be classified into a single class. Geographically,

French, German, and Spanish comprise a different class to Chinese and Japanese.

In the rest of this subsection, we give detailed considerations to some distinc-

tive phrases used in the classifications from the viewpoint of practices related to

languages.

Some characteristics are found from the result for the normal data as shown

in Table 4.5.

• A number of phrases trivially indicate a language; for example, the phrase

“Chinese” for the language Chinese. Note that the word “TMC” in the

data for Chinese means Traditional Chinese medicine, and that the word

“Prefecture” in the data for Japanese means an administrative subdivision
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of Japan and is often used with a proper noun.

• The word “Indeed” is distinctive of French. This phenomenon corresponds

to the observation by Koppel et al. [37] that “indeed” is frequently used by

authors whose L1 is French, and to the result shown by Ionescu et al. [35]

that the most discriminating overuse sequence for French is “indeed” in one

of their classifiers.

Some characteristics can be found using the result for the modified data shown

in Table 4.6.

• Contiguous occurrences of nouns are distinctive of Chinese. The phrases

“NNP NNP CD”, “NN NN”, and “the NN NNS” have large weights for

Chinese. This phenomenon is supposed to be related to the fact that nouns

can be used for qualifying a noun in Chinese.

• The phrase “On the other hand” is distinctive of Japanese. The 88% of the

occurrences of “On the JJ NN” in the modified data for Japanese are caused

by the occurrences of “On the other hand” in the corresponding normal data.

Paquette [46] point out that the phrase is often used wrongly in research

papers written by Japanese and a reason is that the word is conventionally

translated to a Japanese word which has more general meanings.

• The use of the relative pronoun “that” is distinctive of Spanish. The word

“that” itself has a large weight as shown in Table 4.5. In Table 4.6, “that”

is listed as “NNS that”, “NN that”, “that VBD”, or “that VBP”, which

means that in most occurrences of “that” it is used as a relative pronoun.
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A reason is supposed that the relative pronoun “que” in Spanish cannot be

omitted and the word tends to be translated into “that” in English.

4.4.3 Future work

Improving the classifier is one of our future work. We used the simple classifier

with SVM and the straightforward features based on word occurrences in doc-

uments. Ionescu et al. [35] point out that surface-level features are effective for

NLI. A number of improvements for classification are proposed, even if the scope

is restricted to NLI: Wong and Dras [50] used parse structures for NLI; Bykh and

Meurers [20] used n-grams with a simple restriction on their occurrences; Li and

Zou [40] used a multilayer perceptron. Another promising approach is the use of

well-trained vector representations of words (or phrases), which can represent the

similarity of words and be adapted to simple classifiers. Additionally, we need

technologies to classify documents using unbalanced training data. For some lan-

guages, the amount of available papers, whose abstract is written in English and

main text is written in the target language, is small.

Another future work is applying the resulting knowledge of the classification

to practical systems; for example, automatic proofreading and e-learning for sec-

ond languages. Our results can help to find and correct typical errors related

to the author’s native language. A difficulty is that we must examine the rela-

tion between the statistical tendencies obtained from results and practical writing

styles of target languages. We need to continue interdisciplinary research with

proofreaders, linguists, or native speakers of each language.
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Chapter 5

Mental Health Prediction

Mental illnesses should be detected automatically and in their early stages from

changes in everyday behavior. This study aims to detect persons who have men-

tal health problems using their comments posted to social network systems. A

difficulty of machine learning-based approaches to the detection is the lack of

supervised data. To remove the difficulty, we used comments posted to a Web

community for persons with mental health problems. In this section, we classify

approximately 240,000 Japanese comments obtained from the community and a

general social network system, and investigated the distinctive phrases used in

the classification. We also conduct the experiment with the comments modified

by generalizing content words to remove the effect of topics specialized in the

community.
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5.1 Related work

The novelty of our study is that we used comments posted to the SNS for per-

sons with mental health problems as supervised data for machine learning. We

conducted classification with the comments on the condition that content words

were generalized, to investigate the versatility of characteristics obtained from the

result of the classification.

Preparing a sufficient amount of supervised data for detecting mental illnesses

is difficult. Guntuku et al. [33] review recent research aimed at predicting psychi-

atric disorder using SNSs. They summarized related studies from the perspective

of assessment methods of users’ information about their mental health. The meth-

ods are roughly classified into two cases: that subjects took a survey about the

target illness and that information to identify the target illness is obtained from

online sources. In the first case, the number of subjects for positive samples is

at most hundreds [25, 49, 48, 28]. The methods in the second case require lower

cost for correcting data than the first one. Guntuku et al. mention three assess-

ment criteria for the second case: self-declared status [45, 15], fora or communities

users belong [26, 30, 13, 21], and related keywords used in comments [38]. Our

study is included in the second criterion. The earlier studies in this approach

use data posted to an SNS Reddit [10] to assess tens of thousands of users with

mental health problems using sub-communities, called “subreddits”, the users be-

long. Our assessment method using a community for persons with mental health

problems is expected to have a better degree of validity than the methods using

sub-communities.
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A problem in using data obtained from different SNSs is that classifying the

comments can sink into a trivial detection of topics specialized in the SNSs. We

tried to find general characteristics by converting each content word in comments

into the part of speech (POS) tag. It is straightforward to use occurrences of

POS tags to find tendencies independent from the data contents. For example, in

the earlier studies of detecting mental health problems, Leis et al. [38] use POS

tags. We used POS tags for restricted words in two levels. Additionally, our

target language is Japanese and therefore the definition of content words should

be configured to the situation.

5.2 Methods

5.2.1 Data

We generated two data sets of Japanese comments for our experiments. We used

the total comments posted to Cocooru as of October, 2019, as positive data. The

number of comments was 120,327 and the number of users was 3,283. As for

negative data, we randomly gathered the same number of Japanese comments

from Twitter. The number of users was 112,452. The average length (number

of words) of the comments in the positive and negative data are 26.0 and 19.1,

respectively. The accuracy of a naive classification with the two data sets using

the lengths of comments and the optimized threshold was 0.57.
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5.2.2 Experiments

We investigated the classification accuracy with the data by conducting a 10-fold

cross validation. We applied an SVM to the word-level n-grams of the comments

weighted using tf-idf. We didn’t use phrases that appeared in training data only

once. Additionally, we deleted URLs and email addresses. To find characteristics

independent from the data contents, we conducted the classification with the

following three kinds of data:

• Normal data: the original data, where each numeral is converted to a tag;

• Generalized data: obtained from the normal data by converting each content

word (a noun, a verb, an adjective, or an adverb) to its POS tag, where

modal verbs are not included in verbs;

• Semi-generalized data: obtained from the normal data by converting each

content word to its POS tag except for formal, adverbial, and temporal

norms and adverbs.

5.3 Results

Tables 5.1 shows the accuracy of the classifications for (1, n)-grams of the normal

and modified data, where the (1, n)-grams is the union of the set of the i-grams

for 1 ≤ i ≤ n. The accuracy was optimal when n = 2, n = 4, and n = 3 for the

normal, generalized, and semi-generalized data, respectively. Tables 5.2, 5.3, and

5.4 show the precise accuracy and confusion matrices of the three classifications

for the optimal features.
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Table 5.1: Accuracy of the classification for (1, n)-grams of the normal, general-
ized, and semi-generalized data.

Data \ n 1 2 3 4 5
Normal 0.898 0.901 0.899
Generalized 0.796 0.819 0.825 0.826 0.823
Semi-generalized 0.815 0.831 0.837 0.836

Table 5.2: Confusion matrix of the classification with the normal data for (1, 2)-
grams.

Positive Negative Recall F-score
Positive 109,160 11,160 0.91 0.90
Negative 11,936 108,384 0.90 0.90
Precision 0.90 0.91

Tables 5.5 and 5.6 show the top 10 phrases in the order of weights used in

the classifier trained with the total data for the three kinds of data sets. The

vocabulary size was 413,358 for the (1, 2)-grams of the normal data, 376,262 for

the (1, 4)-grams of the generalized data, and 230,027 for the (1, 3)-grams of the

semi-generalized data. Note that basically Japanese nouns are not inflected for

grammatical number and that the POSs in Japanese don’t completely correspond

to that in English.
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Table 5.3: Confusion matrix of the classification with the generalized data for
(1, 4)-grams.

Positive Negative Recall F-score
Positive 100,246 20,074 0.83 0.83
Negative 21,184 99,136 0.82 0.83
Precision 0.83 0.83

Table 5.4: Confusion matrix of the classification with the semi-generalized data
for (1, 3)-grams.

Positive Negative Recall F-score
Positive 101,495 18,825 0.84 0.84
Negative 19,826 100,494 0.84 0.84
Precision 0.84 0.84

5.4 Discussion

5.4.1 Main findings

We found the distinctive phrases as characteristics in the writing styles of persons

who have mental health problems. The classification accuracy with comments

posted to Twitter and Cocooru was 0.90. Therefore, the phrases with large weights

of the classifier are distinctive of the comments in Cocooru. As shown in Table 5.5,

most phrases with large weights were related to problems in mental health. The

accuracy for the data modified by generalizing content words were 0.83 and 0.84.

In the case of the generalized data, the distinctive phrases are not related to the

content of documents; therefore, the characteristics explain general tendencies

depending on the user’s mental health.
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Table 5.5: Phrases with large weights used in the classifier for the (1, 2)-grams of
the normal data.

Phrase Note
親 a noun. parent
自殺 a noun. suicide
リスカ a noun. wrist-cutting
鬱 a noun. depression
カウンセリング a noun. counseling
坊 a noun. boy
自分 a noun. myself
カウンセラー a noun. counselor
自傷 a noun. self-mutilation
過食 a noun. overeating

5.4.2 Key findings

The result for the normal data shows that a number of phrases related to mental

health problems are used in the classifier. In Table 5.5, the distinctive phrases

except for “親 (parent)”, “坊 (boy)”, and “自分 (myself)” mean actions or matters

directly related to mental health problems. The three words are related to users

themselves or their families. In the classifier, also the word “毒親” which means

“toxic parent” has a large weight. The word “坊” is supposed to be used for

referring to his or her son. The result of the other word corresponds to the

observation in English comments by Eichstaedt el al. [28] that users with mental

health problems tend to use first-person singular pronouns.

The result for the modified data indicates characteristics in the writing styles

rather than the contents. In Table 5.6, the word “のに” is an adversative conjunc-

tion which contains author’s complaint about the result. The phrase “の か な”
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means an interrogation. Although the words “んだろう” and “のだろう” mean

expectations, the words mean interrogations when using with a word corresponds

to “why”. In the result for the semi-generalized data, we found some adverbs

which are distinctive of the positive data. The word “何もかも” means “every-

thing” which is relatively exaggerated. The word “何で” corresponds to “why”

which is supposed to be used with the previous phrases of interrogations. The

word “所詮” means “in the end” which intimates a situation that the result is not

affected by the process.

5.4.3 Future work

Improving the classifier is one of our future work. We used the simple classifier

with SVM and the straightforward features based on word occurrences. Although

applying other machine learning methods to the classification is expected to im-

prove the accuracy, it become difficult to explain the classifier in terms of practical

writing styles. A promising approach is using a well-trained vector representation

of words (or phrases), which can represent the similarity of words and be adapted

to the simple classifier.

Predicting mental illnesses in their early stages is also one of our future work.

The classifier we generated can put a continuous degree of mental health to each

comment. Predicting some kinds of changes in mental health is possible by ana-

lyzing multiple comments ordered as a time series with the scores.
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Table 5.6: Phrases with large weights used in the classifiers for (1, 4)-grams of the
generalized data and the (1, 3)-grams of the semi-generalized data. The tags “N”
and “V” denote a noun and a verb, respectively. The word “joshi” is a POS used
in Japanese which means a postpositional word functioning as an auxiliary to a
main word.

Phrase Note
Generalized のに a conjunction, adversative

んだろう a modal verb, expectation
の か な three joshi, interrogation
のだろう a modal verb, expectation
お N さん に a prefix, a noun, a suffix, and a

joshi. visitor or customer with N:“
客” (68.6%)

V N N 時 a verb, two nouns, and a suffix
means time

たい a modal verb, intention
ない a modal verb, negation
ばかり a joshi, limitation
ばっか a joshi, limitation

Semi-generalized んだろう -
のに -
のだろう -
何もかも an adverb. everything
不 N 者 a prefix, a noun, and a formal noun.

sociopath with N:“適合” (92.3%)
イライラ V an adverb and a verb. get irritated

with V:“する” (97.3%)
何で an adverb. why
ない -
たい -
所詮 an adverb. in the end
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Chapter 6

Conclusion

We proposed a novel method for analysing documents. The proposed method can

extract implicit knowledge by classifying documents using non-content features.

We applied the method to the three tasks: citation count prediction, native lan-

guage identification, and mental health prediction, for evaluation. For the task

of citation count prediction, we could estimate the future impact of a research

paper using only its abstract. The impact was discovered independently of the

research topic. For the task of native language identification, we achieved high ac-

curacy and the characteristics in the English writing styles of non-native writers.

The general results were achieved from specific documents, research papers. For

the task of mental health prediction, we found the characteristics in comments

of persons with mental health problems. The obtained classifier with only non-

content features generated higher accuracy than that of a classifier with the total

features.
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