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Preface 

Human body system maintains homeostasis while responding to various external stimuli 

such as pathogen infection, food intakes and day-night cycles. The dysregulation of the 

homeostasis may cause some disorders. For example, immune system is tolerant of 

harmless substances such as tree pollens, food and self-antigens. However, once the 

tolerance breaks down, the undesirable immune responses are induced, which are 

observed as allergy and autoimmunity. In the modern society, the daily activity patterns 

frequently change due to shift work, which may cause some chronic diseases related to 

circadian rhythm, such as metabolic syndromes (Wang et al., 2011).  

To understand the mechanism of diseases development, it is necessary to 

examine the complicated interaction among the internal body systems. For example, some 

studies suggested that the several systems in the body such as immune system, nervous 

system, and intestinal microbiome have close association (Clarke et al., 2013; Sampson 

et al., 2016). The individual differences in the responses to external stimuli also makes it 

difficult to understand the disease development. Some people show severe allergic 

symptoms to a certain food and tree pollen, but others do not. The concepts of 

personalized and precision medicine are expected to provide accurate treatment methods 

by focusing on the individual conditions (Ho et al., 2020). 

Mathematical modeling is a powerful tool to understand the complicated 

mechanisms of disease development. By developing mathematical models, we can 

integrate the findings in the fields of molecular biology and medicine. Modeling is also 

helpful to predict the time course of disease development in the conditions which are 

difficult to reproduce in animal experiments. The field of theoretical immunology has led 

to the discovery of the mechanism of immune responses by mathematical modeling. The 

required diversity of antigen receptors for regulation of immune responses was explained 

by mathematical modeling (De Boer and Perelson, 1993). De Boer and Perelson (1998) 

developed the mathematical model to describe the T cell dynamics in HIV infection. In 

terms of regulation of immune responses, regulatory T cells play a role as one of the 

important mechanisms to suppress the exaggerated immune responses (Sakaguchi et al., 

2008). The importance of having localized suppression of regulatory T cells to realize 
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proper suppressive function and the optimal number of regulatory T cells were discussed 

in the previous theoretical studies (Saeki and Iwasa 2009; Saeki and Iwasa 2010).  

This thesis proposed simple mathematical models to describe the mechanism of 

dynamic disease development. I aimed to build a theory to unravel the complicated 

interaction among the body internal systems in response to the external stimuli and to 

develop a framework for prediction of the dynamic disease development. I firstly 

discussed the mechanism of some immune disorders such as allergy and autoimmunity 

as results of responses to exposure to external substances and organisms, and secondly 

the relationship between meal timings and nutrient metabolism. I summarize the contents 

for each chapter as follows. 

 

Chapter 1: When is allergen immunotherapy effective? 

Allergen immunotherapy is a treatment method to suppress allergic symptoms by taking 

allergens little by little, which mechanism has not been fully understood (Pfaar et al., 

2019). Moreover, the treatment takes several years, and its effect differ among the 

individuals, which may be harmful for some patients because of allergens used during 

the treatment. Thus, I developed the mathematical model describing the mechanism of 

the allergen immunotherapy to predict the condition of patients and treatment schedule 

for the successful therapy. In the model, the differentiation processes of two types of T 

cells: T helper cells, the trigger of allergy, and regulatory T cells, the moderator of 

exaggerated immune responses. I found that the treatment method would be successful 

in the patients with small decay rate and strong suppression effect of regulatory T cells. 

I also found that the gradually increasing dose amount would suppress the allergy risk. 

 

Chapter 2: Coupled dynamics of intestinal microbiome and immune system 

The intestinal microbiome and host immune have close association. Some microbes 

have been revealed to induce regulatory T cells by producing some metabolites 

(Furusawa et al., 2013). Thus, I aimed to find the novel treatment methods for allergy 

through intervention to intestinal microbiome. The mathematical model described the 

interaction among the microbes inducing regulatory T cells. There are two equilibria 

representing the “dysbiosis” state with small number of microbes accompanied by high 
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allergy risks and “non-dysbiosis” state with large number of microbes accompanied by 

low allergy risks. I derived a formula to make the “non-dysbiosis” equilibrium stable, 

which may suggest a treatment strategy of allergy by intervention on microbiome. I 

found that enhancing growth rate, carrying capacity of microbes and reducing the attack 

rate of T helper cells on microbes were useful to reduce allergy risks.  

 

Chapter 3: Autoimmune diseases initiated by pathogen infection 

Molecular mimicry has been assumed to be one of the triggers of autoimmunity 

development, in which the pathogens mimic the host protein to escape immune 

responses (Albert and Inman, 1999). I made a scenario in which the viruses mimicking 

host protein were eliminated by the immune system and the responses to self-antigens 

caused by cross immunity were remained after the infection. I developed a 

mathematical model describing dynamics of viruses and immune cells specific to either 

self-antigens or viruses. I considered the effect of cross immunity in the three steps of 

immune responses and found that the cross immunity on (1) removal of viruses and (2) 

activation of immune cells decreased the remained immune responses after the infection 

by eliminating viruses effectively, but (3) immune response downstream of T cell 

dynamics enhanced the immune responses after the infection.  

 

Chapter 4: Why meals during resting time cause fat accumulation in mammals: 

Mathematical modeling of circadian control on glucose metabolism. 

Irregular meal timings due to the shift work have been revealed to cause malfunction of 

metabolism such as obesity and diabetes (Shan et al., 2018; Wang et al., 2011). To 

understand the relationship between the timings of food intakes and glucose 

metabolism, I developed the mathematical model describing the glucose allocation 

process into glycogen and triglycerides. I considered the two schedules: food intakes 

during active phases or resting phases. I calculated the dynamics of glucose, glycogen, 

triglycerides and energy produced from glucose and fat. To quantify the homeostasis on 

the nutrient metabolism, I formulated two risks in metabolism: energy depletion and 

high blood glucose. I calculated the dynamics of the two risks changing the peak phases 

of glycogen and fat production. As a result, when the minimum risks of energy 
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depletion were achieved, more fat was accumulated from food intake during the resting 

phases than active phases. Thus, more fat accumulation from food intakes during the 

resting phases can be explained as the byproduct of preventing the energy depletion. 
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Abstract 

Allergen immunotherapy is used to treat allergic symptoms such as rhinitis and itchy eyes 

in Japanese patients with cedar pollen allergy (JCPA). Administration of small amounts 

of pollen over several years may suppress severe allergic symptoms when these patients 

are later exposed to large amounts of pollen in the environment. Herein, we developed a 

simple mathematical model to identify conditions in which allergen immunotherapy is 

effective. We considered the dynamics of type 2 T helper cells (Th2) and regulatory T 

cells (Treg), both of which differentiate from naive T cells. Therapy was considered 

successful under the following three conditions: (1) Without therapy patients develop 

allergic symptoms upon exposure to environmental pollen, (2) with therapy patients do 

not develop symptoms upon exposure, and (3) patients do not develop allergic symptoms 

to the therapy itself. We defined scores for therapeutic success and identified ranges of 

parameters in which allergen immunotherapy is likely to be successful. Treg cells have a 

longer lifespan than Th2 cells, allowing accumulation over many years. In accordance, 

therapy with linear dose increases (rather than constant doses) reduced the risk of allergies 

to the therapy itself, and led to stronger accumulation of resistance to pollen exposure.  

key words: regulatory T cells; Th2 cells; dynamical model. 
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1. Introduction 

Allergies are undesirable reactions that are caused by hypersensitivity to harmless 

materials, such as wheat, mites, and tree pollen. From February to March, many people 

in Japan suffer from inflammation of the eyes and nose due to Japanese cedar pollen 

allergies. Runny noses and itchy eyes cause physical and mental suffering and degrade 

quality of life (Shiomori et al.2007). To control allergic symptoms, otolaryngologists 

prescribe anti-allergic drugs according to the severity of symptoms (Yamada et al. 

2014). However, anti-allergic drugs do not provide a permanent cure, and patients must 

visit the doctor every year.  

 Recently, allergen immunotherapy was introduced for the treatment of 

Japanese cedar pollen allergy (JCPA). During therapy, patients take an allergen (pollen 

extract) in multiple small doses for months, and subsequent allergic reactions to pollen-

rich air are suppressed. This therapeutic approach was first documented in 1911 in a 

study of immunotherapy for allergy to gramineous plants using subcutaneous injections 

(Noon 1911 and Freeman 1911) and is now known as subcutaneous immunotherapy 

(SCIT). More recently, sublingual immunotherapy (SLIT) was developed to improve 

safety. In this approach, patients take drops of pollen extract via the sublingual route 

(Moingeon and Mascarell 2012). The effects of SLIT for JCPA were subsequently 

investigated and the therapy was shown to be effective for reducing symptoms (Okubo 

and Gotoh 2009). Moreover, Pfaar et al. (2015) recently discussed mechanisms of 

allergen immunotherapy and proposed corresponding therapeutic guidelines. 

 Allergy has been described in terms of the following chain of events: Firstly, 

antigen-presenting cells (APCs) receive antigens such as pollen and process these into 

peptides. APCs then present peptides to naive T cells (Th0 cells), which then 

differentiate into type 2 T helper cells (Th2 cells) in the presence of interleukin-4 (IL-4). 

Th2 cells then activate B cells by producing IL-4 and activated B cells produce IgE 

antibodies that bind receptors on the surfaces of mast cells and are cross-linked with 

each other via the antigen. Subsequently, mast cells degranulate and release molecules 

such as histamine, which induce inflammation and allergic symptoms.  

 Regulatory T cells (Treg cells) suppress exaggerated allergic responses 

(Sakaguchi et al. 2013). An experimental study suggested that after grass pollen 
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immunotherapy, the number of Treg cells increased and play an important role in 

suppressing recruitment and activation of Th2 cells (Radulovic et al. 2008). 

Immunotherapy using cow milk protein as allergen also induces Treg cells in mice 

(Smaldini et al. 2015). Moreover, observations of natural immunotherapy indicate that 

exposure to farm environments may prevent allergy and induction of Treg cells (Lluis et 

al. 2014), and maternal exposures have also been shown to be effective (Schaub et al. 

2009). These examples have been explained using the hygiene hypothesis, which 

suggests that microbiome exposures prevent allergic symptoms and asthma, and has 

been investigated as a microbiome-based therapeutic approach (Liu, 2015). 

 Mechanisms of immune suppression by natural and allergen immunotherapy 

remain poorly understood, and several alternative theories have been proposed (Vignali 

et al. 2008). For example, Taylor et al. (2006) suggested that Treg cell cytokines such as 

IL-10, TGF-β, and various surface molecules play multiple roles in the suppression of 

immune responses. In addition, Wing et al. (2008) suggested that Treg cells suppress 

immune responses by preventing APCs from activating Th0 cells.  

 We considered two types of T cells: induced regulatory T cells (iTreg cells) and 

naturally occurring regulatory T cells (nTreg cells). Similar to Th2 cells, iTreg cells 

differentiate from Th0 cells in peripheral tissues. In contrast, nTreg cells are produced in 

the thymus via a different route. Accumulation of iTreg cells has been demonstrated in 

peripheral tissues, and corresponds with regulatory memories of localized areas of the 

human body (Burzyn et al. 2013).  

 Fishman and Segel (1996) developed the first mathematical model of allergen 

immunotherapy and emphasized the roles of cross regulation between Th1 and Th2 

cells. The balance of Th1 and Th2 cells was also considered in models of melanoma 

therapy (Kogan et al. 2013), and for asthma development depending on quantities of air 

dust particles (Kim et al. 2013). Moreover, Gross et al. (2011) developed a 

mathematical model for allergen immunotherapy and included Th1/Th2 balance and the 

effects of Treg cells. In this study, allergen immunotherapy was administered in two 

phases. In the first phase, patients began by taking small amounts of pollen and 

gradually increased doses to a certain point, and in the latter phase patients took 

constant doses of pollen (maintenance phase). These investigators concluded that the 
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maintenance phase should be started as early as possible to facilitate growth of Treg cell 

populations and suppress Th2 cells. 

 In the present study, we investigated a simple dynamic model of Th2 and Treg 

cells. We adopted the number of Th2 cells as an index for the severity of allergic 

symptoms and expressed the dynamics of Th2 and Treg cell numbers using a system of 

ordinary differential equations. Subsequently, we defined explicit scores for successful 

therapy, and identified conditions in which therapy is likely to be successful. We 

conclude that, for this therapy to be effective, the longevity of Treg cells must be greater 

than that of Th2 cells so that Treg cells can accumulate and contribute to suppression of 

reactions to environmental pollen exposures. We also compared the efficacies of various 

treatment schedules.  

 

2. Model 

To examine suppressive effects of regulatory T cells in allergen immunotherapy, we 

used the model illustrated in Fig. 1. This model describes the stage in which naive T 

cells are differentiated into Th2s and Tregs. Following presentation of antigens such as 

pollen extracts to naive T cells (Th0) by antigen-presenting cells (APC), Th0 cells 

differentiate into regulatory T cells (Treg) or helper T cells (Th2) depending on the 

chemical environment (Luckheeram et al. 2012). Because Th2 cells trigger allergic 

reactions (Luckheeram et al. 2012), we assume that the magnitude of allergic symptoms 

is represented by Th2 cell numbers. We assumed that patients show allergic symptoms 

when the value of Th2 cell numbers (H) exceeds 𝜃, which is the threshold for revealing 

symptoms. In contrast with Th2 cells, Treg cells suppress allergic responses by 

preventing activation of naive T cells and differentiation into Th2 cells (Wing et al. 

2008). 

 We considered a therapy phase of two or three years, in which patients take 

drops of pollen extract, and a subsequent exposure phase, in which patients are exposed 

to large doses of pollen over several months. For simplicity, we did not consider 

exposure to environmental pollen during the therapy phase.  

 We denoted Treg cells numbers as R and Th2 cell numbers as H, and calculated 

dynamics using the following differential equations: 
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𝑑𝑅

𝑑𝑡
= 𝑏 ∙ 𝑃(𝑡) ∙  (1 − 𝑐) − 𝑑𝑟 ∙ 𝑅, (1a) 

𝑑𝐻

𝑑𝑡
=

𝑏 ∙  𝑃(𝑡) ∙ 𝑐

1 +𝑚  (𝑅 + 𝑛)
− 𝑑ℎ ∙ 𝐻. (1b) 

 

The pollen dose P(t) was calculated as follows: 

 

𝑃(𝑡) = {
𝑎
𝐴
  𝑓𝑜𝑟 𝑡 < 𝑇 (during therapy phase) 

   𝑓𝑜𝑟 𝑡 > 𝑇 (during exposure phase) 
. (2) 

 

During a therapy phase of duration T, patients take small amounts of pollen every day, 

and the intensity of pollen dose is represented by a in Eq. (2). Subsequently, patients are 

exposed to large doses of environment pollen (exposure phase) and the pollen doses in 

this phase are denoted by A, as in Eq. (2). 

In Eqs. (1a) and (1b), the first term of the right-hand side represents the supply 

of Treg or Th2 cells by differentiation from naive T cells. Pollen grains are given to the 

patient at rate P(t), and stimulate mature T cell production at a rate that is proportional 

to the amount of pollen received P(t), with proportionality coefficient b. Among newly 

differentiated T cells that are reactive to pollen antigens, fraction c (0 < c < 1) 

differentiate into helper T cells, and the remaining fraction 1 - c differentiate into 

regulatory T cells. In addition, Treg cells suppress differentiation into Th2 cells, as 

indicated by the denominator of the first term in the right-hand side of Eq. (2). The 

coefficient m is the strength of this effect, and we assume that nTreg cells are produced 

separately regardless of naive T cell differentiation, and their abundance is denoted by 

n.  

 The second term of Eq. (1) represents the decay of T cells. Specifically, dr and 

dh denote decay rates of Treg and Th2 cells, respectively. We assume that “memory Treg 

cells”, which live long life in local nonlymphoid tissue (Burzyn et al. 2013), have the 

role of suppressing immunoreaction. Therefore, we set the decay rates to satisfy dr < dh, 

allowing relative accumulation of Treg cells in the local tissue. 
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 Equations (1) and (2) have the following ten parameters θ, a, A, b, c, dh, dr, m, 

n, and T, and each of these parameters influence the success of therapy. Accordingly, we 

examined the model using simulations with 310 combinations of parameters in which 

each parameter takes three different levels (Table 1). For each set of parameters, we 

considered conditions with therapy and without therapy. In Fig. 2, we illustrate four 

cases that differed in the presence of symptoms, and in therapy and exposure phases. 

Fig. 2A shows a case of successful therapy and Fig. 2B shows a case in which the 

therapy failed to suppress symptoms of pollen exposure. In Fig. 2C, the patient showed 

no symptoms without therapy, and in Fig. 2D the patient experienced allergic symptoms 

during the therapy phase. 

 

2.1 Therapeutic success scores 

To determine conditions in which allergen immunotherapy is effective, we evaluated the 

influences of various parameters on therapeutic successes and defined corresponding 

scores that can be used to identify patients in whom therapy would be effective. 

Therapy was regarded as successful when (1) without therapy the patient developed 

allergic symptoms upon exposure to the environmental pollen, (2) with therapy the 

patient did not develop symptoms upon exposure, and (3) the patient did not develop 

allergic symptoms due to the therapy itself. Scores were then calculated as the sum of 

the three components, and are expressed in terms of three peaks of H(t) curves. Let 

𝐻𝑜(𝑡) be the number of Th2 cells without therapy and 𝐻𝑤(𝑡) be the number of Th2 

cells with therapy.  

 For example,  max
𝑡>𝑇

𝐻𝑜(𝑡) is the peak 𝐻(𝑡) without therapy. If this is larger 

than the threshold θ, the difference (max
𝑡>𝑇

𝐻𝑜(𝑡) − 𝜃) indicates the severity of allergic 

symptoms that the patient experiences without therapy and 𝐻(𝑡) peaks that are smaller 

than θ indicate absence of detectable symptoms. Therefore, (max
𝑡>𝑇

𝐻𝑜(𝑡) − 𝜃) should 

be positive for patients who have allergic symptoms.  
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 The expression max
𝑡<𝑇

𝐻𝑤(𝑡) is the 𝐻(𝑡) peak in the therapy and the 

expression max
𝑡>𝑇

𝐻𝑤(𝑡) is the peak pollen exposure after the therapy. Therapy was 

regarded as failed if pollen administration itself caused allergic symptoms 

(max
𝑡<𝑇

𝐻𝑤(𝑡) > 𝜃) and if allergic symptoms to environmental pollen were not suppressed 

by the therapy (max
𝑡>𝑇

𝐻𝑤(𝑡) > 𝜃). For successful therapy, max
𝑡<𝑇

𝐻𝑤(𝑡) < 𝜃 and 

max
𝑡>𝑇

𝐻𝑤(𝑡) < 𝜃, and the differences between sides in these inequalities were regarded 

as margins of safety during or after therapy.  

We introduced symbols for differences between peaks of 𝐻(𝑡) and the 

threshold 𝜃, as follows:  

𝑆0 (𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑝𝑒𝑎𝑘 ℎ𝑒𝑖𝑔ℎ𝑡 𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑡ℎ𝑒𝑟𝑎𝑝𝑦) = max
𝑡>𝑇

𝐻0(𝑡) − 𝜃, (3a)  

𝑆T (𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑝𝑒𝑎𝑘 ℎ𝑒𝑖𝑔ℎ𝑡 𝑖𝑛 𝑇ℎ𝑒𝑟𝑎𝑝𝑦) = max
𝑡<𝑇

𝐻𝑤(𝑡) − 𝜃 , (3b) 

𝑆E (𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑝𝑒𝑎𝑘 ℎ𝑒𝑖𝑔ℎ𝑡 𝑖𝑛 𝐸𝑥𝑝𝑜𝑠𝑢𝑟𝑒) = max
𝑡>𝑇

𝐻𝑤(𝑡) − 𝜃. (3c) 

  

If these quantities are positive, allergic symptoms appear in respective situations, and 

magnitudes of symptoms are expected to increase with these quantities, as shown in 

Figs. 2A, 2B, and 2D. Therapy is successful if 𝑆0>  0, 𝑆T≤  0, and 𝑆E≤  0. Under 

these circumstances, a possible measure of therapeutic success is the severity of 

symptoms 𝑆𝑜. 

 To combine three aspects of therapeutic success, we used a simple sum of the 

three quantities, each indicating one requirement as follows:  

 

𝑠𝑐𝑜𝑟𝑒 = 𝛼 + 𝛽 + 𝛾. (4) 

 

The first component 𝛼 is related to the symptoms experienced by a patient without 

therapy and is calculated from 𝑆𝑜. We consider symptoms as not detectable if 𝑆𝑜 ≤ 0, 
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and define the following quantity as the first component of the score using [𝑥]+ =

𝑥 𝑖𝑓 𝑥 ≥ 0, [𝑥]+ = 0 𝑖𝑓 𝑥 < 0: 

 

𝛼 = ([𝑆0]+)
0.1, (5a) 

        

where 𝑆0  is the relative peak height without therapy (Eq. 3a). We adopted a power 

function of 𝑆0  with a small positive power of 0.1 to avoid regarding runs with very 

large 𝑆0  as successful cases when the other requirements were violated. Hence, using a 

small positive power, the impact of very large 𝑆𝑜 is mitigated and the score becomes 

high only when all three conditions are satisfied.  

 If 𝑆T>  0 or 𝑆E>  0 or both hold, the case is not successful. Because 

evaluations of these cases are desirable, we introduce penalty terms. Specifically, if 

𝑆𝑇 >  0, symptoms appear during therapy and are greater if 𝑆𝑇 is larger. Hence, we 

introduce a penalty term of the following value: 

 

𝛽 = −([𝑆T]+)
0.1. (5b) 

        

Similarly, we introduced another penalty term when symptoms remained even under 

therapy (𝑆E>  0) using the following function: 

 

𝛾 = −([𝑆E]+)
0.1  . (5c) 

        

Eqs. (5b) and (5c) are second and the third components of the score given in Eq. (4). 

 In further computations, we examined combinations of parameters that are 

likely to be associated with successful therapy. Ten parameters were examined with 

three (high, intermediate, and low) values each, as listed in Table 1 (see also caption to 

the table). Scores for each run of 310 parameter sets were calculated, and parameter sets 

that achieved scores in the top 10% of all runs were regarded as successful cases, 

although we do not have clear reason of why we choose 10% instead of other 

percentage for identifying runs achieving a high score. 
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3. Parameter sensitivity  

Parameter sensitivity of the model was examined for each of the ten parameters using 

high, intermediate, and low values for the likelihood of successful therapy, and the 

influence of each parameter on therapeutic success was investigated. Our aim in the 

current study is to know the condition in which all of the three criteria of therapy 

success are satisfied (𝑆0>  0, 𝑆T≤  0, and 𝑆E≤  0), using “score”. In addition, 

parameter sensitivity of 𝑆0, 𝑆T and 𝑆E are also important to know the effect of 

parameters on therapy results. First, we investigated parameter dependence of  𝑆0, 𝑆T 

and 𝑆E and then we discuss parameter sensitivity of each parameter using “score”.  

 We set parameter range in order to illustrate a range of the model's behavior as 

in Fig. 2; therapy success (Fig. 2A), having symptom after therapy (Fig. 2B), having no 

symptoms even without therapy (Fig. 2C) and having symptom in therapy (Fig. 2D). 

Since our main purpose of the current study is to develop the simplest mathematical 

model of allergen immunotherapy and to elucidate the logical basis of the system, rather 

than to develop realistic model, identifying the realistic parameter range should be done 

in future development of this paper.  

In these computations, as shown in Table 1, θ = 10, 50 and 90 were set for 

threshold of the number of Th2 cells for having symptoms. a = 0.1, 0.5 and 0.9 were set 

as the intensity of pollen intake in the therapy phase and we set A = 10, 50 and 90 (i.e., 

100 times a = 0.1, 0.5 and 0.9) as the environmental pollen exposure in the exposure 

phase. Numbers of naïve T cells produced in response to a unit of pollen were set as b = 

10, 100, and 1000 for low, intermediate, and high, respectively. The fraction of naïve T 

cells that differentiated into Th2 cells was denoted by c, and c = 0.5 indicates that half 

of all naïve T cells differentiate into Th2 or Treg cells. Subsequently, c = 0.7 and c = 0.9 

were set as intermediate and high values of c. Mortality of Th2 cells was denoted by dh 

and dh = 1.0 for the intermediate value and dh = 0.5 and 1.5 for low and high mortality 

rates, respectively. We assumed that the turnover of Treg cells is much slower than that 

of Th2 cells. Hence, dr was considered much smaller than dh and the three values were 

set to dr = 0.001, 0.01, and 0.1. Correspondingly, the strength of suppression m was set 

to 0.001, 0.01, and 0.1, and numbers of nTreg cells n were set to 2, 20, and 200. If both 

m and n are large, all runs will indicate that cases have no symptoms even without 
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therapy (Fig. 2C). However, if both m and n are small, cases will have strong symptoms 

during or after therapy (Fig. 2B and 2D), leading to failure of therapy. T is the duration 

of the therapy phase in days, and was set to T = 900 as the longest length (about two and 

a half years), and shorter phases were set to T = 100 and 500.  

We chose these ranges of parameters (in Table 1) for the model to accommodate 

all four kinds of cases, as illustrated in Figs. 2A, 2B, 2C, and 2D.  For example, 

although c can be smaller than 0.5 within the range of 0 < c < 1, we chose c = 0.5, 0.7 

and 0.9. With c smaller than 0.5, the cases having symptoms during or after therapy is 

less likely to appear and then we start with c = 0.5.   

 

3.1 Parameter sensitivity of relative peak height without therapy, in therapy and after 

therapy (𝑆0, 𝑆T, 𝑆E) 

We investigated the parameter sensitivity of three relative peak heights, 𝑆𝑜, 𝑆𝑇 and 𝑆𝐸. 

The results are explained in detail in Appendix A. Larger b and c and smaller dh, m and 

n are more likely to achieve a peak of H(t). These are situations in which the patients 

are likely to have symptoms. 

 

3.2 Parameter sensitivity of the score  

Next, we aim to consider these three conditions simultaneously, using “score”. Fig. 3 

shows the influences of each parameter on the realization of successful therapy. In Fig. 

3A, the effect of A is represented. A is fixed as one of the three values on the horizontal 

axis (high, intermediate, and low), and the vertical axis indicates the number of runs 

achieving scores in the top 10% among all combinations of the other seven parameters 

(310 = 59049 runs).  

(i) Threshold of having symptoms, θ 

Among the three values, the largest (90; Fig. 3A) is most likely to be included in runs 

with top 10% high score. A high threshold of having symptoms avoids having 

symptoms in the therapy and exposure phases.  

 (ii) Intensity of pollen dose as therapy, a 

The largest (0.9; Fig. 3B) was the most likely to be included in runs with top 10% high 

score. This suggests that larger amount of pollen dose suppresses the symptoms in each 
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exposure phase more effectively. If the amount of dose is too small (a = 0.1), the 

therapy is not enough to suppress symptoms. Note that the largest and the intermediate 

are almost the same value. This suggests that too large amount of dose may lead side 

effects of therapy, symptoms caused by therapy itself. 

(iii) Intensity of pollen exposure, A 

Among the three A values, the largest (90; Fig. 3C) was the most likely to be included in 

runs with scores in the top 10%. This suggests that therapy is appropriate when the 

patient is exposed to a large amount of environmental pollen. If A is smaller, fewer 

patients have allergic symptoms and the therapy is increasingly redundant. 

(iv) Numbers of differentiating naive T cells per unit dose of pollen, b 

The largest b value (1000) was the most likely to be included in the top 10% of runs 

(Fig. 3D). To accumulate sufficient numbers of Treg cells for successful therapy, large 

numbers of naïve T cells need to be stimulated by APCs. In contrast, if b is too large, 

Th2 and Tregs are produced in response to small doses of pollen and cause allergic 

symptoms during therapy, leading to failure. We discuss this problem later. 

(v) Rate of differentiation into Th2 cells, c 

The smallest c value (0.5) appeared more frequently in the top 10% of runs than the 

other two values (Fig. 3E). If a smaller fraction of naive T cells differentiate into Th2 

cells, symptoms become less likely, although more Treg cells are produced and enhance 

the therapeutic effect.  

(vi) Decay rates of Th2 cells, dh 

The largest dh value (1.5) was more often included in the top 10% of cases than the 

other two values (Fig. 3F). As dh increases, Th2 cells decay more rapidly and the 

therapy becomes more likely to succeed.  

(vii) Decay rate of Treg cells, dr 

The smallest dr value was more likely to be included in the high score group than the 

larger dr value (Fig. 3G). Hence, the therapy was more likely to succeed if Treg cells 

had a longer lifespan, presumably reflecting accumulation of Treg cells and enhanced 

suppressive effects.  

(viii) Suppression effect of Treg cells, m 
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The largest m value (0.1) was more likely to be included in the top 10% of cases than 

the smaller values (Fig. 3H). Hence, stronger suppression prevented differentiation into 

Th2 cells and blocked allergic symptoms more effectively. 

(ix) Numbers of nTreg cells, n 

The smallest n value (2.0) was more likely to be included among the top 10% of cases 

than the larger values (Fig. 3I). Patients with small numbers of nTreg cells had 

symptoms and needed therapy. However, when n was large, high nTreg cell numbers 

made patients insensitive to pollen, resulting in no allergic symptoms. On the other 

hand, during the earliest stages of therapy when few iTreg cells had been produced, 

nTreg cells were crucial to suppress symptoms during therapy. If numbers of nTreg cells 

were very small, allergic symptoms appeared during therapy. We will discuss this 

problem later. 

(x) Length of therapy phase, T 

The longest therapy phase T (900) was more likely to be included in the top 10% of 

cases than shorter phases (Fig. 3J). If a patient received longer therapy, more Treg cells 

were accumulated, making the therapy more likely to be successful. 

 

3.3 Relative peak heights (𝑆0, 𝑆T and  𝑆E) and score when parameters are randomly 

sampled 

We performed parameter sensitivity analysis with random choice of parameters from 

uniform distribution. Relative peak heights (𝑆0, 𝑆T and  𝑆E) and score are examined. 

Detailed results are explained in Appendix C. Parameter dependence of desirable 

parameter values is qualitatively the same as in the analysis reported in section 3.2.   

  

4. Alternative scoring for therapeutic success  

In further computations, we examined several alternative methods for scoring the 

results. Specifically, we considered weighting of the three components (α, β, and γ), and 

various ways of measuring each component. In Appendix A, we explain these methods 

in more detail.  

 

4.1 Alternative weighting of various components for therapeutic success 
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Although we changed the weights for α, β, and γ, only the relative values for these 

weights were consequential and the model remained the same if we multiplied all three 

weights by the same factor. Thus, we increased the weight for α by factors of 10 and 

100 without changing those for β and γ. Using the score with modified weights, 

successful therapy was most likely for parameter values that were different from those 

obtained with the standard score from equal weights for all three components, as shown 

in Eq. 4. However, scores with enhanced weights for α were high for different 

parameter values. Specifically, larger c, smaller dh, and smaller m were frequently 

included in the top 10% of successful cases when we adopted larger weights for α. 

These observations indicate that more naïve T cells differentiate into Th2 cells, that Th2 

cells have a longer life span, and that the weaker suppressive effects of Treg cells 

increase the likelihood of allergic symptoms. Because a large α represents symptom 

severity without therapy, this result is quite plausible. In contrast, the results remained 

the same as those for the standard case even when weights for β or γ only were 

increased, and the recommended parameter values were the same as the original score. 

Hence, greater weight for one component over the other components corresponds with 

greater importance. 

 

4.2 Variations of scoring methods 

We examined various alternative functional forms for the three components of scores α, 

β, and γ, using the functions 𝑆0 , 𝑆𝑇 , and 𝑆𝐸 , respectively. The original method for 

calculating these three components (Eqs. 4, 5a, 5b, and 5c) only considers the value of 

H(t) when it is greater than the threshold. Hence, these criteria do not distinguish cases 

with H(t) values that are slightly smaller than the threshold, and in these cases, the peak 

is much lower than the threshold. This is justified because no symptoms appear if H(t) is 

below the threshold 𝜃. Accordingly, we considered the following three variations, which 

are explained in more detail in Appendix A.  

Variation 1: We considered contributions of the H(t) peak when it was lower or higher 

than the threshold. Using this score, we considered a penalty for choosing patients with 

no symptoms without therapy, and gave a larger score to those with larger margins of 

symptoms following therapy. 
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Variation 2: We only considered positive parts of each component of variation 1. In 

comparisons these with the standard score, this variation differed in β and γ, and a positive 

score for a larger margin was considered instead of a penalty for failure to satisfy the 

corresponding conditions for successful therapy.  

Variation 3: We considered the functions of power at 0.5 instead of at 0.1. Accordingly, 

we allowed one component of the score to be very much larger than the other components.  

For each method, we changed weights for α, β, and γ, as in section 4.1. 

Formulas for these variables and the results of analyses using these variations 

are explained in Appendix A. Generally speaking, these variations provided almost the 

same results as the standard scoring method (Eqs. 4, 5a, 5b, and 5c). However, in some 

parameters, the desirable level for successful therapy change with weights of α, β, and γ 

(Table 2). Variations 1 and 2 consider H(t) values below the threshold 𝜃 and assume 

that numbers of Th2 cells can be measured irrespective of the presence of symptoms.  

If a very large weight is given to one component and the power is not very 

small, other conditions for therapeutic success may be violated in high-score cases 

(Variation 3). See Appendix B for details.  

 

5. Temporal Patterns of Administration 

In Eq. (2), we consider cases in which the patient receives pollen at a constant daily rate 

during the therapy phase. Below, we consider various patterns of daily pollen intake as 

specified by different P(t) (t < T) values, and examine the performance of therapy with 

other fixed parameters. Specifically, we studied the effects of (1) intervals between 

dates of pollen administration and the amount of pollen per dose, (2) gradual changes of 

pollen doses throughout the therapy, and (3) the total amount administered. To evaluate 

the performance of these temporal patterns of administration, we focused on peaks of 

H(t) in the therapy phase (max
𝑡<𝑇

𝐻𝑤(𝑡)) and in the exposure phase (max
𝑡>𝑇

𝐻𝑤(𝑡)).  

To fit the length of phase with symptoms into about 90 days, which is the length 

of a typical pollen season (Horiguchi et al. 2008), we set dh = 0.01 and m = 0.045. For 

other parameters, we fixed parameters A, b, c, dh, dr, m, n, and T at 50.0, 10.0, 0.5, 0.01, 

0.001, 0.045, 200.0, and 900.0, respectively.  
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5.1 Intervals and amounts of pollen doses  

First, we varied the length of dose intervals and the amount of pollen in one dose, fixing 

total amount of pollen constant (Appendix E).  We compare three methods with 

different length of intervals. Giving smaller amount of pollen at shorter dose intervals is 

the best in terms of avoiding symptoms in therapy.  

 

5.2 Constant, increasing, and decreasing doses  

Next, we examined variations of temporal pattern of administration. Details are 

explained in Appendix E. 

(i) Gradual changes in daily doses over time (constant, increasing, or decreasing) 

We examined three patterns of daily doses; constant, gradually increasing, and gradually 

decreasing with time. Among these, gradual increase was the most likely to suppress 

symptoms in therapy. 

(ii) Total doses of treatment schedules 

Next, for each of three patterns in (i), the total amount of pollen throughout therapy was 

varied and dynamics of the number of Th2 cells were calculated. The results were 

similar among three patterns: if the total amount of pollen was too small, the therapy 

was inefficient, and if it was too large, the therapy caused symptoms in the therapy 

phase.  

(iii) Therapeutic effects under conditions of symptom control 

Considering the result in (ii), we applied another criterion in which the risk of having 

symptoms in therapy is fixed and we compared therapy effect. We choose representative 

for each of three patterns and examined maximum A (the amount of environmental 

pollen) to which the therapy can suppress symptoms after the therapy. As a result, 

gradually increasing dose can cope with the largest A. If we control the risk of having 

symptoms, increasing dose with time is the most effective method among three patterns 

of administration.  

 

5.3 Conventional method of administration with induction and maintenance phases  

In current medical practice, the term induction phase refers to the period in which 

increasing amounts of pollen extract are administered (Horiguchi et al. 2008). 
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Accordingly, we examined dosing schedules during the induction phase in which the 

amounts of doses are gradually increased as P(t) = st, and in the maintenance phase, in 

which doses remained constant until the end of therapy. The total length of therapy T 

was fixed at 900, and the length of the induction phase 𝑇𝑖 was varied. We set k as the 

sizes of maintenance doses.  

 

 (i) Varying Ti with fixed maintenance doses (k)  

Initially, we varied the length of the induction phase Ti and changed the rate of increase 

s. The daily dose in the maintenance phase was fixed at k = 20 (Fig. 8A). In Fig. 4, (A) 

the therapy schedule and (B) dynamics of the number of Th2 cells (H(t)), and (C) 

dynamics of the number of iTreg cells(R(t)) are shown. (H(t)) Thus, we have s = k/Ti. 

Dose increases during the entire therapy phase are shown as bold lines for Ti = 900, and 

those for the half therapy phase Ti = 450 are shown as broken lines. Dash-dotted lines 

show changes for the induction phase of Ti =150 and dotted lines show that for no 

induction phase Ti = 0. These computations show that H(t) peaks during therapy are 

decreased with longer induction phases (Fig. 4B). However, longer induction phases led 

to larger H(t) peaks after therapy, reflecting reduced numbers of iTreg cells in the 

exposure phase (Fig. 4C).  

 

(ii) Varying Ti with fixed total doses 

Under conditions of fixed total doses with varying lengths of the induction phase Ti, 

daily doses in the maintenance phase changed with Ti (Fig. 4D). Computations were 

performed for Ti = 900 (bold lines), Ti = 450 (broken lines), Ti = 150 (dash-dotted lines) 

and Ti = 0 (dotted lines), and longer induction phases were associated with smaller H(t) 

peaks (Fig. 4E). However, the peak H(t) value in the exposure phase varied less 

between dosing schedules than the case of (i). This is because almost the same amount 

of iTreg accumulate until the exposure to environmental pollen (Fig. 4F). 

  For both (i) and (ii), increasing doses throughout the therapy phase were 

associated with low risks of symptoms during therapy. These circumstances differ from 

conventional treatments with induction and maintenance phases. However, continued 

increases in doses may be unrealistic because very large doses near the end of the 
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therapy would likely cause additional complications of digestion and in the formation of 

regulatory T cells.  

 Under the conditions of (ii), H(t) peaks after therapy were barely affected by 

changes in Ti, compared with changes in H(t) peaks during therapy. These results reflect 

the choice of parameters. In particular, a small dr value was required for successful 

therapy, as indicated in the previous section. However, this implies that Treg cells are 

long lived, that almost all Treg cells accumulate, and that the total dose directly affects 

the number of Treg cells (Fig 8C and 8F).  

 

6. Discussion 

In this paper, we developed a very simple dynamic model of allergen immunotherapy to 

determine conditions in which therapy is most likely to be successful. To investigate 

relationships between treatments and each parameter, we defined scores for therapeutic 

success and calculated these for 38 sets of parameters, corresponding to a variety of 

physical traits and environmental conditions. According to the standard score (Eqs. (4) 

and (5)), we concluded that therapy would be more effective to patients with more 

differentiating naive T cells b, larger fraction of differentiating into Th2 cells c, smaller 

Treg decay rates dr, large decay rates of Th2 cells dh, stronger suppressive effects of 

Treg cells m, and fewer of nTreg cells n. Although the range of parameters (Table 1) 

was chosen to cover all plausible values, some of these were difficult to identify, 

warranting further quantitative studies. 

 We performed computations using several differing scoring methods and found 

that the most successful value for each parameter depended on the method. Hence, the 

qualities of participants likely depended on the evaluation method and should be 

carefully chosen according to intended purpose. For example, if we prioritize the 

evasion of allergic reactions to the therapy, the component β in the score needs to be 

strongly weighted, whereas increased weight for the component α is required for 

treatments of patients with severe symptoms. Hence, patient groups for these two 

therapies will likely include subjects with differing conditions.  

The present computations indicate the need to accommodate multiple parameters 

simultaneously. Specifically, participants with severe allergic symptoms and very large 
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α values may show reactions to the therapy, leading to larger than threshold H(t) peaks 

during therapy. In section 4.1, the weight of α was set at 10 and 100 and cases with H(t) 

peaks that exceeded the threshold after therapy were included among those with scores 

in the top 10% (see Appendix B). This scenario represents a failure to choose 

appropriate participants and warrants moderate weighting of individual components.  

 In this paper, we investigated contributions of each parameter to the likelihood 

of therapeutic success and identified associated sets of parameters. Hence, the present 

computations will enable prospective selection of patients for whom therapy is likely to 

be successful. 

  Herein we show that the strength of symptom suppression in the pollen 

exposure phase depends on the total dose. To prevent symptoms during therapy, gradual 

dose increases are effective, and enable symptom free administration of greater total 

amounts of pollen than constant doses. These assertions are consistent with current use 

of induction and maintenance phases (Horiguchi et al. 2008) and indicate the 

significance of the induction phase. 

 In a previous study by Gross et al., shorter induction phases improved 

therapeutic success because longer maintenance phases are good for increasing 

numbers of Treg cells, thus facilitating therapeutic success (Gross et al. 2011). In 

contrast, our analyses (section 5.3) showed that differences in therapeutic success were 

related to the lifespan of Treg cells. Accordingly, in our models we assumed that the 

lifespan of regulatory T cells is much longer than that of Th2 cells, because 

immunotherapy was most effective under these conditions. However, no reliable 

measurements of regulatory T cell longevity have been published to date. In the model 

by Gross et al., small doses at the beginning of the induction phase failed to produce 

sufficient numbers of Treg cells to suppress symptoms after therapy. They assumed the 

same decay constant for all the cell types including Th2s and Tregs, and therefore Treg 

accumulation was not observed in the induction phase when patients start from a little 

amount of pollen that is not enough to produce Treg cells which can be maintained until 

pollen exposure.  In contrast, Treg cells accumulated and suppressed allergic 

symptoms in our model. Moreover, increasing doses over long time periods may be 
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effective for establishing sufficient numbers of regulatory T cells by the time of pollen 

exposure, and for avoiding allergic symptoms during therapy.  

 In the present model, small dr values were important for therapeutic success. 

Previous studies of Treg cell longevity revealed that gamma chain cytokines from other 

cells prevent apoptosis and maintain Foxp3 and CD25 expression, which are important 

for Treg functions (Pandiyan and Lenardo, 2008). However, exact value of lifetime of 

Treg cells are not available and we consider that lifetime of iTreg cells are estimated by 

considering memory iTreg cells (Burzyn et al. 2013).  Floess et al. (2007) reported that 

iTregs are unstable compared to nTregs, due to incomplete demethylation. Though 

decay rate of iTreg cells we set might be smaller than the actual decay rate, our study 

demonstrate that the therapy can be successful when decay of iTreg cells is very slow. 

This suggestion will be useful to explore new target of immunotherapy. For example, 

another recent study showed that treatments with the immunosuppressive drug 

rapamycin can enhance the half-lives of Treg cells (Singh et al. 2014). Rapamycin is 

commonly used in patients with organ transplants, and its effects may lead to smaller dr 

values and facilitate success of allergen immunotherapy. Previously, Kanamori et al. 

(2016) suggested that demethylation of specific DNA regions in Treg is important for 

stabilization and induction of iTregs, and listed candidate drug targets for upregulation 

and stabilization of iTregs.  

 For simplicity of the present model, we considered single therapy exposure 

phases. However, patients usually experience several exposure phases over several 

years, warranting further development of a more realistic models in which therapy and 

exposure phases are multiple. Our model also fails to describe patients who are cured 

completely, because Tregs eventually run out after therapy. Further extensions of our 

model will be made to accommodate this shortcoming. 

Although we included only two types of T cells, previous studies suggest other 

factors that play roles in the development of allergic symptoms. In particular, Otsuka 

and Kabashima (2015) showed that basophils facilitate differentiation of naïve T cells 

into Th2 cells, and Stein et al. (2016) showed that Amish people, who strictly follow 

traditional lifestyles, are less likely to have allergies and asthma than other farmers who 

have industrialized lifestyles. These observations likely correspond with increased 
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numbers of neutrophils and decreased numbers of eosinophils but not with significant 

differences in Treg cell numbers. Hence, the present model may be improved by 

inclusion of additional cell types.  

As with the coefficient n for numbers of nTreg cells, a positive initial value of 

H(t) might be necessary for our model. Accordingly, the initial H(t) value of 0 may be 

unrealistic because Th2 cells trigger humoral immune reactions for other kinds of 

harmful antigens, regardless of allergies. Thus, to consider this value, a constant term 

indicating the initial H(t) should be added to Eq. 1b. This will elevate the dynamics of 

H(t), leading to increased chances of allergic symptoms in patients with very large 

initial H(t) values. This is the same as lowering of the symptom threshold θ. 

Accordingly, because initial H(t) values among individuals correspond with the 

threshold θ, the effects of threshold θ could be investigated in terms of initial H(t) 

values.  

 Although the present model studied in this paper is very simple, it could be 

used to inform new methods of the therapy.  However, the experimental values of each 

parameter and the mechanisms of differentiation of T cells remain unknown, warranting 

further experimental studies to develop more accurate and realistic models. 
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Appendix A  

Parameter sensitivity of relative peak height without therapy, in therapy phase and 

in exposure phase (𝑺𝒐, 𝑺𝑻, 𝑺𝑬) 

We investigated the parameter sensitivity of three relative peak heights, 𝑆𝑜, 𝑆𝑇 and 𝑆𝐸 

in Eq. (3a), (3b) and (3c), which determine score (Eq. (5a), (5b) and (5c)).  In 310 = 

59049 combinations of parameter, 𝑆𝑜, 𝑆𝑇 and 𝑆𝐸 was investigated and plotted in Fig. 5 

against three level of 10 parameters. Larger b and c are likely to lead higher peak of 

H(t). b represents sensitivity of naïve T cells to pollen and c represents the fraction of 

differentiation into Th2 cells. If these values are large, Th2 cells are more produced and 

allergic symptoms are more likely to developed. Smaller dh, m and n are likely to lead 

higher peak of H(t).  dh, m and n represent decay rate of Th2 cells, the suppression 

effect of Treg cells and nTreg cells, respectively.  If these values are small, Th2 cells 

are more produced and accumulated, and patients are likely to have symptoms. These 

are conditions that the patients are likely to have symptoms. 
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Appendix B.  

Alternative scoring for therapeutic success  

B.1 Weighting of components for therapeutic success 

In the standard scoring system exemplified by Eqs. (4), (5), α, β, and γ have equal 

impact. Hence, we considered various scenarios with higher importance of one of the 

three components.  

 Initially, we investigated the effects of increasing the impact of component α, 

leading to new scores of 𝑠𝑐𝑜𝑟𝑒 = 10𝛼 + 𝛽 + 𝛾 and 𝑠𝑐𝑜𝑟𝑒 = 100𝛼 + 𝛽 + 𝛾, and a 

standard score of 𝑠𝑐𝑜𝑟𝑒 = 𝛼 + 𝛽 + 𝛾.  

 The present computations changed with increased weight of α, (Table 2A), and 

at α values of 1, 10, 100, c = 0.5 was increased to c = 0.9, and dh =1.5 and m = 0.1 were 

decreased to 0.5 and 0.001, respectively. Because α is an indicator of allergy without 

therapy, these changes increased the chances of allergic symptoms. In the result of 

𝑠𝑐𝑜𝑟𝑒 = 𝛼 + 𝛽 + 𝛾, all the parameter with top 10% high score achieved 𝛽 = 0 and 

γ = 0, which implies that symptoms in and after therapy did not occur. On the other 

hand, enhancing the weight of alpha (𝑠𝑐𝑜𝑟𝑒 = 10𝛼 + 𝛽 + 𝛾 and 𝑠𝑐𝑜𝑟𝑒 = 100𝛼 +

𝛽 + 𝛾), some cases achieved top 10% high score, even either or both of their 𝛽 and γ 

are negative, due to very large effect of alpha. This caused change of the cases among 

the cases with different weight of alpha. 

 In a similar manner, we considered changes in the weight of β, and compared 

the results of 𝑠𝑐𝑜𝑟𝑒 = 𝛼 + 10𝛽 + 𝛾 and 𝑠𝑐𝑜𝑟𝑒 = 𝛼 + 100𝛽 + 𝛾 with those of the 

standard method 𝑠𝑐𝑜𝑟𝑒 = 𝛼 + 𝛽 + 𝛾. We also considered changes in the weight of 𝛾, 

in comparisons of the effects of 𝑠𝑐𝑜𝑟𝑒 = 𝛼 + 𝛽 + 10𝛾 and 𝑠𝑐𝑜𝑟𝑒 = 𝛼 + 𝛽 + 100𝛾 

with the standard score. 𝛽 and 𝛾 are penalties for having symptoms with therapy, and 

using the standard score, the top 10% of successful cases did not have symptoms with 

therapy (𝛽 = 0 and γ = 0). Therefore, increasing the weights of 𝛽 and γ did not 

change the results from those with the standard score.  

 In conclusion, successful c, dh, and m values changed depending on the weight 

of α (Table 2A). Specifically, increasing the weight of α corresponds with initial choices 

of participants with severe symptoms, which may lead to different selections of patients 
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for whom allergen immunotherapy is successful than when the 3 components are 

considered equally.  

 

B.2 Variations of scoring methods  

We considered the following 3 variations of scoring methods: (1) Application of H(t) 

peaks that are smaller than θ to the score, (2) not considering scores with negative 

values, and (3) changing the power from 0.1 to 0.5. We also changed weights for α, β, 

and γ as in section A.1 (Eq. (3)). 

 

Variation 1: Incorporation of H(t) values below the threshold into the score 

To consider peaks of H(t) that were below the threshold, we defined 𝛼, 𝛽, and 𝛾 as 

follows: 

 𝛼 = {
|𝑆𝑜 |

0.1              if 𝑆𝑜  ≥ 0 

−|𝑆𝑜|
0.1             if 𝑆𝑜  < 0 

  

 𝛽 = {
|𝑆𝑇 |

0.1               if 𝑆𝑇   < 0

−|𝑆𝑇|
0.1             if 𝑆𝑇   ≥ 0 

     (A.1) 

 𝛾 = {
|𝑆𝐸|

0.1                 if 𝑆𝐸  < 0 

−|𝑆𝐸|
0.1              if 𝑆𝐸  ≥ 0 

.  

We calculated scores as the sum of these components (𝑠𝑐𝑜𝑟𝑒 = 𝑤𝛼𝛼 + 𝑤𝛽𝛽 +𝑤𝛾𝛾) 

with wα, wβ, and wγ as weights of each component at 1, 10, and 100. We calculated the 

scores for 38 parameter sets according to this method.  

  In this method, H(t) values that were smaller than the threshold for developing 

symptoms were included in the score, assuming that H(t) values below the threshold can 

be detected. Using this method, the strength of therapeutic suppression of symptoms can 

be evaluated even if symptoms do not occur.  

 With increasing weights of α, c, dh, and m tend to reflect allergic symptoms, as 

in section 4.1 (Table 2B(i)). However, increasing weights of β, a, b, and n result in 

changes of the main value included in the successful group (Table 2B(ii)). Finally, as 

the weight of γ gets larger, the most included value of A, b, and n changes (Table 

2B(iii)), as described below. 
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Variation 2: Not considering reductions of scores depending on undesirable conditions 

for therapeutic success. We calculated scores for 310 parameter sets according to 

following equations (A.2): 𝛼, 𝛽, 𝑎𝑛𝑑 𝛾 were defined using [𝑥]− = 𝑥 𝑖𝑓 𝑥 ≤ 0, [𝑥]− =

0 𝑖𝑓 𝑥 > 0:  

 

 

𝛼 = ([𝑆𝑜]+)
0.1,  𝛽 = |[𝑆𝑇]−|

0.1𝑎𝑛𝑑 𝛾 = |[𝑆𝐸]− |
0.1 (A. 2) 

   

In this method, only the degree of appropriateness for therapy is evaluated, as shown in 

Table 2C (i), (ii), and (iii). These results are similar to those following (1) application of 

H values that are smaller than θ to the score. As the weight of α gets larger, the 

tendencies of c, dh, and m change (Table 2C(i)), as the weight of β gets larger, 

tendencies of a, b and n change (Table 2C(ii)), and increases in the weight of γ lead to 

changes in the tendencies of A, b and n (Table 2C(iii)). 

 

Variation 3: Using the power function of 0.5 in the score  

Scores are calculated according to the following equations:  

 

𝛼 = ([𝑆𝑜]+)
0.5 , 𝛽 = −([𝑆𝑇]+)

0.5 𝑎𝑛𝑑 𝛾 = −([𝑆𝐸]+)
0.5. (A. 3) 

    

The effect of very large H(t) peaks was smaller than the standard score. (Eq. (3); Table 

2D). As the weight of α was increased, tendencies of c, dh, and m changed, and as the 

weight of β increased, tendencies of a changed, whereas increased weights of γ had little 

effect.  

Among three variations, with the weight of β increased, the small a (0.1) tends 

to be included in the successful group. Too large amount of pollen dose as therapy, large 

a, can be risky because it may cause symptoms, and thus small amount of pollen dose is 

desirable if weight for β is very large. 

Results of variations 1 and 2 show similar tendencies (Table 2B and C). 

Specifically, in addition to the changes of c, dh, and m with increased weights of α, 
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similar to the results of the standard method, changes in the weight of β resulted in 

changes of a, b and n and changes in the weight of γ resulted in changes of A, b and n.  

 If the weight for β is very large, small b (10) and large n (200) are more 

frequently included in the top 10% of successful cases. Since b represents the number of 

naïve T cells that differentiate per unit of pollen, when b is large, even mild therapy 

promotes differentiation of naïve T cells into Th2 cells, indicating negative control for 

β. Similarly, n represents the number of nTreg cells, which are produced regardless of 

differentiation of naïve T cells. Accordingly, nTreg cells prevent symptoms in the early 

stage of therapy when few iTreg cells have been produced.  

  With increased weight of γ, the small A (A = 10) tends to be included in the 

successful group. Because γ is an indicator of therapeutic effect during the exposure 

phase, greater importance of γ diminishes the preferred environmental pollen exposure. 

Thus, to prevent symptoms in the exposure phase, this approach may be used to treat 

patients who are unlikely to experience symptoms during years when pollen production 

is small.  

 

Appendix C  

Relative peak heights (𝐒𝟎, 𝐒𝐓 and  𝐒𝐄) and score when parameters are randomly 

sampled from uniform distribution  

In addition to setting three levels of parameters in section 3, we derived parameters 

from uniform distribution to perform minute investigation of parameter dependence. We 

derived 1000 combinations of parameters and plotted the values of three relative peaks 

(S0, ST and SE) (Fig. 6A) and score (Fig. 6B).   

In Fig. 6A, the figures in the left row represent plots of S0, relative peak of H(t) 

without therapy. Larger A and b value are likely to lead higher S0, and smaller m and n, 

are likely to lead higher S0. The figures in the middle row represent plots of ST, relative 

peak of H(t) in therapy. The larger a and m parameter value are likely to lead higher ST, 

and the smaller θ and m are likely to lead higher ST. The figures in the right row 

represent plots of SE, relative peak of H(t) after therapy. In c, the larger parameter value 

is likely to lead higher SE, and in a and m, the smaller parameter value is likely to lead 

higher SE.  
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In Fig. 6B, the plots of score in Eq. (4), (5a), (5b) and (5c) are shown against 

each of 10 parameters.  In each figure, three clusters can be seen; upper, middle and 

lower layer of plots. This structure derived from the definition of score; we consider the 

function of 0.1 power of relative peak heights (Eq. (5a), (5b) and (5c)) and α, β, or γ 

approaches a constant value if S0, ST or SE is very large, respectively. In upper layer, 

successful cases with score by alpha and without penalties of beta and gamma are 

plotted.  In middle layer, the cases with score of alpha and one penalty for either beta 

or gamma are plotted and lower layer includes the cases with both penalty of beta and 

gamma. The black dots represent the cases with top 10% score among 1000 trials. In 

section 3, we investigated the cases with top 10% high score among 59049 

combinations of parameters. Similar tendency was observed between the black dots in 

Fig. B2 and the result of section 3 in Fig. 3; large value of θ, a, b and m, and small value 

of c, dr and n are likely to be included in top 10% successful cases. 

 

Appendix D 

We defined therapy as successful if S0 > 0, ST < 0, and SE < 0. Some of our scoring 

methods gave high scores even in unsuccessful cases, in which one or more of the three 

criteria were violated. Thus, for each scoring method (standard method, variation 1, 2 and 

3), we calculated percentages of cases in which the criteria S0 > 0, ST < 0, and SE < 0 are 

satisfied.  

We represented weights of α, β, and γ as wα, wβ, and wγ, respectively. In these 

computations, α, β, and γ are functions of S0, ST, and SE (see Eq. 5a, 5b, and 5c). Black 

bars indicate percentages of cases satisfying S0 > 0, striped bars represent percentages of 

the cases satisfying ST < 0, and white bars represent percentages of the cases satisfying 

SE < 0. Bar graphs correspond with the weights wα, wβ, and wγ.  

 In the standard scoring method (Fig. 7A), percentages of successful cases in 

terms of ST and SE decreased with increasing wα. Prioritization of S0 may violate the 

conditions for ST and SE, leading to failure of therapy.  

 In the variations 1 and 2 (Fig. 7B, 7C), high priority of S0 (wα, wβ, wγ = 10, 1, 1 

or 100, 1, 1) and extremely large weights of ST and SE (wα, wβ, wγ = 1, 100, 1 or 1, 1, 100, 

respectively), may violate one or two criteria, and may lead to errors in choices of patients.  
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 In the variation 3 (Fig. 7D), the three components were weighted equally (1, 1, 

1) and could lead to failure to choose patients with sufficient margins of safety in therapy 

and exposure. Because the power was 0.5 (Eq. A.3), one component could be very large 

and achieve a high score even if the other two criteria are violated. Increasing weights of 

β and γ improves this situation, although power of 0.5 may be insufficient to weaken very 

large values of one component if the three components are weighted equally. 

 

Appendix E  

Temporal Patterns of Administration 

5.1 Intervals and amounts of pollen doses  

Frequency of treatments with pollen extract is an important aspect of therapeutic 

schedules. We set I as the dosing interval (time t between successful treatments with 

pollen extract). We also considered (A; I = 10) administration of pollen 90 times at 50 

(Fig. 8A), (B; I = 20) 45 times at 100 (Fig. 8B), and (C; I = 60) 15 times at 300 (Fig. 

8C). Under all three conditions the total amount of pollen taken by the patient is 4500, 

and the whole phase for the therapy is constant at T = 900 days. We examined the two 

peak values of H(t) to indicate the magnitude of symptoms. If the total administered 

amount was the same, symptoms induced by therapy tended to be more severe when I 

was larger, reflecting larger doses given less frequently. In contrast, symptoms during 

the exposure phase did not vary with I.  

 

5.2 Constant, increasing, and decreasing doses  

(i) Gradual changes in daily doses over time (constant, increasing, or decreasing)  

Fig. 9 illustrates comparisons of (A) fixed pollen doses of 50 (Fig. 9A), (B) increasing 

doses with time following P(t) = 0.1099t (Fig. 9B), and (C) decreasing pollen doses 

with time following P(t) = 98.91−0.1099t (Fig. 9C). Total doses were the same for each 

treatment regimen. Treatments with increasing doses (B) suppressed symptoms during 

therapy most successfully, whereas method (C) caused the most severe symptoms 

during therapy. During the exposure phase, symptoms were most severe with method 

(C). Hence, method (C) produces worse outcomes than methods (A) and (B). Moreover, 
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increasing doses (B) with time tended to gradually suppress H(t) peaks during the 

exposure phase without causing symptoms during therapy. 

 

(ii) Total doses of treatment schedules 

Treatments with larger amounts of pollen before exposure to environmental pollen 

should lead to greater accumulation of Treg and enhanced resistance to pathogens. 

Therefore, total doses should correspond with therapeutic effects. However, 

administration of large amounts of pollen during the therapy phase increases the risk of 

symptoms during the therapy phase. Thus, we examined the effects of changing total 

doses in each of the treatment schedules (A), (B), and (C). 

 Initially, we adopted a constant dose and made observations at P(t) = 0.1, 0.5, 

6.0, and 21.0 (Fig. 10A). Single doses need to be within a certain range to optimize 

effects and side effects. At P(t) = 0.1, the total dose was too small to suppress symptoms 

after therapy, whereas at P(t) = 21.0, single doses were too large and caused symptoms. 

At P(t) = 0.5 and 6.0, both peaks of H(t) did not exceed the threshold 𝜃 and the therapy 

was successful.  

 Subsequently, we examined the effects of gradual dose increases following P(t) 

= st (where s is speed s > 0) instead of a constant value, and observed changes in slope s 

(Fig. 10B).  s was optimized for therapeutic efficacy with no side effects. When s = 

0.0002, symptoms were not suppressed after therapy, whereas successful therapy was 

achieved with s = 0.003 and 0.02 and s = 0.5 caused symptoms. 

 In further computations, we examined the effects of gradual dose decreases in 

the shape of P(t) = s (T - t) (where s is the speed of increase) and increased total 

amounts with s (Fig. 10C). The dose reached zero at T: P(T) = 0 and when s = 

0.00003. Hence, the therapy was too weak to suppress symptoms during the exposure 

phase. When s = 0.00018 and 0.0008, H(t) peaks were low in both therapy and 

exposure phases. When s was 0.002, the peak in the exposure phase was the highest 

and the risk of symptoms during therapy was the largest. 

 

(iii) Therapeutic effects under conditions of symptom control  
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Suppressive effects were compared between constant (Fig. 9A), increasing (Fig. 9B), 

and decreasing pollen doses (Fig. 9C) to determine which method suppresses symptoms 

at larger values of A (daily pollen dose during the exposure phase). We assumed that 

higher pollen dispersal would produce better therapeutic effects and represented the 

methods as P(t) = 0.4705, 0.000204t, and 0.5202−0.0000578t, respectively. All 

treatment schedules produced symptoms with degrees of 10.  

 Subsequently, we represented methods (a), (b), and (c) as P(t) = 19.85, 0.0397t, 

and 0.5202−0.0000578t, respectively, and compared symptom suppression with 

increasing pollen dispersal. Under gradual increases of released pollen (A), H reached 

the threshold 𝜃 (Fig. 11A), and at P(t)=0.4705, H reached the threshold 𝜃 at around A 

= 124. When P(t) = 0.000204t, H reached 𝜃 at around A = 223 (Fig. 11B) and when 

P(t) = 0.5202−0.0000578t, H reached 𝜃 at around A = 76 (Fig. 11C). Therefore, 

increasing doses with time suppressed symptoms during larger environmental pollen 

exposures than for the other treatment schedules. These computations indicate that 

increasing dose schedules has therapeutic effect on greater pollen dispersal than other 

methods.   
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Tables 

Table 1 Values of the parameters 

Three values are shown for each parameter, resulting in 310 parameter combinations. We 

calculated H(t) and R(t) for each set of 310 parameters and present units for parameters in 

which PU is the unit amount of pollen and CU is the unit number of cells. 

 

 

 

 

  

 symbol low intermediate high unit 

Threshold of having symptoms θ 10 50 90 CU 

Intensity of pollen dose as therapy a 0.1 0.5 0.9 PU/day 

Intensity of pollen exposure   A 10 50 90 PU/day 

Numbers of differentiating naive T 

cells per unit dose of pollen 

b 10 100 100

0 

CU/PU 

Rate of differentiation into Th2 cells c 0.5 0.7 0.9 1 

Decay rates of Th2 cells dh 0.5 1.0 1.5 1/day 

Decay rate of Treg cells dr 0.001 0.01 0.1 1/day 

Suppression effect of Treg cells m 0.001 0.01 0.1 1/CU 

Numbers of nTreg cells n 2 20 200 CU 

Length of therapy phase T 100 500 900 day 
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Table 2  Desirable levels of parameters changing with weights of α, β, and γ for each 

scoring method 

Three values (large, intermediate, and low) were set for each of ten parameters and scores 

were calculated for all 310 combinations. We then determined which of the three levels 

are most frequently included in successful parameter sets with scores in the top 10%. 

Scores were calculated as 𝑠𝑐𝑜𝑟𝑒 = 𝑤𝛼𝛼 + 𝑤𝛽𝛽 +𝑤𝛾𝛾 . We considered the scoring 

methods standard and variations 1, 2, and 3. Definitions of 𝛼, 𝛽, and 𝛾  differ among 

these methods (Eq. A.1, A.2 and A.3) and 𝑤𝛼 , 𝑤𝛽 , and 𝑤𝛾 were varied at 1, 10, and 100 

to examined the influence of increasing weights of single components in comparisons of 

the cases as follows:  

(i)  (𝑤𝛼 , 𝑤𝛽 , 𝑤𝛾) = (1, 1,1), (10, 1, 1), and (100, 1, 1),  

(ii) (𝑤𝛼 , 𝑤𝛽 , 𝑤𝛾) = (1, 1,1), (1, 10, 1), and (1,100, 1), and  

(iii)  (𝑤𝛼 , 𝑤𝛽 , 𝑤𝛾) = (1, 1,1), (1, 1, 10), and (1,1, 100) . For each table, the leftmost 

column shows the values of  𝑤𝛼 , 𝑤𝛽 , or 𝑤𝛾  and other columns show the parameter 

values that were the most successful of the three alternatives. Large, intermediate and 

small values are shown in brackets, but only for parameters in which the most successful 

level was changed by increases in the weights of components 𝛼, 𝛽, or 𝛾.  

(A) As a standard method, we calculated components of the score (α, β and γ) using Eq. 

(4) and Eqs. (5a), (5b), and (5c), and considered different weights of α, β, and γ. Increasing 

the weight of α (𝑤𝛼) influenced the results of c, dh, and m.  

(B) In variation 1, we calculated α, β, and γ using Eq. (A.1).  In addition to the standard 

method, we evaluated H(t) values that were below the threshold. (i) Increased  𝑤𝛼 also 

changed the results of c, dh, and m, whereas (ii) increasing  𝑤𝛽 changed the results of b 

and n and (iii) increasing 𝑤𝛾 changed the result of A.  

(C) In variation 2, we calculated α, β, and γ using Eq. (A.2). In this method, only the 

degree of success of each component was evaluated, and the results were similar to those 

of variation 1. Specifically, (i) increasing 𝑤𝛼 changed the results of c, dh, and m, (ii) 

increasing 𝑤𝛽  changed the results of b and n, and (iii) increased 𝑤𝛾 changed the results 

of A. 

(D) In variation 3, we calculated α, β, and γ using Eq. (A.3). The effects of extremely 

large components on the score were stronger than in the standard method. Specifically, 
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increasing  𝑤𝛼 changed the results of c, dh, and m. 

(A) standard 

 

 

 

 

 

 

 

(B) variation 1 

(i) 

 

 

 

 

 

 

(ii) 

wβ  a b  n 

1 0.9 (large) 1000 (large) 2 (small) 

10 0.5 (intermediate) 100 (intermediate) 2 (small) 

100 0.1 (small) 10 (small) 200 (large) 

 

(iii) 

wγ A  b  n 

1 50 (intermediate) 1000 (large) 2 (small) 

10 50 (intermediate) 1000 (large) 2 (small) 

100 10(small) 10 (small) 200 (large) 

 

  

wa c  dh  m  

1 0.5 (small) 1.5 (large) 0.1 (large) 

10 0.9 (large) 1.0 (intermediate) 0.001 (small) 

100 0.9 (large) 0.5 (small) 0.001 (small) 

wa c  dh m  

1 0.5 (small) 1.5 (large) 0.1 (large) 

10 0.9 (large) 1.5 (large) 0.001 (small) 

100 0.9 (large) 0.5 (small) 0.001 (small) 
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(C) variation 2 

(i) 

wa c  dh  m  

1 0.5 (small) 1.5 (large) 0.1 (large) 

10 0.9 (large) 0.5 (small) 0.001 (small) 

100 0.9 (large) 0.5 (small) 0.001 (small) 

 

(ii) 

wβ a b  n  

1 0.9 (large) 1000 (large) 2 (small) 

10 0.1 (small) 100 (intermediate) 2 (small) 

100 0.1 (small) 10(small) 200 (large) 

 

(iii) 

wγ A  b  n 

1 50 (intermediate) 1000 (large) 2 (small) 

10 10(small) 10 (small) 200 (large) 

100 10(small) 10 (small) 200 (large) 

 

(D) variation 3 

(i)  

wa c  dh  m  

1 0.7 (intermediate) 1.5 (large) 0.01 (intermediate) 

10 0.9 (large) 0.5 (small) 0.001 (small) 

100 0.9 (large) 0.5 (small) 0.001 (small) 

(ii) 

wβ    a  

1 0.9 (large) 

10 0.1 (small) 

100 0.1 (small) 
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Figures 

 

Figure 1 Scheme of the model 

 

An antigen-presenting cell presents P(t) pollen particles to naive T cells (Th0), which 

subsequently produce b differentiated T cells. Fraction c of Th0 cells differentiate into 

type-2 T helper cells (Th2 cells), and fraction 1-c of these differentiate into regulatory T 

cells (Treg cells). Th2 cells and Treg cells decay at rates of dh and dr, respectively; 

Numbers of naturally occurring regulatory T cells (nTregs) are indicated by n.  
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Figure 2 Results of Four therapeutic schedules 

 

The vertical axis shows the number of Th2 cells H(t), and the horizontal axis shows time 

t. Broken and solid lines represent without and with therapy, respectively. The phase for 

t < T = 900 is the therapy phase, and the phase for t > T = 900 is the environmental pollen 

exposure phase. (A) Therapy was successful (𝜃 = 50, a = 0.5, A = 10.0, b = 10.0, c = 0.9, 

dh = 0.05, dr = 0.001, m = 0.1, n = 20.0, T = 900.0). Without therapy, H(t) exceeds the 

threshold for symptoms (𝜃  = 50) in the exposure phase. With therapy, H(t) did not 

reach 𝜃 = 50. We regard this condition as success of allergen immunotherapy. S0, ST, and 

SE were used to calculate scores (see Eqs. 3a, 3b, and 3c). (B) Therapy fails to suppress 

symptoms in the exposure phase (𝜃 = 50, a = 0.5, A = 10.0, b = 10.0, c = 0.9, dh = 0.05, 

dr = 0.01, m = 0.045, n = 200.0, T = 900.0). Both without and with therapy, H(t) exceeds 

the threshold 𝜃 = 50 in the exposure phase. (C) Even without therapy, patients do not 

have symptoms (𝜃 = 50, a = 0.5, A = 10.0, b = 10.0, c = 0.9, dh = 0.05, dr = 0.01, m = 

0.45, n = 20, T = 900.0); Therapy is unnecessary under these conditions. (D) In the therapy 

phase, H(t) exceeds the threshold 𝜃 = 50 and patients experience allergic symptoms (𝜃 

= 50, a = 2.0, A = 10.0, b = 10.0, c = 0.9, dh = 0.05, dr = 0.01, m = 0.045, n = 20, T = 

900.0). 
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Figure 3 Analysis of the influence of each parameter value 

 

The score given by Eqs. 4, 5a, b, and c was adopted and the model is presented for 310 

parameter sets (Table 1). The horizontal axis shows three levels for each parameter and 

the vertical axis shows the number of cases achieving scores in the top 10% with the focal 

parameters specified in the horizontal axis. (a) Threshold of having symptoms, θ;  (b) 

Intensity of pollen dose as therapy, a; (c) Intensity of pollen exposure, A; (d) Numbers of 

differentiating naive T cells per unit dose of pollen, b; (e) Rate of differentiation into Th2 

cells, c; (f) Decay rates of Th2 cells, dh; (g) Decay rate of Treg cells, dr; (h) Suppression 

effect of Treg cells, m; (i) Number of nTreg cells, n; (j) Length of Therapy phase, T. 

Values that show large numbers of cases are likely to be associated with therapeutic 

success.  
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Figure 4 Variation of conventional method of pollen administration 

 

We changed the length of the induction phase Ti. The left graphs show therapy schedules; 

Vertical axes show P(t) and horizontal axes shows time t. The right graphs show numbers 

of Th2 cells with time; Vertical axes shows H(t) and horizontal axes shows time t. The 

length of therapy period was T = 900 for all methods. In (A) and (B), bold lines show 

cases of Ti = 900, broken lines show cases of Ti = 450, broken and dotted lines show cases 

of Ti = 150, and dotted lines show cases of Ti = 0. (A) The constant dose in the 

maintenance phase was fixed at k = 20 and Ti values were 0, 150, 450, and 900. (B) 

Constant total dose between methods with Ti values of 0, 150, 450, and 900.  
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Figure 5 Parameter sensitivity of relative peak height of H(t) 

 

As shown in Table 1, three levels are set to each parameter and dynamics of H(t) are 

calculated for 310 = 59049 parameter sets. The value of the relative peaks without, in and 

after therapy (S0, ST and SE) are plotted in the graphs against three levels of parameters. 

Each row corresponds to each of ten parameters and S0, ST and SE are plotted on the graphs 

in the left, middle and right column, respectively.  
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Figure 6 Distributions of relative peak height (S0, ST and SE) and score 

calculated deriving parameters from uniform distribution 

(A) 

 

Deriving 1000 parameter sets from uniform distribution, we calculated H(t) and plotted 

relative peak height (S0, ST and SE) and score. In (A), each row corresponds to each of 10 

parameters and S0, ST and SE are plotted in the left, middle and right column, respectively. 
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(B) 

 

 

 In (B), distribution of score given by Eqs. 4, 5a, b, and c are plotted. Black dots 

correspond to the cases which achieved top 10% high score and gray dots are 90%, the 

rest of the cases. 
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Figure 7 Percentages of the cases in which S0 > 0, ST ≤ 0, and SE ≤ 0 were satisfied 

 

 Percentages of cases in which the therapeutic success criteria S0 > 0, ST < 0, and SE < 0 

were satisfied are graphed as black bars, striped bars, and white bars, respectively. The 

weights of α, β, and γ are shown as wα, wβ, and wγ, respectively. (A) Result of runs of the 
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standard scoring method (Eq. 4, 5a, 5b and 5c); All runs of (wα, wβ, wγ) = (1, 1, 1), (1, 10, 

1), (1, 100, 1), (1, 1, 10), and (1, 1, 100) satisfied all three criteria, as indicated by 100%. 

Runs of increasing weights for α, (10, 1, 1) and (100, 1, 1), show decreased percentages 

of the cases in which ST ≤ 0, and SE ≤ 0 are satisfied. (B) Result of runs of variation 1 (Eq. 

A.1) are shown. Runs of increasing weights for α, (10, 1, 1) and (100, 1, 1), show 

decreased numbers of cases satisfying ST ≤ 0 and SE ≤ 0. In cases with very large weights 

for β and γ, (1, 100, 1) and (1, 1, 100), the percentages of the cases satisfying S0 > 0 were 

decreased, whereas in cases of (1, 1, 1), (1, 10, 1), and (1, 1, 10) all runs satisfied all three 

criteria. (C) Results of runs of variation 2 (Eq. A.2) were similar to those of variation 1. 

Parameter weights (wα, wβ, wγ) of (10, 1, 1) and (100, 1, 1) decreased numbers of cases 

satisfying ST ≤ 0 and SE ≤ 0, and with (1, 100, 1) and (1, 1, 100), fewer cases satisfied S0 

> 0. (D) Runs of variation 3 (Eq. A.2) were performed with power of 0.5 instead of 0.1 in 

the standard scoring. For all combinations of weights, less than 100% of cases satisfied 

all three criteria. With (wα, wβ, wγ) weights of (1, 1, 1), (10, 1, 1), and (100, 1, 1), 

percentages of cases that satisfied ST ≤ 0 and SE ≤ 0. were low. Increasing (wα, wβ, wγ) 

weights to (1, 10, 1), (1, 100, 1), (1, 1, 10) and (1, 1, 100) led to increased percentages of 

cases that satisfied ST ≤ 0 and SE ≤ 0.  
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Figure 8 Influence of intervals of administration 

 

We changed the intervals of administration and examined the influence on therapeutic 

success. Total amounts doses were fixed at 4500 and the length of the therapy phase was 

T = 900. (A) Administration of pollen in 90 doses of 50; (B) Administration of pollen in 

45 doses of 100; (C) Administration of pollen in 15 doses of 300. The left graph shows 

temporal patterns of administration (P(t)) in the therapy phase; the right graph is for H(t). 

The values of parameters A, b, c, dh, dr, m, n, and T were 50.0, 10.0, 0.5, 0.01, 0.001, 

0.045, 200.0, and 900.0. Peaks of H(t) during therapy and after therapy were (A) 

max
𝑡<𝑇

𝐻w(𝑡) =  11.275006  and max
𝑡>𝑇

𝐻𝑤(𝑡) =  36.801499 ; (B) max
𝑡<𝑇

𝐻w(𝑡) =

 12.252302 and max
𝑡>𝑇

𝐻w(𝑡) =  36.775733 ; (C) max
𝑡<𝑇

𝐻w(𝑡) =  17.399794  and 

max
𝑡>𝑇

𝐻w(𝑡) =  36.695985.  



 61 

Figure 9 Influence of patterns in the therapy phase 

 

We examined the following three administration schedules: (A) 50 pollen constantly, 

(B) increasing administration with time in according to a = 0.1099t, (C) decreasing 

administration with time according to a = 98.91—0.1099t. The left graph shows 

changes in H(t) with time, and the right graph shows changes in P(t) with time. The 

parameters A, b, c, dh, dr, m, n, and T were 50.0, 10.0, 0.5, 0.01, 0.001, 0.045, 200.0, and 

900.0, respectively. Peaks of H(t) in therapy and exposure phase were as follows: 

(A) max
𝑡<𝑇

𝐻𝑤(𝑡)  =  11.275006, max
𝑡>𝑇

𝐻𝑤(𝑡) =  36.801499; (B) max
𝑡<𝑇

𝐻𝑤(𝑡) =

8.306327, max
𝑡>𝑇

𝐻𝑤(𝑡) = 36.97649; (C) max
𝑡<𝑇

𝐻𝑤(𝑡)  = 16.31071, max
𝑡>𝑇

𝐻𝑤(𝑡) =

 37.058121. 
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Figure 10 Influence of changes in total doses during constant administration of 

pollen  

 

(A) Total pollen doses P(t) in Eq. (3) were 0.1, 0.5, 6.0, and 21.0 and changes in H(t) 

with time are graphed with fixed parameters A, b, c, dh, dr, m, n, and T of 50.0, 10.0, 

0.5, 0.01, 0.001, 0.045, 200.0, and 900.0, respectively. Peaks of H(t) in therapy and 

exposure phases were as follows: P(t) = 0.1, max
𝑡<𝑇

𝐻𝑤(𝑡) = 3.435564 and max
𝑡>𝑇

𝐻𝑤(𝑡) = 
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52.656663; P(t) = 0.5, max
𝑡<𝑇

𝐻𝑤(𝑡) = 10.375391 and max
𝑡>𝑇

𝐻𝑤(𝑡) = 36.828364; P(t) = 

6.0, max
𝑡<𝑇

𝐻𝑤(𝑡) = 33.687784 and max
𝑡>𝑇

𝐻𝑤(𝑡) = 13.351538; and P(t) = 21.0, 

max
𝑡<𝑇

𝐻𝑤(𝑡) = 50.844979 and max
𝑡>𝑇

𝐻𝑤(𝑡) = 6.431192. (B) We represented doses as P(t) 

= st (s > 0) and varied these with slope s values of 0.0002, 0.003, 0.02, and 0.5. Graphs 

show changes in H(t) with time. The parameters A, b, c, dh, dr, m, n, and T were 50.0, 

10.0, 0.5, 0.01, 0.001, 0.045, 200.0, and 900.0, respectively. Peaks of H(t) in therapy 

and exposure phases were as follows: s = 0.0002, max
𝑡<𝑇

𝐻𝑤(𝑡) =3.740696 and 

max
𝑡>𝑇

𝐻𝑤(𝑡) = 53.367095; s = 0.003, max
𝑡<𝑇

𝐻𝑤(𝑡) = 11.644834 and max
𝑡>𝑇

𝐻𝑤(𝑡) = 

26.332285; s = 0.02, max
𝑡<𝑇

𝐻𝑤(𝑡) = 22.661222 and max
𝑡>𝑇

𝐻𝑤(𝑡) = 10.94445; and s = 0.5, 

max
𝑡<𝑇

𝐻𝑤(𝑡) = 52.591565 and max
𝑡>𝑇

𝐻𝑤(𝑡) = 7.263804. 

(C) We present total doses as P(t) = u-st (s > 0 and u is constant) and varied the slope s at 

−0.00006, −0.00018, −0.0008, −0.002. Graphs show changes in H(t) with time. The 

parameters A, b, c, dh, dr, m, n, and T were 50.0, 10.0, 0.5, 0.01, 0.001, 0.045, 200.0, and 

900.0, respectively. Peaks of H(t) in therapy and exposure phases were as follows: s = 

−0.00006, max
𝑡<𝑇

𝐻𝑤(𝑡)  = 6.45453 and max
𝑡>𝑇

𝐻𝑤(𝑡)  = 50.320351; s = −0.00018, 

max
𝑡<𝑇

𝐻𝑤(𝑡)  = 18.848269 and max
𝑡>𝑇

𝐻𝑤(𝑡)  = 31.80507; s = −0.0008, max
𝑡<𝑇

𝐻𝑤(𝑡)  = 

35.47852 and max
𝑡>𝑇

𝐻𝑤(𝑡) = 17.374652; and s = −0.002, max
𝑡<𝑇

𝐻𝑤(𝑡) = 48.134032 and 

max
𝑡>𝑇

𝐻𝑤(𝑡) = 10.789832. 

  



 64 

Figure 11 Suppressive effects of constant and increasing pollen treatments  

 

The administration schedules P(t) = 0.4705, P(t) = 0.000204t, and P(t) = 

0.5202−0.0000578t were chosen to represent constant, increasing, and decreasing doses, 

respectively. H(t) peaks in the therapy phase were all close to 10. The vertical line 

shows max
𝑡>𝑇

𝐻𝑤(𝑡) values and the horizontal line shows the environmental pollen 

exposure A. Using gradual changes in A, we determined the maximum value of A for 

which max
𝑡>𝑇

𝐻𝑤(𝑡) was kept at less than or equal to the threshold 𝜃. The method that 

achieves the larger A value should lead to better resistance to pollen exposure. (A) For 

P(t) = 0.4705, H(t) reached the threshold 𝜃 at around A = 124, (B) for P(t)= 0.000204t, 

H(t) reached the threshold 𝜃 at around A = 223, and (C) for P(t) = 0.5202−0.0000578t, 

H(t) reached the threshold 𝜃 at around A = 76.  
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Chapter 2: Coupled dynamics of intestinal microbiome and immune system —A 

mathematical study 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The study in this chapter, done in collaboration with Dr. Yoh Iwasa, was published in 

Journal of Theoretical Biology 464: 9–20 in 2019 
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Abstract 

An immune system sometimes causes an exaggerated response to harmless materials, 

such as pollens, eggs, and metals, which is known as an allergy. The regulatory T (Treg) 

cells suppress such allergic responses. Recently, it has been observed that intestinal 

microbiota have a close association with immune systems. For example, some strains of 

bacteria induce Treg cells by producing short-chain fatty acids, such as butyrate. 

Moreover, a sufficiently diverse T cell receptor repertoire of Treg cells is required to 

prevent inflammation of intestine driven by the commensal intestinal microbiome. In 

this study, we develop a simple mathematical model describing the dynamic interaction 

of T helper cells, Treg cells, and Treg-inducing intestinal microbes. The proposed 

model may have multiple stable equilibria, and the allergic response is intense at the 

dysbiotic equilibrium, in which the Treg-inducing microbes are scarce. First, we search 

for the condition by getting rid of the stable dysbiotic steady state. Further, we examine 

different methods to reduce the allergic response at the equilibrium (which may be 

dysbiotic or non-dysbiotic). Furthermore, we discuss the possible therapeutic 

interventions focusing on the intestinal microbiome to suppress the allergic immune 

responses.  

Key words: regulatory T cell; T helper cell; allergy; intestinal microbiota; dysbiosis 
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1. Introduction 

An immune system interacts with various subsystems of a human body (Kataoka, 

2016). Especially, a close interrelation between the intestinal microbiome and immune 

systems has been highlighted (Fujimura and Lynch, 2015). Furusawa et al. (2013) 

revealed that a group of human intestinal microbiomes induce regulatory T (Treg) cells 

by producing metabolites such as butyrate. Metabolites produced by an intestinal 

microbiome mediate peripheral Treg production (Arpaia et al. 2013). The Treg cells 

suppress exaggerated immune responses (Sakaguchi et al. 2008). Colonization of the 

intestinal microbiome plays a crucial role in the early stages of life, during which 

microbiomes have a strong effect on the development of the immune system (Gensollen 

et al. 2016). Drastic changes and reduction in microbiome diversity is called 

"dysbiosis." Dysbiosis in the neonatal and infant periods may cause dysfunction of the 

immune system, resulting in conditions such as asthma and atopy (Bisgaard et al. 2011; 

Abrahamsson et al. 2012; Arrieta et al. 2015; Fujimura et al. 2016). This suggests that 

the initial conditions of the intestinal microbiome have a significant impact on the 

development of allergic diseases.  

 Moreover, the intestinal microbiome may be affected by the immune system, as 

shown by Nishio et al. (2015). They revealed that a limited T cell receptor repertoire of 

Treg cells causes inflammation of intestine driven by the commensal intestinal 

microbiome. Treg cells play an important role of maintaining tolerance to the 

commensal intestinal microbiome.  

 A close interaction between an immune system and intestinal microbiome 

suggests that a suitable modification of the intestinal microbiome condition might 

improve the dysregulation of the immune system, such as allergy. This is supported by 

an experiment in which an injection of a certain strain of Lactobacillus sp. improved the 

allergic rhinitis (Ishida et al. 2005). Understanding the dynamics of interaction between 

the intestinal microbiome and immune system may be useful for finding a novel therapy 

for the dysregulation of immune systems.  

 In this study, we develop a simple mathematical model describing the 

dynamical interaction between allergy-related immune cells and intestinal microbiome. 

In a previous study (Hara & Iwasa, 2017), we developed a mathematical model 
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describing the process of differentiation of T helper (Th) cells and Treg cells. In this 

study, we combine the model for the immune system studied in Hara & Iwasa (2017) 

and a simple model for the intestinal microbiome, and discuss a possibility of mitigating 

excessive immune activities for an allergy by intervening the microbiome. We consider 

a simple mathematical model describing the dynamical interaction of Th cells, Treg 

cells, and Treg-inducing intestinal microbes. We here consider the abundance of Treg-

inducing strains only, instead of the whole community of intestinal microbiota. The 

competitive/mutualistic interactions among microbiota would certainly be important for 

developing a therapy targeting on them, but in this first paper handling the interaction 

between immune system and intestinal microbiome, we focus a single variable for the 

Treg-inducing microbe. The model may have multiple stable equilibria, and the allergic 

response is intense at the dysbiotic equilibrium, in which the Treg-inducing microbes 

are scarce. First, we search for the condition by getting rid of the stable dysbiotic steady 

state. Further, we examine different methods to reduce the allergic response at the 

equilibrium (which may be dysbiotic or non-dysbiotic). Furthermore, we discuss the 

possible therapeutic interventions targeting on the intestinal microbiome to suppress the 

allergic immune responses. In this paper, we focus on the allergy treatments targeting 

on intestinal microbiome rather than those targeting on immune system itself.  

 

2. Model  

A scheme for a coupled microbe-immune system model discussed in this study is 

illustrated in Fig. 1. We consider the following equations: 

 
𝑑𝐻(𝑡)

𝑑𝑡
= 𝐴 ∙ 𝑏 ∙

𝑐

1+𝑔∙𝐵(𝑡)
∙

1

𝑚(𝑅(𝑡)+𝑛)
− 𝑑ℎ ∙ 𝐻(𝑡),   (1a) 

 
𝑑𝑅(𝑡)

𝑑𝑡
= 𝐴 ∙ 𝑏 ∙ (1 −

𝑐

1+𝑔∙𝐵(𝑡)
) − 𝑑𝑟 ∙ 𝑅(𝑡),    (1b) 

 
𝑑𝐵(𝑡)

𝑑𝑡
= 𝑟 ∙ 𝐵(𝑡) ∙ (1 −

𝐵(𝑡)

𝐾
) − 𝑓 ∙ 𝐻(𝑡) ∙ 𝐵(𝑡).   (1c) 

where 𝐻(𝑡) and 𝑅(𝑡) represent the abundances of Th and Treg cells, respectively. We 

focus on a fraction of the whole intestinal microbes that induce Treg cells. 𝐵(𝑡) stands 

for the abundance of these Treg-inducing intestinal microbes.  

 Eqs. (1a) and (1b) are for the immune system, which describe the 
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differentiation of naïve T cells to Th cells (trigger of the allergy) and to Treg cells 

(suppressor of the allergy), respectively, which are the same as those in our previous 

study (Hara and Iwasa, 2017). Reacting to the antigen, the abundance of which is 

denoted by 𝐴, the naïve T cells are activated by the antigen-presenting cells with the 

efficiency of b. The fraction 
𝑐

1+𝑔∙𝐵(𝑡)
 of these cells are differentiated into Th cells and 

the other cells, with fraction (1 −
𝑐

1+𝑔∙𝐵(𝑡)
), are differentiated into Treg cells. 𝑐 is the 

base level of differentiation, and (1 + 𝑔 ∙ 𝐵(𝑡)) corresponds to the induction of Treg 

cells by the intestinal microbiome (Furusawa et al. 2013). The larger the value of 𝑔 ∙

𝐵(𝑡) is, the more Treg cells and the less Th cells are produced. 𝑔 indicates the 

induction efficiency of the Treg cells by those microbes. The denominator of the last 

factor in the first term of Eq. 1(a), 𝑚(𝑅(𝑡) + 𝑛), indicates the suppression of Th cell 

production by Treg cells. The second terms of Eqs. 1(a) and 1(b) represent the decay of 

Th and Treg cells, respectively, in which 𝑑ℎ and 𝑑𝑟 are the decay rates of Th and Treg 

cells, respectively. 

 Population dynamics of the intestinal microbes with Treg-induction ability 

(Furusawa et al. 2013) is given by Eq. 1(c). The biomass of this group of intestinal 

microbes follows a logistic growth. 𝑟 and 𝐾 represent the intrinsic rates of natural 

increase and carrying capacity, respectively. The second term represents the suppression 

of the microbes by the Th cells, and 𝑓 is the reduction rate of microbes per Th cell 

(Nishio et al., 2015). These parameters are listed in Table 1.  

 In the part of an immune system (Eqs. 1(a) and 1(b)), we adopted T cell 

differentiation model developed by Hara and Iwasa (2017), which focused on allergen 

immunotherapy. Hara and Iwasa assumed that a patient takes in an extract of antigen 

before being exposed to massive allergen to induce Treg cells and immune tolerance. 

Undifferentiated immune cells are activated by the antigen taken in by the patient and 

then they are differentiated into Treg and Th cells. Treg cells suppress the differentiation 

of Th, which is represented as the last factor of the first term with the denominator 

including 𝑅(𝑡). The factor has a form similar to but is more simplified in Eq. (1a) than 

in Hara and Iwasa (2017). 

 Bacteria in the intestinal environment forms ecosystems in which numerous 
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bacterial strains cooperate and compete with each other. However, in this study, we 

focus on a group of Treg-inducing bacteria, the abundance of which is denoted by B(t), 

and which follows Eq. (1c). 

 In this study, we focus on the intervention targeting the gut microbes, rather 

than direct intervention of the immune system to reduce the allergic reactions. Thus, we 

explore the possibility of modifying bacteria related parameters, such as r, K, g, and f, to 

realize the final steady state with low levels of Th cells.  

 

3. Analysis of the model 

First, we examine the non-negative steady states of the model given by Eqs. 1(a)–1(c).  

 In Appendix A, we analyze the equilibria of the dynamical system given by Eq. 

(1). There is always an equilibrium with �̂� = 0. Sometimes there exist one or more 

equilibria with �̂� > 0. These can be obtained by the following two relations. The first 

relation is given by  

 �̂� = 𝑐 [𝑑ℎ𝑚(𝑔 (
1

𝑑𝑟
+

𝑛

𝐴𝑏
) �̂� +

1−𝑐

𝑑𝑟
+

𝑛

𝐴𝑏
)]⁄  .   (2a) 

This is interpreted as the equilibrium level of Th cells as a result of immune dynamics, 

Eqs. 1(a) and 1(b), when the bacterial level is fixed at level �̂�. The second relation is 

given by either  

 �̂� = 0 or �̂� =
𝑟

𝑓
(1 −

�̂�

𝐾
) .     (2b) 

The second equation indicate the equilibrium abundance of bacterial dynamics if the 

level of Th cells is maintained at a given level �̂�. A crossing point satisfying both Eqs. 

2(a) and 2(b) is the equilibrium of the original three-dimensional dynamics Eq. (1).  

 On a plane in which horizontal axis is �̂� and vertical axis is �̂�, we can show 

Eqs. 2(a) and 2(b) as a curve and a straight line (Figs. 2(A), 2(B), and 2(C)), 

respectively.  

 For the equilibrium with �̂� = 0, the other two variables are: �̂� =

𝑐 [𝑑ℎ𝑚(
1−𝑐

𝑑𝑟
+

𝑛

𝐴𝑏
)]⁄  and �̂� = 𝐴𝑏(1−𝑐)

𝑑𝑟
. 
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 The equilibrium with �̂� > 0 can be obtained as a crossing points of a curve 

Eq. 2(a) and a straight-line Eq. 2(b). These are the non-negative steady states of the 

model given by Eqs. 1(a)–1(c).  

 Depending on parameter values, the model exhibits three qualitatively different 

behaviors, which differ in the number of positive steady states. Three different 

situations are illustrated in Fig. 2. These cases illustrate that the equilibrium with �̂� = 0 

tends to be accompanied by a large abundance of Th cells (�̂�), whilst the equilibria with 

positive �̂� correspond to the state with mild abundance of Th cells.  

 The local stability of these equilibria is also analyzed in Appendix A. The 

results of three cases are illustrated in Fig. 2, in which open circles are unstable 

equilibria whilst closed circles are stable equilibria (please read the derivation of these 

results in Appendix A). Thus, there are three cases differing in the number of equilibria: 

[Case 1] Having �̂� = 0 as the only one stable steady state (Fig. 2(A)). 

[Case 2] Having one positive stable steady state and another positive unstable steady 

state, and �̂� = 0 that is a stable steady state (Fig. 2(B)), 

[Case 3] Having one positive stable steady state and �̂� = 0 that is an unstable steady 

state (Fig. 2(C)). 

 As explained earlier, the steady states with �̂� = 0, observed in Case 1 and 

Case 2 (black dots on the vertical axis in Figs. 2(A) and 2(B)), are associated with a 

very high level of Th cells (i.e. high levels of 𝐻(𝑡) in Figs. 2(A) and 2(B)). Since Th 

cells are triggers of allergy, we interpret these steady states with a high risk of allergy. 

In contrast, the equilibria with positive �̂� tend to have mildly large Th cells (in Figs. 

2(B) and 2(C)). These can be situations with a lower risk of allergy. In Case 2 and Case 

3, filled circles with �̂� > 0 in Figs. 2(A) and 2(B) indicate the equilibria corresponding 

to healthy states.  

 

3.1 Parameter dependence of the model 

We examined parameter dependence of the equilibria of the model. We changed one of 

the parameters, and derived the abundances of Th cells (�̂�) and intestinal microbiome 

(�̂�) at equilibria, calculating the intersections of Eqs. 2(a) and 2(b). Figure 3 describes 

�̂� and �̂� in the equilibria for different value of a single parameter that is in horizontal 
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axis. We fixed other parameters at the values indicated in the captions to Fig. 3. The 

solid and dashed lines represent the branches of the stable and unstable steady states, 

respectively. Grey broken lines are equilibria which have negative �̂� values.  

The equilibrium with �̂� = 0 corresponds to the “dysbiosis” that means the 

abundance of Treg-inducing bacteria is quite low. This state is normally accompanied 

by a high level of �̂�, which represents a high risk of allergy development. In contrast, 

the steady states with a positive �̂� is accompanied by a relatively low level of Th cells 

�̂�, implying that the patient has a low risk of having allergy. We examined how these 

two kinds of equilibria appear and disappear, when each of the parameters changes with 

others fixed. The results are summarized as follows: 

 

(i) 𝑓: strength of attack on the intestinal microbiome by the Th cells 

In Figs. 3(A) and 3(B), the horizontal axis represents 𝑓 in the range of 0 < 𝑓 <

0.001. The model has one positive stable equilibrium and another unstable equilibrium 

at �̂� = 0 if 𝑓 is smaller than 0.00043. At the stable equilibrium, the patients have 

sufficient amount of intestinal microbiome and low level of Th cells. If 𝑓 is between 

0.00043 and 0.00060, a positive unstable equilibrium appears and the system now has 

two stable equilibria: one with a positive �̂� and another with �̂� = 0. In this case, 

patients may or may not have allergy depending on their initial condition. If 𝑓 is 

greater than 0.00060, a positive equilibrium disappears and the equilibrium �̂� = 0 

remains stable. In this situation, the patient always suffers allergy. This indicates that, 

when the strength of attack on intestinal microbiome 𝑓 is very large, the patients may 

have dysbiotic condition in their intestine. 

 

(ii) 𝑚: strength of suppression by Treg cells 

In Figs. 3(C) and 3(D), the horizontal axis represents 𝑚 in the range of 0 < 𝑚 <

0.01. When 𝑚 is smaller than 0.0017, the model has one stable equilibrium �̂� = 0, 

which corresponds to dysbiosis of intestinal microbiome. For 0.0017 < 𝑚 < 0.0023, 

one unstable and one stable positive equilibria appear together with the equilibrium with 

�̂� = 0. The dynamics is bistable. When 𝑚 is larger than about 0.0023, the model has 

only a single stable equilibrium with a positive �̂�. This dependence can be interpreted 
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as follows: When the suppression effect 𝑚 is very weak, the patient suffers allergy and 

dysbiosis, because of the attack by Th cells cannot be suppressed by Treg cells 

effectively. As the strength of suppression increases, the risks of allergy and dysbiosis 

become reduced. When 𝑚 < 0.0017, i.e. 𝑚 is close to zero, the model developed the 

equilibrium with a high level of 𝐻. Even if we fail to produce the equilibrium for 

healthy state, enhancing 𝑚 is still a useful therapeutic strategy as it mitigates the 

symptom at the dysbiosis equilibrium (�̂� = 0).  

 

(iii) 𝑔: Treg induction efficiency by intestinal microbes 

In Figs. 3(E) and 3(F), the horizontal axis represents 𝑔 in the range of 0 < 𝑔 < 0.1. 

When 𝑔 is smaller than about 0.066, the model has one stable equilibrium �̂� = 0, 

implying dysbiosis of intestinal microbiome. When 𝑔 exceeds 0.066, one unstable and 

one stable equilibria with positive �̂� appear and the model becomes bistable. This can 

be interpreted as follows: When the suppression effect of Treg 𝑔 is very weak, the 

patient develops allergy because dysbiosis caused by Th cells cannot be prevented by 

Treg cells. As the fraction of Treg inducing strains increases, Treg suppression is 

enhanced and allergy is reduced.  

 

(iv) 𝑟: growth rate of intestinal microbes 

In Figs. 3(G) and 3(H), the horizontal axis represents 𝑟 in the range of 0 < 𝑟 < 0.1. 

When 𝑟 is below about 0.018, the model has one stable equilibrium �̂� = 0, which 

corresponds to dysbiosis of intestinal microbiome. For 0.018 < 𝑟 < 0.023, one 

unstable equilibrium and one stable equilibrium appear and the model has three 

equilibria (two equilibria with positive �̂� and another with �̂� = 0). When 𝑟 is larger 

than 0.023, the model has only one positive equilibrium that corresponds to a healthy 

state. When the suppression effect 𝑚 is very weak, the patients have allergy and 

dysbiosis is caused by Th cells which cannot be suppressed by Treg cells. As the growth 

rate of the microbes increases, the risks of allergy and dysbiosis is reduced. 

 

(v) 𝐾: carrying capacity of intestinal microbes 
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In Figs. 3(I) and 3(J), horizontal axis represents 𝐾 in the range of 0 < 𝐾 < 100. 

When 𝐾 is smaller than about 43, the model has one stable equilibrium �̂� = 0, 

implying dysbiosis of intestinal microbiome. When 𝐾 exceeds 43, one unstable and 

one stable equilibria with positive �̂� appear and the model becomes bistable. This 

implies that, when the carrying capacity 𝐾 is very small, the abundance of Treg-

inducing microbes stay low, Treg cells cannot prevent dysbiosis caused by Th cells, and 

the patient develops allergy. As the fraction of Treg-inducing strains increases, Treg 

suppression is enhanced, and the intensity of allergy is reduced.  

 

 We may summarize these results of parameter dependence as follows: Enhancing 

𝑚, 𝑟 and reducing 𝑓 resulted in eliminating a high-risk steady state and producing a 

low-risk steady state for allergy development. In contrast, enhancing 𝑔 and 𝐾, the 

unstable equilibrium keeps remained and the state having only healthy state is not 

realized even if these parameters becomes very large.  

 

4. How to mitigate the allergic symptoms 

Considering [Case 1], [Case 2] and [Case 3] in Section 3, we have the following two 

different targets for finding methods of intervention to allergy in the model. 

 

[1] To make the dysbiotic steady state unstable  

This is realized if the condition for Case 1 is satisfied, in which the system has a single 

stable equilibrium that has a positive �̂�. The equilibrium with �̂� = 0 exists but it is 

unstable. In this case, there is no dysbiotic state accompanied by high risk of allergy. 

[2] To reduce the risk level of allergy at the steady state 

This can be done by enhancing the effectiveness of microbe-related parameters in 

suppressing the allergy intensity. To mitigate allergic symptoms in the final state, we 

may search for parameters effective in reducing the abundance of Th cells at the steady 

state. We varied four parameters related to intestinal microbiome, 𝑟: growth rate, 

𝐾: carrying capasity, g: induction efficiency and 𝑓: suppression effect on microbes by 

Th cells, which we regarded target of intervention. We investigated the levels of 

𝐻, 𝑅, and 𝐵 at the steady states (after 𝑡 = 50000), by extensive numerical analysis.  
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4.1. To make the dysbiotic steady state unstable 

If the equilibrium with �̂� = 0 becomes unstable, then the system has no dysbiotic state. 

According to the analysis in Appendix A, this holds when the following inequality holds: 

 𝑚
𝑑ℎ

𝑐
(
1−𝑐

𝑑𝑟
+

𝑛

𝐴𝑏
) >

𝑓

𝑟
.      (3) 

The left-hand side represents suppression effect of Treg on Th cells. 𝑚
𝑑ℎ

𝑐
 represents 

suppression effect of Treg on Th per Th cell. 
1−𝑐

𝑑𝑟
 is the production rate of iTreg cells 

relative to the decay rate of them and 
𝑛

𝐴𝑏
 is the production rate of nTreg cells relative to 

that of naïve T cells. (
1−𝑐

𝑑𝑟
+

𝑛

𝐴𝑏
) is the total production of iTreg and nTreg cells, and 

therefore the left-hand side is the product of the suppression effect of Treg per Th cells 

and the total production rate of Treg cells. The right-hand side represents relative 

reduction rate of intestinal microbiome. 𝑓 and 𝑟 are reduction effect and growth rate 

of intestinal microbiome, respectively. After all, the formula represents the condition 

indicating that the suppression effect of Treg cells on Th cells is larger than relative 

suppression effects of Th on intestinal microbiome.  

 

4.2.  To reduce the allergic reaction at the steady state  

If the inequality condition (3) fails, there is a chance that the system may go to the state 

of �̂� = 0 which is now locally stable. In this situation, we still have several options 

mitigating allergies. First, even if the system converges to dysbiosis �̂� = 0, the level of 

Th cells might be reduced by modifying parameters. Second, even if the system 

converges to the non-dysbiotic state �̂� > 0, there exist some Th cells and their 

abundance is lower in the non-dysbiotic state than in the dysbiotic state. However, we 

can reduce Th cells in this non-dysbiotic equilibrium by modifying parameters. In the 

following, we consider these two methods.  

 

4.2.1 Th cells at the dysbiotic equilibrium 

First, concerning the dysbiotic equilibrium where �̂� = 0 holds, we can calculate the 
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level of Th cells explicitly, as follows: 

 �̂� = 𝑐 [𝑑ℎ𝑚(
1−𝑐

𝑑𝑟
+

𝑛

𝐴𝑏
)]⁄ .     (4) 

Note that Eq. (4) is independent of bacteria-related parameters (r, g, f and K). We can 

reduce the level of Th cells at the dysbiotic equilibrium only by modifying parameters 

of immune system such as m. Figure 3 illustrates how the level of helper T cells �̂� at 

the equilibrium is mitigated by reducing m at the equilibrium with higher Th level (Fig. 

3(D); 𝑚 < 0.00043). Moreover, no change in microbiome-related parameters (r, g, f 

and K) can mitigate the severity of allergic symptoms at the dysbiotic equilibrium (Figs 

3(B), 3(F), 3(H), and 3(J)).  

 The right-hand side of Eq. (4) is the inverse of the left-hand side of the 

inequality (3), the condition for the instability of the dysbiotic equilibrium. Therefore, 

reducing �̂� in Eq. (4) makes Eq. (3) satisfied more easily. Reducing the quantity in the 

right-hand side would mitigate the intensity of allergy (i.e. Th level), even if the 

dysbiotic equilibrium remains stable (i.e. Eq. (3) is violated). However, this is irrelevant 

in the present study, because we here focus on the intervention of gut microbes, both the 

direct intervention of the immune system.  

 

4.2.2.  Abundance of Th cells at the non-dysbiotic stable state  

Second, we may succeed in maintaining the system at a non-dysbiotic steady state 

where �̂� > 0 holds. Then, we may examine the therapy to reduce the Th cell level 

further to decrease the risk of allergy development.  

 The level of Th cells at the equilibrium �̂� > 0 can be calculated numerically. 

We examined the steady state for ten different levels for each of the following four 

parameters controlling the bacterial population dynamics and their effects to the 

immune system: 𝑟: growth rate, 𝐾;  carrying capasity, 𝑔: Treg induction efficiency 

and 𝑓: suppression effect on the microbes by the Th cells. We examine the number 

of Th (�̂�), Treg (�̂�) and intestinal microbiome (�̂�) after a sufficiently long time (𝑡 =

50000). We evaluate the magnitude of allergic symptoms by Th (�̂�) level (Fig 4(A1), 

(B1)). We set the range of 𝑟 from 0.01 to 0.1, the range of 𝑔 from 0.01 to 0.1, the 

range of 𝐾 from 10 to 100 and the range of 𝑓 from 0.0001 to 0.001. Each 

combination of two parameters are chosen and we examined the effect on the values of 
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�̂�, �̂� and �̂�,. The parameters except for these two were fixed as 𝐴 = 1, 𝑏 = 1, 𝑐 =

0.7, 𝑑ℎ = 0.1, 𝑑𝑟 = 0.001, 𝑚 = 0.001, 𝑔 = 0.01, 𝑛 = 1, 𝐾 = 10, 𝑟 = 0.01, 

and 𝑓 = 0.001. In Fig. 4, we show �̂�, �̂�, and �̂� at equilibrium, for several cases, in 

which two axes are parameters chosen among 𝑟, 𝐾, 𝑔 and 𝑓 with others fixed. 

Symbols “D” and “N”, indicating dysbiotic (�̂� = 0) and non-dysbiotic (�̂� > 0) states 

area, respectively. Below, we explain a few cases (Figs. 4(A1)–4(A3) for 𝑟 and 𝐾; 

Figs 4(B1)–4(B3) for 𝑔 and 𝑓), and explain other graphs in Appendix B. 

 

 (i) Effects of 𝑟 and 𝐾  

Figs. 4(A1), 4(A2), and 4(A3) illustrate �̂�, �̂�, and �̂�, respectively, after 𝑡 = 50000 

for different combinations of 𝑟 and 𝐾. The initial values are (𝐻(0), 𝑅(0), 𝐵(0)) =

(25, 289, 0.01). When 𝑟 and 𝐾 are large, Th cells are suppressed (�̂� become smaller, 

as shown in Fig. 4 (A1)), and Treg and microbiome abundance are enhanced (�̂� and �̂� 

become larger, as shown in Figs. 4(A2) and 4(A3)). If 𝑟 ≤ 0.02, patients have high 

level of Th cells (Fig. 4(A1)), corresponding to a high-risk for allergy state 

accompanied by dysbiosis (shown by “D” in Fig. 4(A3); �̂� = 0). In the area 𝑟 ≥ 0.03, 

the level of Th is low (Fig. 4 (A1)) and the number of bacteria is positive (non-

dysbiosis, “N” in Fig. 4(A3)). In this non-dysbiotic state, a drastic change of �̂� is 

caused by the enhancement of 𝐾 (Fig. 4(A3)), and subsequently both �̂� and �̂� 

change (see Figs. 4(A1) and 4(A2)). The result indicates that the disadvantage on 

allergy prevention by slow growth of intestinal microbiome (low 𝑟) can be overcome by 

enhancing carrying capacity (low 𝐾) in the healthy state, but 𝑟 needs to be larger than 

0.03 to prevent from being trapped in the allergic state.  

 

 (ii) Effects of 𝑓 and 𝑔  

Figs. 4(B1), 4(B2), and 4(B3) show the value of �̂�, �̂� and �̂�, respectively varying 𝑔 

and 𝑓, after 𝑡 = 50000. The initial values are (𝐻(0), 𝑅(0), 𝐵(0)) = (7.29, 576, 16). 

Within the non-dysbiotic states (shown by “N” in Fig. 4(B1)), when enhancing 𝑔 or 

reducing 𝑓, Th cells are suppressed (shown by smaller �̂� in Fig. 4(B1)) and Treg are 

enhanced (shown by larger �̂� in Fig. 4(B2)) and bacteria are enhanced (shown by 

larger �̂� in Fig. 4(B3)). 𝑓 is the damage to microbe by Th cells, and 𝑔 is the strength 
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of Treg induction by the microbe. When 𝑓 is large (𝑓 ≥ 0.007), patients present 

dysbiotic state even if 𝑔 is enhanced (Fig. 4(B3)). Microbes severely damaged by Th 

cells cannot induce Treg enough to suppress Th and dysbiosis. 

 We aim to decrease the number of Th cells �̂� and to increase the number of 

Treg cells �̂� to suppress allergic symptoms. According to the results of (i), (ii), the 

enhanced 𝑔 (the strength of induction of Treg by microbe), 𝐾 (carrying capacity of 

microbes) and 𝑟 (growth rate of microbe), and the reduced 

𝑓 (suppression effect on the microbes by the Th cells) achieve a low level of �̂� and 

a high level of �̂� among the healthy steady states. Lower risks of allergy development 

can be realized even if they have been already non-dysbiotic state (Figs. 4(A1) and 

4(B1)). By running the model for different sets of initial values of Th, Treg, and 

bacteria, we found bistable dynamics, which is indicated in Fig. 3. However, the 

bistability does not change the main results explained in this section and illustrated in 

Fig. 4.  

When we consider a method to escape from allergic states, 𝑟 and 𝑓 is also an 

important element. In Figs. 4(A1)–4(A3), when 𝑟 ≤ 0.02 holds, patients cannot escape 

from allergic states even if they enhance other features of microbes, 𝑔 and 𝐾. 

Similarly, in Figs. 4(B1)–4(B3), when 𝑓 ≥ 0.07 holds, patients cannot escape from 

allergic states even if they enhance 𝑔 and 𝐾. Note that the condition for the absence of 

allergic state, inequality (3) has 𝑟 and 𝑓 in its right-hand side but 𝑔 and 𝐾 are not 

included in (3). Only modifying 𝑟 and 𝑓 in these three parameters can realize the 

condition without allergy [Case 3] in Section 3. Results for other combinations of two 

parameters are explained in Appendix B.  

 

5. Discussion 

In this study, we investigated the interaction between the intestinal microbiome and 

immune system, and examined a possible strategy for the treatment of allergy using a 

simple mathematical model. We focused the intervention targeting on the intestinal 

microbe to reduce the allergic reaction, rather than the therapy to modify the immune 

system directly.  

 We observed that at a dysbiotic equilibrium the Treg-inducing bacteria is scarce 
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(�̂� = 0), which may or may not be stable. The abundance of Th cells at the dysbiotic 

equilibrium is much larger than at the non-dysbiotic equilibrium (�̂� > 0), if the latter 

exists. Thus, we first studied a method to make the dysbiotic equilibrium unstable. We 

obtained the condition as an inequality (Eq. (3)).  

 Further, even if the dysbiotic equilibrium is locally stable (i.e., if Eq. (3) is 

violated), we might be able to reduce the abundance of Th cells at the dysbiotic 

equilibrium. This is given by Eq. (4), which is independent of the parameters related to 

the bacterial population. This implies that we cannot mitigate the intensity of allergies at 

the dysbiotic equilibrium by modifying the bacteria-related parameters.  

 Furthermore, we considered a method to reduce the Th cell abundance at the 

non-dysbiotic equilibrium (�̂� > 0). We performed numerical parameter-sensitivity 

analysis. We observed that larger values of 𝑔 and 𝐾, and smaller value of 𝑓 reduces 

the allergic reaction. Note that, even if the dysbiotic equilibrium is locally stable, we 

may be able to make the systems convergence to the dysbiotic equilibrium less likely, 

by narrowing its domain of attraction. 

 This study is the first step toward modeling the interaction of these two 

systems. The model is simplified to gain a qualitative insight of the system. Considering 

more quantitative analysis aiming to a clinical approach, this model has rooms for 

improvement.  

For example, in this study, we consider 𝐵(𝑡) as a variable for the biomass of 

Treg-inducing intestinal microbiome (Fig. 1 and Eq. 1(c)). Thus, we explicitly consider 

the population of microbes, especially those producing metabolites that induce Treg 

cells. However, the cooperation and competition with other microbial strains may have 

important effects on the Treg-inducing strains and the unbalance of the intestinal 

microbiome may cause dysregulation of the immune system. To describe a more 

realistic situation, a single compartment 𝐵(𝑡) should be separated into subgroups for 

several strains. Some studies revealed that dysbiosis, a decrease in the microbial 

diversity, is a key factor that enhances the risk of some allergic diseases (Arrieta et al. 

2015; Fujimura et al. 2016). Thus, predicting the changes in the composition of 

bacterial strains can be an important method and have significant effects on human 

health. To model the changes in the bacterial composition, multiple subgroups 
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corresponding to different strains should be considered in the model, and competition 

among the subgroups for limited resources in human intestine, such as nutrition and 

habitats, can be an important element for predicting the allergy development.  

In Eq. (1a) and (1b), the abundance of Treg-inducing microbe modifies the 

differentiation fraction (𝑐 is modified as 𝑐 (1 + 𝑔𝐵)⁄ ), and after this step, there is a 

step in which a fraction of those to be differentiated to Th are suppressed by the 

presence of regulatory T cells (see the first term of Eq. (1a)). In contrast, the regulatory 

T cells may simply change the differentiation fraction (i.e., 𝑐 is modified as 

𝑐 [(1 + 𝑔𝐵)𝑚(𝑅 + 𝑛)]⁄ ). We may consider still other forms of interaction among 

regulatory T cells and microbiome in the differentiation to Th cells. We need 

quantitative experimental study of this process. Before this becomes available, study of 

models with alternative mechanisms would be a useful future theoretical study. 

Modeling the specificity of Th and Treg cells will be definitely important 

theme for clinical applications. Th cells and Treg cells are from naive T cells that have 

antigen specificity. However, in the present paper, we did not explicitly handle them. 

𝐻(𝑡) and 𝑅(𝑡) are the subsets corresponding to a mixture of Th and Treg cells 

reactive to different antigens. 𝐻(𝑡) is the number of Th cells that includes both of 

triggers of allergy and the ones reacting to commensal intestinal bacteria. 𝑅(𝑡) is the 

number of Treg cells suppressing each Th subsets with reactivity to different antigens. 

We assume that the enhancement of Treg cells by bacteria through production of 

metabolites is not antigen-specific. To describe interaction with intestinal microbes 

more accurately, we need a mathematical model with multiple groups of Th cells and 

Treg cells reactive to different antigens. The effect of the T cell specificity on the allergy 

development and on the treatment targeting on microbiota should be important theme of 

future theoretical study.  

Considering the parameter estimation by data fitting, the time-series data will 

be useful for evaluating the changes in the bacterial composition; however, the 

availability of sufficiently long time-series data on human intestinal microbiome is still 

limited at this moment. Hara et al. (2018) evaluated a method of constructing a pseudo-

time series of intestinal microbiome using public data on human intestinal microbiome. 

Assuming that all data can be allocated on the path from non-allergic to allergic states, 
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they estimated the transition of the intestinal microbiome structure. This method was 

originally developed for gene expression dynamic analysis using single-cell RNA-seq 

data (Ji and Ji, 2016). Although there remain some problems in its application to the 

intestinal microbiome data, the pseudo time-course data is likely to become a useful tool 

in analyzing the data using mathematical models in the near future. 

 Modification of parameter ranges based on experimental data is necessary to 

examine the realistic behavior of a coupled system between an immune system and the 

intestinal microbiome, and to provide a quantitative strategy for the allergy treatment. 

The appearance of the three states illustrated in Fig. 2 in realistic situations should be 

tested using the actual parameter ranges of a human body. Especially in the intestinal 

microbiome, a recent study considering time-series data of the intestinal microbiome 

from a fecal sample will be helpful for modeling the intestinal microbiome. For 

example, Davis et al. (2016) sampled a fecal microbiome from a female infant weekly, 

and observed a rapid change in the microbiome after a transition from breast milk to 

cow milk. If the model is expanded to have multiple compartments for each strain, the 

changes in the composition of strains can be fitted using the time-series data of 

intestinal microbiome, which would be an important theme for a future theoretical 

study.  

 In Section 4.2, the parameters related to intestinal microbiome (𝑟, 𝑔, 𝐾, and 

𝑓) are examined with their effects on the number of Th, Treg, and intestinal microbiome 

after a long time. Modifying these parameters prevents us from allergy suppressing 

differentiation into Th cells (Fig. 4). Increasing the 𝑔 parameter enhances Treg-

induction efficiency, which corresponds to the enhancement of the production of 

metabolites, such as short-chain fatty acids that enhance Treg induction. Increasing the 

value of 𝐾 may correspond to giving more resources to the intestinal environment; 

thus, then more microbe can be maintained. Increasing the value of 𝑟 corresponds to 

making microbe grow and reproduce faster. Decreasing the value of 𝑓 corresponds to 

reduction in attack on the intestinal microbiome by the Th cells. The surface of an 

intestine is covered with mucosal barriers, which is kept away from the Th cells in the 

inner layer of intestine. Once the mucosal layer is destroyed, microbiota invades the 

inner layer and inflammation is caused (Okumura and Takeda, 2017). Moreover, IgA, 
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produced mainly in mucosal membrane of small intestine, selectively reacts to specific 

proinflammatory taxa of intestinal microbiota (Macpherson et al., 2018), suggesting the 

importance of IgA in regulating intestinal microbiota composition. 𝑓 may correspond 

to the barrier function of an intestine. Okumura et al. (2016) discovered a protein that 

suppresses bacteria invasion into an inner tissue, which would be a target of treatment in 

terms of protecting the intestinal microbiome from exaggerated immune responses.  

Recently, the concept of “prebiotics” is proposed to improve the intestinal 

environment (Gibson et al. 2004). According to Gibson et al., the definition of 

prebiotics includes that the substances should stimulate the growth or activity of 

microbe associated to health and wellbeing. The concept of “probiotics” is also 

proposed, which is a method taking microbial feed supplement (Fuller, 1991). The 

effectiveness of prebiotics and probiotics on allergy suppression and immune 

dysregulation is under discussion (Forsberg et al. 2016; Dwivedi et al. 2016) and 

probiotic intervention during the neonatal age protects against asthma (Nunes et al. 

2018). Planning an intervention schedule in human life is also an important point 

considering the practical treatment method. Prebiotics and probiotics are intervention 

strategies for allergy targeting on the intestinal microbiome, and their effectiveness will 

be evaluated using parameters such as 𝑟, 𝑔, and 𝐾. Correspondence of intervention in 

each parameter and pre/probiotics methods needs to be discussed in detail in future 

works.  

Details of interaction between the peripheral immune system and intestinal 

microbiome needs to be studied. Arpaia et al. (2013) concluded that metabolites 

produced by microbiomes promote Treg production in peripheral organs, such as spleen 

and colon; however, another experimental study by Trompette et al. (2014) suggests that 

circulating the metabolites produced by microbes have an effect on dendritic cells to 

have impaired ability to induce type 2 Th cells. In the future work, not only Treg cells 

but also other immune cells such as dendritic cells, can be considered as a target of 

immune suppression by intestinal microbiome. We hope that the theoretical study of a 

simple dynamic system for interaction between the immune system and intestinal 

microbe, like the one studied in this study, might encourage the experimental study of 

their interaction leading to a novel therapeutic intervention in the near future.  
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 Appendix A     

1. Number of equilibria 

We find three types of different cases depending on the number of equilibria, as 

illustrated in Figs. 2(A), 2(B), and 2(C), respectively. The following are the details of 

this derivation: 

 Let (�̂�, �̂�, �̂�) be the equilibrium of the dynamics (Eqs. 1(a), 1(b), and 1(c)). 

Further, it satisfies the following equations: 

 �̂�＝
𝐴𝑏

𝑑ℎ𝑚
∙

𝑐

(1+𝑔�̂�)(�̂�+𝑛)
  ,      (A.1a)  

 �̂� =
𝐴𝑏

𝑑𝑟
(1 −

𝑐

1+𝑔�̂�
)  ,      (A.1b) 

 𝑟�̂� (1 −
�̂�

𝐾
) = 𝑓�̂��̂�  .      (A.1c) 

By eliminating �̂�, we obtain the following equation from Eqs. (A.1a) and (A.1b): 

 �̂� = 𝑐 [𝑑ℎ𝑚(𝑔 (
1

𝑑𝑟
+

𝑛

𝐴𝑏
) �̂� +

1−𝑐

𝑑𝑟
+

𝑛

𝐴𝑏
)]⁄  .   (A.2) 

From Eq. A.1(c), we have �̂� = 0 or 

 �̂� =
𝑟

𝑓
(1 −

�̂�

𝐾
) .      (A.3) 

[1] For the equilibria without bacterium (�̂� = 0), the other two variables are: �̂� =

𝑐 [𝑑ℎ𝑚(
1−𝑐

𝑑𝑟
+

𝑛

𝐴𝑏
)]⁄  and �̂� = 𝐴𝑏(1−𝑐)

𝑑𝑟
. 

In Fig. 2, we plot the phase plane with �̂� as vertical axis and �̂� as horizontal axis. 

This equilibrium is the intersection of the curve (A.2) and �̂� axis (indicating �̂� = 0).  

[2] For the equilibria with some bacteria (�̂� > 0), the value of Th cells and the bacteria 

abundance at the equilibrium can be obtained from Eqs. (A.2) and (A.3), respectively. 

In Fig. 2, these equilibria are graphically obtained as intersections of the curve (A.2) 

and the line (A.3) or �̂� axis (indicating �̂� = 0). As �̂� increases, the value of �̂� 

starts from a positive value �̂� = 𝑟 𝑓⁄  with �̂� = 0, decreases at a decelerating rate, and 

finally converges to �̂� = 0 when �̂� becomes very large. The curve has a negative 

slope and is convex downward. The curve can have three, two, one, or zero interactions 
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with the straight line (A.3). The value of �̂� can be obtained as positive roots of the 

following quadratic equation: 

 (1 −
�̂�

𝐾
) (𝑔 (

1

𝑑𝑟
+

𝑛

𝐴𝑏
) �̂� +

1−𝑐

𝑑𝑟
+

𝑛

𝐴𝑏
) =

𝑓𝑐

𝑟𝑑ℎ𝑚
 .  (A.4) 

 Together with the equilibrium with �̂� = 0, we have the following three cases 

differing in the number of equilibria as explained in the text. 

 

2. Local stability of the equilibria 

The local stability of the equilibrium can be calculated from the eigenvalues of the 

Jacobian of the dynamics evaluated at the equilibrium. The elements of the Jacobian are 

as follows: 

𝜕

𝜕𝐻
(
𝑑𝐻

𝑑𝑡
) = −𝑑ℎ, 

𝜕

𝜕𝑅
(
𝑑𝐻

𝑑𝑡
) =

𝐴𝑏𝑐(−1)

𝑚(1+𝑔�̂�)(�̂�+𝑛)2
, 

𝜕

𝜕𝐵
(
𝑑𝐻

𝑑𝑡
) =

𝐴𝑏𝑐𝑔(−1)

𝑚(1+𝑔�̂�)2(�̂�+𝑛)
, 

𝜕

𝜕𝐻
(
𝑑𝑅

𝑑𝑡
) = 0, 

𝜕

𝜕𝑅
(
𝑑𝑅

𝑑𝑡
) = −𝑑𝑟, 

𝜕

𝜕𝐵
(
𝑑𝑅

𝑑𝑡
) =

𝐴𝑏𝑐𝑔

(1+𝑔�̂�)2
, 

𝜕

𝜕𝑅
(
𝑑𝐵

𝑑𝑡
) = 0. 

The two other elements are expressed differently when �̂� = 0 and �̂� > 0. 

[1] For the equilibrium with �̂� = 0 

When �̂� = 0 holds at the equilibrium, we have 
𝜕

𝜕𝑅
(
𝑑𝐵

𝑑𝑡
) = 0. Thus, all the three sub-

diagonal elements of the Jacobian are zero. Therefore, the eigenvalues are: −𝑑ℎ, −𝑑𝑟, 

and 
𝜕

𝜕𝐵
(
𝑑𝐵

𝑑𝑡
) = 𝑟 − 𝑓�̂�. Consequently, the equilibrium is stable if �̂� > 𝑟 𝑓⁄ . It is 

unstable if �̂� < 𝑟 𝑓⁄ . Using �̂� = 𝑐 [𝑑ℎ𝑚(
1−𝑐

𝑑𝑟
+

𝑛

𝐴𝑏
)]⁄  at the equilibrium, we have: 

 The equilibrium is unstable if 
𝑓

𝑟
<

𝑚𝑑ℎ

𝑐
∙ (

𝑛

𝐴𝑏
+

1−𝑐

𝑑𝑟
),  (A.5) 

and is stable if the opposite inequality holds. This corresponds to Eq. (2) in text.  

[2] For the equilibrium with �̂� > 0 

For the equilibrium with �̂� > 0, we have the following Jacobian: 

 𝑀 =

(

 
 
−𝑑ℎ

𝐴𝑏𝑐(−1)

𝑚(1+𝑔�̂�)(�̂�+𝑛)2
𝐴𝑏𝑐𝑔(−1)

𝑚(1+𝑔�̂�)2(�̂�+𝑛)

0 −𝑑𝑟
𝐴𝑏𝑐𝑔

(1+𝑔�̂�)2
,

−𝑓�̂� 0 −𝑟

𝐾
�̂� )

 
 

.    (A.6) 

The characteristic function is 𝜑(𝜆) = 𝑑𝑒𝑡‖𝜆𝐼 − 𝑀‖. It is expressed as follows: 
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 𝜑(𝜆) = (𝜆 + 𝑑ℎ)(𝜆 + 𝑑𝑟)(𝜆 +
𝑟

𝐾
�̂�) 

 −𝑓�̂�
𝐴𝑏𝑐𝑔

𝑚(1+𝑔�̂�)2(�̂�+𝑛)
(𝜆 + 𝑑𝑟) − 𝑓�̂�

𝐴2𝑏2𝑐2𝑔

𝑚(1+𝑔�̂�)3(�̂�+𝑛)2
.   (A.7) 

The equilibrium is stable if all the roots of the characteristic equation 𝜑(𝜆) = 0 have 

negative real parts. One necessary condition for this is 𝜑(0) > 0. If the opposite 

inequality 𝜑(0) < 0 holds, there exists at least one real positive root, which makes the 

equilibrium unstable (because 𝜑(∞) < ∞). It is  

𝑑ℎ𝑑𝑟
𝑟𝑚

𝑓𝐾𝑔
<

𝐴𝑏𝑐𝑑𝑟

(1+𝑔�̂�)2(�̂�+𝑛)
+

𝐴2𝑏2𝑐2

(1+𝑔�̂�)3(�̂�+𝑛)2
. Using (A.1a) and (A.1b), we can rewrite the 

right-hand side of this inequality as 
�̂�2𝑑𝑟

2𝑚2

𝑐
(
1

𝑑𝑟
+

𝑛

𝐴𝑏
). Thus, we have 

 𝜑(0) < 0 is equivalent to 𝑟

𝑓𝐾
<

�̂�2𝑑ℎ𝑚𝑔

𝑐
(
1

𝑑𝑟
+

𝑛

𝐴𝑏
).   (A.8) 

We observe that this inequality is closely related to the slope of the curve (Eq. (A.2)) 

and the straight line (Eq. (A.3)) at the corresponding intersection on the (�̂�, �̂�)-plane 

(see Fig. 2##). Note that the slope of the straight line (Eq. (A.3)) is 

  (
𝑑�̂�

𝑑�̂�
)
(A.3)

= − 𝑟
𝑓𝐾

, 

and the slope of the curve (Eq. (A.2)) is 

  (
𝑑�̂�

𝑑�̂�
)
(A.2)

=
(−1)𝑐𝑔(

1

𝑑𝑟
+
𝑛

𝐴𝑏
)

𝑑ℎ𝑚(𝑔(
1

𝑑𝑟
+
𝑛

𝐴𝑏
)�̂�+

1−𝑐

𝑑𝑟
+
𝑛

𝐴𝑏
)
2. 

Using Eq. A.1(a), we can rewrite the right-hand side as (−1)
�̂�2𝑑ℎ𝑚𝑔

𝑐
(
1

𝑑𝑟
+

𝑛

𝐴𝑏
). Thus, 

the inequality (A.8) is equivalent to that the slope of the straight line is sharper (more 

strongly negative) than the slope of the curve. Furthermore, we can conclude that 

𝜑(0) < 0 holds for the equlibrium with positive but smaller �̂� when there are two 

equilibria with �̂� > 0 (i.e. Case 1). This equilibrium is unstable because it has at least 

one positive eigenvalue of Jacobi matrix.  

 Similarly, the opposite inequality 𝜑(0) > 0 holds for the positive equilibrium 

with a larger �̂� when there are two positive equilibria (Case 1), and for the equilibrium 

with a positive �̂� when there is a single equilibrium with �̂� > 0 (Case 2). However, 

we cannot conclude the stability of these equilibria because 𝜑(0) > 0 is only a 
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necessary condition for the stability. In all the cases examined in this study, we 

observed that the positive equilibria are locally stable, which is checked by numerical 

calculation as far as we examined. 

Appendix B 

We calculated the equilibria of �̂�, �̂�, and �̂� and explained how they depend on 

parameters 𝑔, 𝑟, 𝐾, and 𝑓. In Section 4.2, two figures are presented for the 

combination of 𝑟 and 𝐾 (Figs. 4(A1)–4(A3)) and combination of 𝑔 and 𝑓 (Figs. 

4(B1)–4(B3)). In this section, we present the rest of the figures representing other 

combinations of parameters. The implications of these results are similar to those 

discussed in Section 4.2 in text: Low 𝑟 and high 𝑓 are likely to cause a dysbiotic state 

(Figs. 5(B1)–5(B3) and 5(C1)–5(C3)).  

 

(i) Effects of 𝑔 and 𝐾  

Figs. 5(A1), 5(A2), and 5(A3) show the value of �̂�, �̂�, and �̂�, respectively varying 𝑔 

and 𝐾, after 𝑡 = 50000. The initial values are (𝐻(0), 𝑅(0), 𝐵(0)) = (7.29,576, 16). 

Within the non-dysbiotic states (labeled as “N”), when enhancing 𝑔 or 𝐾, the Th cells 

are suppressed (smaller �̂�, Fig. 5(A1)) and the Treg cells are enhanced (larger �̂�, Fig. 

5(A2)). In terms of abundance of the intestinal microbiome �̂�, a change in 𝐾 has a 

larger effect than a change in 𝑔 (Fig. 5(A3)). Changing 𝐾 from 10–100 have drastic 

effects on the abundance of the intestinal microbiome; however, the effects are not 

directly reflected by the number of Th cells (Fig. 5(A1)). 𝐾 is the microbial biomass 

that is to be stably maintained in the intestinal environment, and 𝑔 is the strength of 

Treg induction by the microbes. 𝐾 has a direct effect on the number of microbe �̂� 

(Fig. 5(A3)), but a few microbes (low 𝐾) can induce many Treg cells if the Treg 

induction by each bacterium is strong (i.e., high 𝑔) (Figs. 5(A1) and 5(A2)).  

 

(ii) Effects of 𝑔 and 𝑟 

Figs. 5(B1), 5(B2), and 5(B3) show the value of �̂�, �̂�, and �̂�, respectively, after 𝑡 =

50000 for different combinations of 𝑔 and 𝑟. The initial values are 

(𝐻(0), 𝑅(0), 𝐵(0)) = (25, 289, 0.01). If 𝑟 ≤ 0.02, the patients are in the condition of 

dysbiosis (Fig. I; �̂� = 0) and show a high Th level, indicating a dysbiotic state (Fig. 
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5(B1)). If 𝑟 ≥ 0.03, the patients are in the non-dysbiotic state (N) with a lower Th 

level, compared to the case of 𝑟 ≤ 0.02 (Fig. 5(B1)), and they have a positive 

abundance of Treg-inducing bacteria (Fig. 5(B3)). In the non-dysbiotic states, the Th 

cells are suppressed when 𝑔 and 𝑟 are enhanced (Fig. 5(B1)). As 𝑔 increases, the Th 

level (�̂�) is suppressed (Fig. 5(B1)) and the Treg level (�̂�) is enhanced (Fig. 5(B2)). 

Drastic changes in the numbers of Th and Treg cells (Figs. 5(B1) and 5(B2)) are caused 

by enhanced 𝑔 rather than enhanced 𝑟. In contrast, �̂� did not change much in 

response to the change in 𝑔 (Fig. 5(B3)). 𝑟 represents the intrinsic rate of natural 

increase of microbe, or the growth speed of 𝐵(𝑡). Figs. 5(B1) and 5(B2) illustrate that 

the growth rate of microbe (𝑟) has less effect on the Th and Treg cells than the induction 

efficiency of Treg (𝑔), which indicates that the disadvantage of slowly growing microbe 

can be overcome if it has a high Treg-induction efficiency. In addition, 𝑟 should be 

larger than 0.02 to avoid dysbiosis and allergy. 

 

(iii) Effects of 𝐾 and 𝑓  

Figs. 5(C1), 5(C2), and 5(C3) show the value of �̂�, �̂�, and �̂�, respectively for varying 

𝐾 and 𝑓, after 𝑡 = 50000. The initial values are (𝐻(0), 𝑅(0), 𝐵(0)) =

(7.29,576, 16). Within the non-dysbiotic states, when enhancing 𝐾 or reducing 𝑓, the 

Th cells are suppressed (shown as smaller �̂� in Fig. 5(C1)), the Treg cells are 

enhanced (shown as larger �̂�, in Fig. 5(C2)), and the bacteria are enhanced (shown as 

larger �̂� in Fig. 5(C3)). When 𝑓 is large (𝑓 ≥ 0.007), patients are present in the 

dysbiotic state, even if 𝐾 is enhanced (Fig. 5(C3)). Even if the carrying capacity of the 

bacteria is large, they are driven away if exposed to a strong attack by the Th cells. 

 

(iv) Effects of 𝑟 and 𝑓  

Figs. 5(D1), 5(D2), and 5(D3) show the value of �̂�, �̂� and �̂�, respectively, varying 𝑟 

and 𝑓, after 𝑡 = 50000. The initial values are (𝐻(0), 𝑅(0), 𝐵(0)) = (7.29, 576, 16). 

Within the non-dysbiotic states, when enhancing 𝑟 or reducing 𝑓, the Th cells are 

suppressed (shown as smaller �̂� in Fig. 5(D1)), the Treg cells are enhanced (shown as 

larger �̂� in Fig. 5(D2)) and the bacteria are enhanced (shown as larger �̂� in Fig. 

5(D3)). The dysbiotic state appears when 𝑟 is small and 𝑓 is large. By enhancing 𝑟 
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(to be 𝑟 ≥ 0.02) or reducing 𝑓 (to be 𝑓 ≤ 0.004), patients can exit from the dysbiotic 

state and achieve the non-dysbiotic state. The disadvantage of strong suppression by Th 

on bacteria (high level of 𝑓) can be compensated by enhancing the growth rate of 

bacteria (enhance 𝑟); and the disadvantage of slow growth of bacteria (low level of 𝑟) 

can be compensated by reducing Th attacks (reduce 𝑓). 
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Table 

 

Table 1    Parameters in the model 

Parameters included in the model are listed with their symbols, names, and units. 

“Cell”, “Bacteria,” and “Antigen” are the units of Th and Treg cells, intestinal microbes, 

and antigens, respectively. 

 

  

Symbol Name Unit 

B(t)  Number of bacteria Bacteria 

H(t)  Number of Th2 

(indicator of allergic symptom) 

Cell 

R(t)  Number of iTreg cells  Cell 

A  Amount of antigen Antigen/Day 

b Sensitivity of naive T cells 

differentiate into Th or Treg cells 

Cell/Antigen 

c Base level of differentiation into Th 

cells 

1 

dh Decay rate of Th cells 1/Day 

dr Decay rate of iTreg cells 1/Day 

m Suppression effect by Treg 1/Cell 

n Number of nTreg cells Cell 

g Treg induction efficiency 1/Bacteria 

f Suppression effect on bacteria 
1/(Cell・Day) 

r Growth rate of bacteria 1/Day 

K Carrying capacity of bacteria Bacteria 
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Figures 

 

Figure 1  

 

Scheme of the model. Allergen particles are presented to the naïve T cells (Th0), which 

subsequently produce Ab differentiated T cells. Fraction 
𝑐

1+𝑔∙𝐵(𝑡)
 of the naïve T cells 

differentiates into Th cells, and fraction (1 −
𝑐

1+𝑔∙𝐵(𝑡)
) differentiates into Treg cells. 

(1 + 𝑔 ∙ 𝐵(𝑡)) corresponds to the induction of Treg cells by the intestinal microbiome 

and 𝑔 indicates the induction strength of Treg cells. The Th and Treg cells have decay 

rates of dh and dr, respectively. The total number of naturally occurring regulatory T 

(nTreg) cells is indicated by n. 𝑓 is the reduction rate of microbes per Th cell. 
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Figure 2  

Three cases with different number of equilibria. The vertical axis corresponds to �̂� 

(equilibrium level of the Th cells) and 

horizontal axis corresponds to �̂� 

(equilibrium level of the intestinal 

microbiome). The growth rate of bacteria 

is indicated by 𝑟, which is varied among 

the three figures, and the other parameters 

are fixed as 𝐴 = 1, 𝑏 = 1, 𝑐 = 0.7, 𝑑ℎ =

0.1, 𝑑𝑟 = 0.001,𝑚 = 0.001, 𝑔 =

0.01, 𝑛 = 1, 𝐾 = 90, 𝑎𝑛𝑑 𝑓 = 0.001. The 

black curves represent Eq. 2(a) in text, 

indicating the equilibrium Th level for a 

given Treg-inducing microbe level �̂�. The 

grey straight lines represent Eq. 2(b) in 

text, indicating the equilibrium bacterial 

level for a given immune activity. Their 

intersections are the equilibria of the 

dynamics (Eq. (1)). The solid circles 

represent stable equilibria, and the open 

circles represent unstable equilibria. 

According to the number of equilibria, we 

classified the following three cases: (A) 

[Case 1] 𝑟 = 0.01, with �̂� = 0 as the 

only stable steady state. 

(B) [Case 2] 𝑟 = 0.02, with one positive stable steady state and another positive 

unstable one, in which �̂� = 0 is the stable steady state. (C) [Case 3] 𝑟 = 0.03, with 

one positive stable steady state and �̂� = 0 is the unstable steady state. 

  



 96 

Figure 3 

 

Parameter dependence of the equilibria. We varied some parameters' values and 

analytically calculated the intersection of Eqs. 2(a) and 2(b), which corresponds to the 

equilibria of �̂� and �̂� in this system. The black solid lines show the value of the 
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stable equilibria, and the black dotted lines show that of the unstable equilibria. The 

grey dashed line represents the equilibria of the dynamics; however, the value is 

accompanied by negative �̂�. Thus, we can ignore them in this context. The value of �̂� 

and �̂� are shown in the parts in the left (Figs. 3(A), 3(C), 3(E), 3(G), and 3(I)) and 

those in the right (Figs. 3(B), 3(D), 3(F), 3(H), and 3(J)), respectively.  

Figs. 3(A) and 3(B) show the results of varying f (suppression effect of Th on 

bacteria). The parameters, except for f, are set at the following standard values: 𝐴 =

1, 𝑏 = 1, 𝑐 = 0.7, 𝑑ℎ = 0.1, 𝑑𝑟 = 0.001,𝑚 = 0.001, 𝑔 = 0.1, 𝑛 = 1, 𝐾 = 10, 𝑟 = 0.01, 

and 𝑓 = 0.001.  

Figs. 3(C) and 3(D) show the results for different values of m (Treg 

suppression strength), which are on the horizontal axes. The other parameters are set at 

the standard parameter values.  

Figs. 3(E) and 3(F) show the results for different values of g (Treg induction 

efficiency of the microbes), which are on the horizontal axis. The other parameters are 

set at the standard parameter values, except for 𝑟 = 0.02.  

Figs. 3(G) and 3(H) show the results for different values of r (growth rate of 

the microbes), which are on the horizontal axis. The other parameters are set at the 

standard values, except for 𝑔 = 0.08.  

Fig 3(I) and 3(J) show the results for different values of K (carrying capacity of 

the microbes), given on the horizontal axis. The other parameters are set at the standard 

values, except for 𝑔 = 0.05.  
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Figure 4 

 

Effects of bacteria-related parameters on equilibria (r and K; f and g). We vary the 

bacteria-related parameters (r, g, f, and K) for ten levels and numerically calculate the 

abundance of Th (�̂�), Treg (�̂�), and Treg-inducing intestinal microbes (�̂�) after a 

sufficiently long time (t =50000) has passed. Each cell has the values of �̂�, �̂�, and �̂� 

in it, and its color represents the magnitude. Each graph has a color scale presenting 

values beside it.  

The symbols “D” and “N” indicate that the corresponding area is in dysbiosis (�̂� = 0) 

and non-dysbiosis state (�̂� > 0), respectively. All parameters except for r, g, f, and K 

are fixed as 𝐴 = 1, 𝑏 = 1, 𝑐 = 0.7, 𝑑ℎ = 0.1, 𝑑𝑟 = 0.001,𝑚 = 0.001, 𝑔 = 0.01, 𝑟 =

0.01,𝑛 = 1, 𝐾 = 10, 𝑎𝑛𝑑 𝑓 = 0.001.  

Figs. 4(A1), 4(A2), and 4(A3) illustrate the results for different values of r 

(growth rate; on the horizontal axis) and K (carrying capacity; on the vertical axis). The 

“D” area with 𝑟 = 0.01, 0.02 has a high Th level, low Treg level, and almost zero 

microbes; which correspond to a dysbiotic state.  

Figs. 4(B1), 4(B2), and 4(B3) illustrate the result for different f (suppression 

effect on the microbes by the Th cells; on the horizontal axis) and g (Treg induction 

efficiency; on the vertical axis). “D” appears where f is large and g is small. 
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Figure 5 

 

Effects of bacteria-related parameters on equilibria (combinations other than those in 

Figure 4). We vary the bacteria-related parameters (r, g, f, and K) for ten levels and 
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numerically calculate the abundance of Th (�̂�), Treg (�̂�), and Treg-inducing intestinal 

microbes (�̂�) after a sufficiently long time (t =50000) has passed. Each cell has the 

values of �̂�, �̂�, and �̂� in it, and its color represents the magnitude. Each graph has a 

color scale presenting values beside it.  

The symbols “D” and “N” indicate that the corresponding area are in dysbiosis (�̂� = 0) 

and non-dysbiosis state (�̂� > 0), respectively. All parameters except for r, g, f, and K 

are fixed as 𝐴 = 1, 𝑏 = 1, 𝑐 = 0.7, 𝑑ℎ = 0.1, 𝑑𝑟 = 0.001,𝑚 = 0.001, 𝑔 = 0.01, 𝑟 =

0.01,𝑛 = 1, 𝐾 = 10, 𝑎𝑛𝑑 𝑓 = 0.001.  

Figs. 5(A1), 5(A2), and 5(A3) illustrate the results for different values of g 

(Treg induction efficiency; on the horizontal axis) and K (carrying capacity; on the 

vertical axis). The “N” area, where both g and K are large, represents a lower Th level 

and higher Treg and microbe levels; and the “D” area, where either g or K is small, 

represents the dysbiotic state.  

Figs. 5(B1), 5(B2), and 5(B3) illustrate the results for different values of g 

(Treg induction efficiency; on the horizontal axis) and r (growth rate; on the vertical 

axis). The “D” area with 𝑟 = 0.01, 0.02 has a high Th level, low Treg level, and 

almost zero microbes. The “N” area has a relatively low Th level and high Treg and 

microbe levels. 

Figs. 5(C1), 5(C2), and 5(C3) illustrate the results for different values of f 

(suppression effect on the microbes by the Th cells; on the horizontal axis) and K 

(carrying capacity; on the vertical axis). “D” appears where f is large and K is small. 

Figs. 5(D1), 5(D2), and 5(D3) illustrate the results for different values of f 

(suppression effect on the microbes by the Th cells; on the horizontal axis) and r 

(growth rate; on the vertical axis). “D” appears where f is large and r is small. 
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Chapter 3: Autoimmune diseases initiated by pathogen infection: Mathematical 

modeling 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The study in this chapter, done in collaboration with Dr. Yoh Iwasa, was published in 

Journal of Theoretical Biology 498:110296 in 2020 
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Abstract    

Many incurable diseases in humans are related to autoimmunity and are initially induced 

by a viral infection. Presumably, the virus has antigens with epitopes similar to those 

found in components of the host’s body, thus allowing it to evade immune surveillance. 

Viral infection activates the immune system, which results in viral clearance. After 

infection, the enhanced immune system may begin to attack the host’s cells, tissues, and 

organs. In this study, we developed a simple mathematical model in which we identify 

the conditions needed to trigger an autoimmune response. This model considers the 

dynamics of T helper (Th) cells, viruses, self-antigens, and memory T cells. Viral 

infection results in a temporal increase in viral abundance, which is suppressed by an 

increase in the number of Th cells. For the virus to be eliminated from the body, the level 

of Th cells must be maintained above a certain threshold to prevent viral replication, even 

in the absence of virus in the body. This role is realized by memory T cells produced 

during temporal viral infections. Thus, we investigated the conditions needed for the 

immune response to be enhanced after viral infection and concluded that cross-immunity 

must be weak for negative selection and T-cell activation but strong for antigen-

suppressing reactions. We also discuss alternative models of cross-immunity and possible 

extensions of the model.  

 

Key words: autoimmunity, molecular mimicry, immune memory. 
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1. Introduction 

The immune system is designed to defend the body from pathogens, such as viruses, 

bacteria, and parasites. However, the immune system can sometimes attack the body, 

resulting in serious autoimmune disorders. In fact, many incurable diseases in humans 

have some elements of autoimmunity, including rheumatoid arthritis, systemic lupus 

erythematosus (SLE), scleroderma, multiple sclerosis, and myasthenia gravis.  

 To prevent autoimmunity, multiple mechanisms exist to distinguish between the 

body’s own antigens and potentially harmful foreign antigens. Because of these 

mechanisms of immune tolerance that prevent the immune system from attacking self-

antigens, autoimmunity is usually suppressed. Under normal conditions, when the body 

is infected by a virus or other pathogen, the immune system is activated in an attempt to 

eliminate the pathogen. However, after the pathogen is successfully cleared from the body, 

the immune system may start attacking the body, to which the immune system was 

tolerant before the infection.  

 The main mechanisms of autoimmunity have not yet been fully elucidated. 

Several studies suggest that autoimmunity is triggered by pathogen infection (Root-

Bernstein & Fairweather 2014). Pender (2003) pointed out that Epstein-Barr virus (EBV) 

is associated with the development of various chronic autoimmune diseases and 

hypothesized that EBV has a unique ability to induce autoimmunity. Another possible 

scenario is known as “molecular mimicry,” which is a mechanism whereby pathogens 

evade immune system surveillance by presenting antigens that are similar to the body’s 

own antigens, leading to autoimmunity. Many models have been used to analyze the 

different aspects of molecular mimicry (Blyuss & Nicholson 2012, 2015; Delitala et al., 

2013; Root-Bernstein & Fairweather 2014). Blyuss and Nicholson (2012, 2015) 

hypothesized that T cells with different activation thresholds to self-antigens exist, 

effectively simulating autoimmunity. Delitala et al. (2013) also modeled molecular 

mimicry but focused on comparing the effects between molecular mimicry and genetic 

alteration on the development of autoimmunity. 

 In the present study, we developed simple mathematical models for autoimmune 

disease after a viral infection event. The scenario we consider is as follows: two types of 

antigens, pathogenic (viral) antigens and host antigens (self-antigens), exist in large 
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quantities in the body. The immune system does not attack the self-antigens because of 

negative selection, which reduces the number of undifferentiated T cells reactive to self-

antigens. At a certain timepoint, a pathogen invades the host body and quickly replicates 

and becomes abundant. This pathogen is subsequently suppressed by enhanced T helper 

cells (Th cells) that are reactive to the pathogen’s antigens. Some naïve T cells become 

memory T cells, which persist in the host’s body and continue to produce active Th cells 

at a threshold level, which is an amount high enough to eliminate the pathogen from the 

body. However, due to cross-immunity, these Th cells start to attack the self-antigens, 

resulting in autoimmunity. This scenario requires the following four key processes in the 

model: 

[1] Immune tolerance: There must be mechanisms of immune tolerance. The most 

important among them is the negative selection of immune cells during selection in the 

thymus, i.e. when naïve immune cells are killed or inactivated when they encounter self-

antigens present in the thymus (Takaba and Takayanagi, 2017). Additionally, naïve Th 

cells must be activated when they encounter a specific antigen in peripheral tissues, 

becoming fully effective in the presence of additional factors. In the absence of these 

factors, the immune response does not occur (i.e., anergy) (Appleman and Boussiotis, 

2003). Finally, there are regulatory T cells that suppress T cell activation after 

encountering the antigen and Th cells in the peripheral tissues (Sakaguchi et al., 2008). 

[2] Immune memory: After temporary abundance, the invading pathogen (virus) is 

eliminated from the body. This requires memory T cells or long-life immune cells 

(Wodarz & Nowak, 2000; Wodarz et al., 2000a, 2000b). Otherwise, the pathogen stays 

in the body, albeit at a low level.  

[3] Cross-immunity: The immune reactions of Th cells to the self-antigen and to the virus 

are not perfectly independent, a process known as “cross-immunity.” There are several 

forms of cross-immunity, each differing in outcome.  

[4] Danger signal: In addition, the immune system tends to target antigens that are judged 

as likely to be pathogenic (Matzinger, 1994, 1998). For example, some pathogens have 

regions called “pathogen-associated molecular patterns (PAMPs)” and “damage-

associated molecular patterns (DAMPs),” denoting proteins that immune cells are able to 
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recognize (Pradeu & Cooper, 2012). We referred to this as the “danger signal,” which 

warns the immune system of the potential pathogenicity of the focal antigen.  

 We considered a dynamic system of virus abundance, Th cells reactive to self-

antigens, Th cells reactive to viruses (i.e. foreign antigens), and memory T cells that 

increase the number of Th cells reactive to the virus. Here, we investigated whether or 

not there exists a situation in which this scenario can be realized, and determined the 

parameter combinations required for this scenario to be likely to occur, investigating 

alternative modes of cross-immunity, parameter dependence, and extensions of the basic 

model. We aimed to develop a mathematical framework to understand the development 

of autoimmunity caused by molecular mimicry. 

 

2. Model considering cross-immunity 

We considered a scenario in which the immune response to self-antigens becomes inflated 

after a temporal event of viral infection. Because the virus and self-antigen are 

immunologically similar, the enhanced immune activity starts to attack the host self-

antigen. We focused on situations in which, without viral infection, the immune system 

attacks the self-antigen at a very low level, that is, one that is tolerable for the host. The 

enhancement of the immune response of the host is caused by a temporary viral infection 

and results in autoimmunity.  

 To be specific, we considered two different antigens: viral particles and self-

antigens. The former does not exist initially, but then it invades the host body in small 

quantities and proliferates within the host. In contrast, self-antigens exist in the body in 

large amounts, and this amount does not increase. We considered two different Th cells 

that react to the virus and to self-antigens, respectively. Let 𝑉 be the abundance of the 

virus, 𝐻𝑣  the number of Th cells reactive to the virus, 𝐻𝑠  the number of Th cells 

reactive to the self-antigen, and 𝑀 the number of memory T cells. Figure 1 illustrates 

the interaction between the variables considered in the model. The dynamics of these 

variables are given by the following equations:  

2.1 Model equations 
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{
  
 

  
 
𝑑𝑉(𝑡)

𝑑𝑡
= 𝑟𝑇𝑉(𝑡) − 𝑘𝑉(𝑡)(𝐻𝑣(𝑡) + 𝛽1𝐻𝑠(𝑡))       ,                               (1a)

𝑑𝐻𝑣(𝑡)

𝑑𝑡
= 𝛼(𝑉(𝑡) + 𝛽2𝑆) + 𝑞𝑀(𝑡) − 𝑑ℎ𝐻𝑣(𝑡)        ,                          (1b)

𝑑𝐻𝑠(𝑡)

𝑑𝑡
=

𝛼

1+ℎ𝑆0
2 (𝛽2𝑉(𝑡) + 𝑆) − 𝑑ℎ𝐻𝑠(𝑡)      ,                                        (1c)

𝑑𝑀(𝑡)

𝑑𝑡
= 𝜌𝐷𝑣𝑉(𝑡)                        ,                                                             (1d)

 

[Immune response] =   𝑆𝐻𝑠(𝑡) + 𝑉(𝑡)𝐻𝑣(𝑡) + 𝛽3(𝑉(𝑡)𝐻𝑠(𝑡) + 𝑆𝐻𝑣(𝑡))   .      (1e)   

Equation (1a) represents viral dynamics. Virus abundance increases exponentially with 

the growth rate 𝑟. We assumed that the target cell abundance is a constant (𝑇 = 0.1). The 

second term on the right-hand side indicates the decay of virus due to immune reactions, 

with a rate proportional to the weighted sum of two types of Th cells (𝐻𝑣 + 𝛽1𝐻𝑠) with 

a 𝑘 rate coefficient. 𝛽1 denotes the strength of cross-immunity, indicating the degree 

to which Th cells specific to self-antigens (𝐻𝑠) contribute to the removal of the virus from 

the body.  

 Equation (1b) represents the dynamics of Th cells reactive to virus. The first term 

on the right-hand side indicates the growth of 𝐻𝑣. 𝛼 is the rate of supply of naive Th 

cells, which are activated in proportion to the virus abundance 𝑉. They are also activated 

by the self-antigen 𝑆 multiplied by weight 𝛽2because of the similarity between the two 

antigens. This is the second form of cross-immunity. The second term on the right-hand 

side represents the effect of memory T cells (discussed below). The third term denotes 

the decay of 𝐻𝑣 with rate 𝑑ℎ.  

 Equation (1c) represents the dynamics of Th cells reactive to self-antigen 𝑆. 

Negative selection in the thymus suppresses the number of naive T cells, as indicated by 

𝛼 (1 + ℎ𝑆0
2)⁄ , where 𝑆0 is the abundance of self-antigen in the thymus during the T cell 

training stage. These naive T cells should be activated by contact with the self-antigen 𝑆 

and the virus abundance 𝑉, the latter being multiplied by weight 𝛽2 for cross-immunity 

of the second type. The last term of Eq. (1c) denotes the decay of Th cells at a rate 𝑑ℎ.  

 Equation (1d) represents the dynamics of memory T cells that are specific to the 

virus. The number of memory T cells increases at a rate proportional to the abundance of 

virus within the body. Because memory T cells have a long lifetime, we assumed that 

their decay rate can be neglected.  
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 The high number of memory T cells indicates the amplification of virus within 

the body. Once a particular viral strain becomes abundant, Th cells reactive to its antigen 

are produced, which are later converted into corresponding memory T cells, which remain 

active for the host’s lifetime. These memory T cells produce Th cells reactive to the 

corresponding antigen, as indicated by 𝑞𝑀, the second term on the right-hand side of Eq. 

(1b), and maintain helper T abundance at a positive level.  

 We assumed that memory T cell production depends on the danger factor 𝐷𝑣 , a 

quantity suggesting that the virus is likely to be pathogenic and potentially harmful to the 

body (Pradeu & Cooper, 2012). 𝐷𝑣  is inflated by signals given by natural immunity or 

by the body realizing the harmfulness of the antigens. Here, we consider 𝐷𝑣  as a constant 

specific to each type of antigen, depending on their similarity to pathogenic proteins 

known to be dangerous. We did not consider memory T cells as Th cells reactive to self-

antigens 𝑆, as they are non-pathogenic.  

 Equation (1e) represents the intensity of the total immune reaction. The total 

immune reaction can be obtained after calculating 𝑉, 𝐻𝑣, 𝐻𝑠 and 𝑀, independent of 

the dynamics of these variables in Eq. (1a-1d).  It includes a term corresponding to the 

third form of cross-immunity, in which the Th specific to self-antigen also causes harmful 

reactions to the host. The magnitude of this cross-immunity reaction 𝛽3  may not be 

proportional to the cross-immunity reaction, indicating the effectiveness of removing the 

virus from the host body 𝛽1, as shown in Eq. (1a), or the cross-immunity of activating 

the Th cells 𝛽2, as included in Eqs. (1b) and (1c), respectively. In this study, the initial 

values were set to (𝑉(0),𝐻𝑣(0),𝐻𝑠(0),𝑀(0)) = (0, 0, 0, 0). The timing of the viral 

infection was set at 𝑡𝐼 = 500 and 𝑉(𝑡𝐼) = 0.01. 

 

2.2 Enhanced immune response after pathogen infection 

In Appendix A, we derived the following conditions to characterize any equilibrium state 

for the system of Eq. (1): 

�̂� = 0, �̂�𝑣 =
𝑞�̂� + 𝛼𝛽2𝑆

𝑑ℎ
, and �̂�𝑠 =

𝛼𝑆

𝑑ℎ(1 + ℎ𝑆0
2)
. (2a) 

.     

Note that the dynamics in Eq. (1) have an infinite amount of equilibria, differing at the 

level of the memory T cells �̂�. As indicated by Eq. (1d), the memory T cells would not 
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decrease in abundance, and the final value of �̂� depends on the history of the system. 

According to the numerical analysis, the final value of �̂� increases with the speed of 

memory T cell formation 𝜌. When 𝜌 is very small but positive, we can calculate the 

minimum value of �̂� ; 𝑀∗ =
𝑑ℎ

𝑞
[
𝑟

𝑘
− 𝛼𝛽1 (

1

𝑑ℎ
+

𝛽2

𝑑𝑠(1+ℎ𝑆0
2)
) 𝑆]  (see Appendix B for 

derivation). In general, the final value of 𝑀 is larger than this.  

 In Appendix A, we derive the following formula for the magnitude of the total 

immune response given by Eq. (1e) at equilibrium, after the pathogen has been eliminated 

from the body by the immune system: 

 

[Immune response] =   
𝛼𝑆2

𝑑ℎ(1+ℎ𝑆0
2)
+

𝛽3𝑆(𝑞�̂�+𝛼𝛽2𝑆)

𝑑ℎ
. (2b)

  

Note that 𝑆 denotes the abundance of self-antigens and is a constant. �̂� denotes the 

abundance of memory T cells reactive to the foreign antigen (virus). �̂� is zero before 

the infection but increases while 𝑉  is growing. After 𝑉  becomes zero, �̂�  remains 

positive. The biological meaning is as follows: before infection, memory T cells are not 

produced without viruses. After the infection, memory T cells remain and constantly 

supply Th cells specific to the virus. Thus, the immune response to self-antigens by cross-

immunity remains, and we assume that this is autoimmunity caused after infection.  

  

  

3. Different modes of cross-immunity 

Cross-immunity is vital to the scenario presented in this study. In Eq. (1), we consider 

three different ways in which cross-immunity works. First, the Th cells reactive to the 

self-antigen may also be partly reactive to the virus and may attack it, contributing to the 

removal of the virus from the body, although to a lesser extent than the Th cells 

intrinsically reactive to the virus, as shown in Eq. (1a). The effectiveness of cross-

immunity of this type is denoted by 𝛽1. Second, the Th cells reactive to the virus may 

also be activated by contact with the self-antigen in a manner less effective than by 

contact with the virus, as shown in Eq. (1b). Additionally, the Th cells reactive to the self-

antigen may be activated by contact with the virus; this activation is less effective than 
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that caused by contact with self-antigen, as shown in Eq. (1c). The effectiveness of the 

cross-immunity of type 2 is indicated by 𝛽2. Finally, the Th cells reactive to the virus 

may also be reactive to the self-antigen, resulting in an immune response. The 

effectiveness of this response has a weighing factor 𝛽3, as shown in Eq. (1e).  

 Among the four terms of the total immune response in Eq. (1e), the first term 

𝑆𝐻𝑠 is small because the Th cells reactive to self-antigens are suppressed to low levels 

by the negative reaction in the thymus. The terms 𝑉𝐻𝑣 and 𝛽3𝑉𝐻𝑠 can be neglected as 

the virus will eventually be cleared from the body. In contrast, the last term 𝛽3𝑆𝐻𝑣 is 

likely to be important in inducing autoimmunity, as the amount of self-antigen is abundant 

in the body, but also because the amount of Th cells reactive to the virus is maintained by 

memory T cells (i.e. immune memory). 

 A more quantitative argument is provided in Eq. (2b). The enhanced immune 

response is denoted by the second term on the right-hand side. Since this term is 

multiplied by 𝛽3, the immune reaction is enhanced only when 𝛽3 > 0. When 𝛽3 = 0, 

there is no enhanced immune response. In contrast, the second term does not include 𝛽1 

explicitly, but 𝛽1 may also have some effect on �̂�. 𝛽2 appears in the term explicitly 

and may, in addition, affect �̂�.  

 

3.1 Presence and absence of different modes of cross-immunity 

We investigated the effect of different modes of cross-immunity by calculating the 

dynamics for eight different conditions, in which 𝛽1 was either 0 or 0.3, 𝛽2 was either 

0 or 0.3, and 𝛽3 was either 0 or 0.3 (23 = 8 cases).  

 Figure 2A illustrates the trajectories of the immune response level for different 

combinations of cross-immunity. Those with positive 𝛽3 exhibit an immune response 

level after infection greater than the one before infection. In contrast, those with 𝛽3 = 0 

have a final immune response level that is exactly equal to the level before infection 

(labeled as V). This result is consistent with Eq. (2b), which states that enhancement of 

the immune response occurs only when 𝛽3 > 0.  

 Among those with 𝛽3 > 0 , the case without the two other types of cross-

immunity (𝛽1 = 0, 𝛽2 = 0, 𝛽3 > 0.3) developed the highest level of immune response 

(labeled as I), while the case with all three types of cross-immunity present (𝛽1 = 0.3, 
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𝛽2 = 0.3, 𝛽3 > 0.3) achieved the lowest immune response level (labeled as IV). Two 

other cases are between these extremes, but the case of 𝛽1 = 0.3, 𝛽2 = 0, and 𝛽3 > 0.3 

(labeled as ii) had a slightly higher level of final immune reaction than the case with 𝛽1 =

0, 𝛽2 = 0.3, and 𝛽3 > 0.3 (labeled as iii).  

The immune response was slightly higher when 𝛽2 = 0 (labeled as i and ii) 

than when 𝛽2 > 0. The immune response directly increased with 𝛽2  and indirectly 

decreased via reduction of �̂�. These two effects canceled each other out and resulted in 

a small net effect of 𝛽2 on the immune response. This result was similar to that obtained 

for Th cells specific to pathogens (𝐻𝑣 Fig. 4B in Appendix C).  

 Figure 2B illustrates the typical trajectories of 𝑀, the number of memory T cells 

reactive to viral proteins. Because 𝛽3 has no effect on the dynamics, the trajectory of 𝑀 

should be independent of 𝛽3. The final level of 𝑀 decreased with 𝛽1 and 𝛽2. Cross-

immunity including the virus and Th cells reduced the replication and spread of the virus, 

leading to a lower final level of memory T cells. The reductions of �̂� by 𝛽1 and 𝛽2 

were very similar. The amount of induced memory T cells reflected the magnitude of the 

viral outbreak (𝑉 Fig. 4A in Appendix C). 

 We performed a similar analysis to the effect of different modes of cross-

immunity on several different aspects of the dynamics (𝑉, 𝐻𝑣, and 𝐻𝑠). Our results are 

explained in Appendix C.  

 

3.2 Regression analysis  

To understand the relative importance of the three modes of cross-immunity, we 

performed linear regression analysis using the values of the immune response and 

memory T cell levels in 𝛽1 , 𝛽2 , and 𝛽3  (logarithmic scale). We generated 800 

combinations of 𝛽1 , 𝛽2 , and 𝛽3  randomly by choosing each 𝛽𝑖  from a uniform 

distribution over 0 < 𝛽𝑖 < 0.3, with the other parameters fixed at the standard values 

(𝑟 = 3, 𝑘 = 0.1,  𝐷𝑣 = 1,𝛼 = 1, 𝑞 = 1, ℎ = 1, 𝑑ℎ = 0.1, 𝑆 = 1, 𝑆0 = 1, 𝜌 = 1). The 

values of the immune response and memory T cell at the steady state were calculated by 

multivariable regression analysis (Harrell, 2001) using the Linear Regression module of 

the Python package in StatsModels (Seabold and Perktold, 2010).  
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 The estimated coefficients represent the effect of 𝛽1 , 𝛽2,  and 𝛽3 on the 

immune response level after infection, as shown in Table 1A. 𝛽3 had the largest positive 

coefficient (0.0741), which is consistent with the results in Fig. 2A, representing an 

immune response enhanced by 𝛽3  after infection (Fig. 2A).  𝛽1  had a negative 

coefficient (–0.0300), which is also consistent with the results in Fig. 2A, exhibiting an 

immune response suppressed by positive 𝛽1. The effect of 𝛽2 was smaller (–0.0460) 

than 𝛽1 that of or 𝛽3.  

 Next, we determined the effects on �̂� , the levels of memory T cells after 

infection. The dependence of �̂� on 𝛽1 and 𝛽2 is shown in Table 1B. Since 𝛽3 is not 

involved in the dynamics of memory T cells, it should not affect �̂�. All of the coefficients 

had negative values, implying that the effects of cross-immunity suppress the 

accumulation of memory T cells. The estimated regression coefficients on 𝛽1 (–0.2819) 

and on 𝛽2 (–0.5985) were both negative.  

 In summary, a larger 𝛽3 enhanced the immune response after infection (Table 

1). In contrast, increased 𝛽1 and 𝛽2 reduced memory T cell accumulation (Table 1B), 

as 𝛽1 reduces the immune response after infection (Table 1A). The immune response 

before infection is given by Eq. (2b) with �̂� = 0, while the immune response after 

infection is given by Eq. (2b) with �̂� > 0. Both increase with 𝛽2 . In addition, an 

enhanced 𝛽2 reduces �̂�, that is, the accumulation of memory T cells (see Table 1B).  

 

4. Dependence of enhanced autoimmunity on other parameters 

Next, we investigated the dependence of the system on parameters other than cross-

immunity. We focused on cases with some cross-immunity (𝛽1 = 𝛽2 = 𝛽3 = 0.3 ). 

However, according to the numerical analyses, the qualitative nature of the parameter 

dependence of the model with cross-immunity was similar to that without cross-immunity.  

 We varied the parameters in Eq. (1a-1e) and calculated the time course of the 

virus abundance (𝑉), Th cells specific to the virus (𝐻𝑣), Th cells specific to self-antigen 

(𝐻𝑠), and memory T cells (𝑀).  

 We examined the parameter dependence of the dynamics, especially the 

magnitude of immune responses. For simplicity, we used standard parameters ( 𝑟 =

3, 𝑘 = 0.1, 𝐷𝑣 = 1, 𝛼 = 1, 𝑞 = 1, ℎ = 1, 𝑑ℎ = 0.1, 𝑆 = 1, 𝑆0 = 1, 𝜌 = 1 ) and 



 112 

examined the cases in which each parameter was changed to 25%, 50%, 100%, 200%, 

and 400% of the one in the standard parameter set, with the other standard values at fixed 

values. 

 

4.1 Immune response after infection  

 Figure 3 illustrates the ratio of the immune response after infection if one of the 

parameters is modified from the standard value. The horizontal axis denotes the 

magnitude of change, represented as the ratio to the standard value. The immune response 

after infection increased with 𝛼 (the rate of the supply of naive T cells) and 𝑆 (the 

amount of self-antigen) (Fig. 3). When 𝛼 (Th production rate) and 𝑆 (self-antigen in 

peripheral organs) were higher, the production of Th cells and immune responses to the 

self-antigen were enhanced. 𝐷𝑣 ,  𝜌 , and 𝑞, parameters related to memory T cell 

production and transition to Th cells have relatively small effects compared to other 

parameters, but if they were increased, the immune response was slightly enhanced. 𝑞, 

the  

 In contrast, the immune response directly decreased with 𝑑ℎ (decay rate of Th 

cells) and 𝑆0 (self-antigens that induce negative selection in the thymus), as indicated 

by the negative slopes of the graph (Fig. 3). If the Th cells had a longer lifetime, more Th 

cells would be preserved after infection, resulting in a stronger immune response. As 𝑆0 

increased, the immune response decreased. If the negative selection of Th cells was more 

stringent, the less self-reactive T cells (𝐻𝑠) would be released into the peripheral organs 

and the immune response to self-antigens would become milder. 

 

4.2 Parameter dependence of the immune response 

To elucidate the details of parameter dependence, we performed a multivariate analysis 

on the parameters in our model (Eq. 1). The estimated coefficients of the parameter 

dependence are summarized in Table 2. Here, 2,000 combinations of the parameters were 

randomly generated by setting each parameter as a value chosen from a uniform 

distribution between 0 and 10. We set 𝛽1, 𝛽2, and 𝛽3 as 0.3. We calculated the immune 

response level using the parameter settings and estimated the coefficients of the 
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parameters (multivariate analysis and simultaneous linear regression of logarithmic 

response on a number of logarithmic values of parameters). 

 Table 2 shows how the immune response after infection changed with the 

different parameters, calculated using multivariate analysis. The immune response after 

infection dramatically increased with 𝑆 and 𝛼 (regression coefficients were 1.5321 for 

𝑆; and 0.5382 for 𝛼); it also increased with 𝑟, 𝑞, 𝐷𝑣 , and 𝜌 (coefficient for 𝑟 was 

0.0365; for 𝑞  was 0.0675; for 𝐷𝑣  was 0.0506; for 𝜌  was 0.0597). In contrast, 

increases in 𝑑ℎ , 𝑘 , 𝑆0 , and ℎ  had a negative effect on the immune response 

(coefficients for 𝑑ℎ was –0.9105; for 𝑘 was –0.3328; for 𝑆0 was –0.4561; for ℎ was 

–0.1902). The magnitude of each calculated coefficient corresponds to the effect of each 

parameter, as shown in section 4.1. These results could be interpreted as follows: As 

represented in Eq. (2b), the immune response was increased by increasing 𝑆, 𝛼, and 𝑞, 

and by decreasing 𝑑ℎ , ℎ, and 𝑆0 , which is consistent with the results presented in 

sections 4.1 and 4.2. In addition, the other parameters, which are not included in Eq (2b), 

such as 𝑘, 𝑟, 𝐷𝑣 , and 𝜌, had an effect on the immune response through �̂�, that is, the 

amount of memory T cells. If 𝑟 (viral growth rate) was higher or 𝑘 (viral clearance 

rate) was lower, the virus could reproduce more successfully, resulting in the production 

of memory T cells until the virus was eliminated. If 𝐷𝑣  (danger factor) and 𝜌 

(production rate of memory T cells) were higher, memory T cells would be more likely 

to be produced in response to the viral infection. 

 

5. Discussion 

 Some autoimmune diseases are known to start after a viral infection is cleared, 

including systemic lupus erythematosus, multiple sclerosis, Sjogren’s syndrome, 

rheumatoid arthritis, autoimmune thyroiditis, autoimmune hepatitis, cryptogenic 

fibrosing alveolitis, and pure red cell aplasia (Pender 2003). Viruses with antigen epitopes 

similar to those of the host’s self-antigens are likely to escape immune surveillance, a 

phenomenon known as molecular mimicry (Albert and Inman 1999). However, once the 

virus begins to proliferate in the host, the immune system is activated and eventually kills 

off the virus. Once the infection is over, though, the activated immune system may begin 
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to attack the host because of the similarity of self-antigens and viral antigens, resulting in 

autoimmunity.  

 Here, we examined a simple dynamic model of Th cells, virus abundance, self-

antigen, and memory T cells. We examined the conditions under which the total immune 

response was enhanced after viral infection. In this study, we determined the conditions 

under which cross-immunity has a large effect. To this end, we examined the role of 

memory T cells as well as other parameters, on the development of autoimmunity.  

 We found that cross-immunity takes several different forms. We focused on 

three different types: (1) Th cells are reactive to the self-antigen, which also suppresses 

viral growth, although less effectively than; (2) virus activates Th cells specific to self-

antigen, where the presence of self-antigen may also activate the Th cells specific to the 

virus; (3) Th cells specific to viruses cause immune reaction symptoms in the host by 

cross-reacting with self-antigen. This cross reaction is very serious because of the 

persistence of Th cells specific to the virus due to the presence of memory T cells, formed 

during temporary viral infection, and the presence of abundant self-antigens in the host 

body. In contrast, the cross reaction of the opposite form, i.e. the immune reaction to virus 

by Th cells specific to self-antigen, is less problematic because it results in clearing the 

virus from the body.  

We may then consider another form of cross-immunity. For example, the 

negative selection step may have cross-immunity. However, if the negative selection of 

Th cells includes cross-immunity, the abundant self-antigen would suppress the 

production of 𝐻𝑣, and hence the virus abundance 𝑉 cannot be suppressed after infection. 

Hence, this does not realize the scenario studied in this work. Although we focused on 

the effect of cross-immunity on different stages of immune responses, we can also 

consider another model that captures cross-immunity more mechanistically. The strength 

of cross-immunity may depend on the binding affinity of T cells and antigens. Thus, 

different parameters of strength of cross-immunity can be considered for the interactions 

[1] between Th specific to virus and self-antigen, and [2] between Th specific to self-

antigen and virus. Therefore, the parameter 𝛽2 in Eq. (1b) and (1c) of the current model 

can be changed considering different degrees of binding affinity of Th and antigens.   
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We compared different combinations of the three types of cross-immunity and 

examined the conditions under which immune activity after temporal viral infection is 

likely to be enhanced. We found that cross-immunity on the inflated symptoms of the 

immune response is the key to enhanced immune activity (a large 𝛽3 in Fig. 2A and 

Table 1A), which leads to autoimmunity. In contrast, cross-immunity of the other types 

(i.e., Th cells on removing viruses (𝛽1 ) and Th production (𝛽2 )) had a tendency to 

suppress viral infection or the accumulation of memory T cells (Fig. 2A and Table 1B). 

From these results, we conclude that for this scenario to work, cross-immunity must be 

weak for negative selection and T-cell activation, but strong for antigen-suppressing 

reactions.  

 The conditions under which autoimmunity occurs after temporal viral infection 

most likely involve a high 𝛽3 and a low 𝛽1 and 𝛽2. This suggests that autoimmunity is 

most likely caused by processes that do not suppress viral growth or activate Th cells but 

do induce exaggerated immune responses.  

 Memory T cells play an important role in the elimination of viruses from the 

body. Wodarz and Nowak (2000) found that immune cells need a very slow turnover in 

order to eliminate the pathogen. In the present study, we assumed that there is no turnover 

of memory T cells that are able to eliminate the virus from the body after temporal 

infection. However, after temporal infection, the host must form immunity to fight against 

the antigen immediately should re-infection occur. On the other hand, the formation of 

memory T cells for self-antigens must be suppressed; otherwise, the immune response 

would be activated even without viral infection, resulting in autoimmunity.  

In the current model, parameter 𝑞 represents the inflow rate from memory T 

cell to Th cell population (Eq. (1b)), which may result in the relatively small effect of 𝑞 

on immune responses (Fig. 3 and Table 2). A model including a migration term from 

memory T cells to Th cells (i.e. adding −𝑞𝑀 to Eq. (1d)) may exhibit a stronger effect 

of 𝑞 on immune responses than the current model, assuming that the cell number of 

memory T cells decreases as they turn into Th cells.  It will be an important future work 

to examine this alternative model.  

 Blyuss and Nicholson (2012) also discussed the development of autoimmunity 

using their mathematical model, considering T cell populations with different activation 
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levels to self-antigens, which roughly correspond to 𝐻𝑣 and 𝐻𝑠 in our model. However, 

there are several different assumptions between these two theories. First, Blyuss and 

Nicholson described the clearance of infection, chronic infection, and recurrent infections 

as different steady states. In our model, we do not consider chronic infection (equilibrium 

𝑉 > 0), and we assume that the virus will be cleared after infection. Second, Blyuss and 

Nicholson considered that T cells with a lower threshold to self-antigens (i.e., 

autoreactive T cells) were produced from the population of activated T cells. In our model, 

a change in the specificity of T cells did not occur. 

 Delitala et al. (2013) compared the effect of molecular mimicry using a 

mathematical model and that of genetic alteration on autoimmunity development. They 

demonstrated that molecular mimicry caused the over-proliferation of T cells and 

increased reactivity to host cells. However, this is in contrast to our conclusions. In our 

model, more T cells specific to pathogens (𝐻𝑣) were produced in the absence of the cross-

immunity of some modes (𝛽1 = 𝛽2 = 0; Fig. 4B), leading to a large-scale viral outbreak 

(𝛽1 = 𝛽2 = 0 ; Fig. 4A). The difference between the two models is a result of the 

dynamics of pathogen and memory T cells being considered in this work, unlike in 

Delitala et al. (2013) .  

 In contrast to these theories, which focus on cross-immunity, Pender (2003) 

noted that many autoimmune diseases are caused by the Epstein-Barr virus (EBV). 

Pender (2003) hypothesized that this is due to the unique abilities of EBV, which has 

been supported by subsequent studies (Harley et al., 2018). EBV infects B cells, including 

self-reactive B cells. Some of the infected B cells then help self-reactive T cells live 

longer and avoid being killed by apoptosis. The relationship between this hypothesis and 

the mechanism and theory discussed in our work needs to be examined carefully.  

In our model, the Th cells specific to viruses are produced from memory T cells 

at all times (Eq. (1b) and (1c)). Therefore, the number of Th cells is maintained after viral 

infection, as seen in Fig. 4B, which causes stronger immune responses after the infection 

(Fig. 2A). However, 90-95% of effector T cells usually disappear after pathogenic 

infection (Mueller et al., 2013). It is most likely that differentiation into effector T cells 

from memory T cells occurs only when the viruses are in the body. If so, the Th cell level 

is maintained low in the absence of the virus and rises quickly after reinfection by the 
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same virus. In our current model, the immune responses after the infection are enhanced 

by Th cells produced from the memory T cell population, which does not reflect realistic 

Th dynamics. In the future, we need to formulate the degree of immune responses that 

can be enhanced after the infection, even if Th cells disappear. 

The origin of memory T cells is now under discussion. In our study, we 

assumed that the number of memory T cells is independent of the Th population, 

increasing in response to the amount of virus. This is consistent with the hypothesis that 

memory T cells are derived from naïve T cells (Restifo and Gattinoni, 2013). However, 

an alternative hypothesis claims that memory T cells are produced by effector T cells 

(Akondy et al., 2017; Youngblood et al., 2017). The mathematical modeling of this 

second hypothesis and the differences between the two hypotheses should also be 

investigated in future works. 

 Since the model developed in the current study is very simplified, we may extend 

it by incorporating a number of aspects to obtain a more realistic model. For example, the 

number of antigen types can be greater than two, and can even be a continuous amount 

of antigen types, where the “distance” controls cross-immunity. However, a more 

important aspect is the incorporation of regulatory T cells, which are responsible for 

suppressing immune activity in peripheral tissues (Sakaguchi et al., 2008). Models for 

regulatory T cells in the context of autoimmunity require another set of analyses, which 

we will discuss in a separate paper. In this study, we focused on the case where the danger 

factor is constant 𝐷𝑣  in Eq. (1d). Alternatively, information on the potential risk of a 

particular foreign antigen could be obtained from past abundance within the host, such as 

𝐷𝑣 = ∫ 𝑉(𝑡′)𝑑𝑡′
𝑡

0
. If the levels of an antigen increase in the host, this would be indicative 

of a potential risk, since this may represent behavior that is typical of a pathogenic agent, 

rather than a harmless agent.  

  Here, we provide a mathematical formalism to phenomenologically understand 

the autoimmunity development caused by molecular mimicry of pathogens. In the future, 

we will be able to provide quantitatively accurate predictions for autoimmunity 

development using variables measured by experimental researchers. This study is the first 

step to suggest which element should be focused on to test the theory of molecular 

mimicry, and the model needs to be tested using experimental data in the future. 
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Appendix A 

Equilibrium of Eq. 1  

By allowing the right-hand side of Eq. (1d), we obtain �̂� = 0. Then, by allowing the 

right-hand side of Eq. (1c) combined with �̂� = 0, we obtained �̂�𝑠 = 𝛼𝑆 [𝑑ℎ(1 + ℎ𝑆0
2)]⁄ . 

Combining the right-hand side of Eq. (1b), combined with �̂� = 0, we obtained 𝑞�̂� =

𝑑ℎ�̂�𝑣 − 𝛼𝛽2𝑆, which leads to �̂�𝑣 = (𝑞�̂� + 𝛼𝛽2𝑆) 𝑑ℎ⁄ . Thus, Eqs. (2a) in the text. Using 

these results, Eq. (1e) leads to Eq. (2b).  

 

Appendix B 

Fast-slow splitting of dynamics when the growth of memory T cells 𝜌 is very small 

Dynamics (Eq. (1)) have an infinite amount of different equilibria in memory cell 

abundance 𝑀. This is because the memory cell abundance does not change if the virus is 

cleared (𝑉 = 0). For any given value of 𝑀, Eq. (1) has a single equilibrium. Suppose that 

the initial population does not contain any virus or memory T cells (𝑉 = 𝑀 = 0). At some 

point, a small amount of virus invades the host, temporarily increasing the level of 

pathogen, which is subsequently suppressed by the enhanced immune response. The final 

population contains some memory T cells 𝑀 > 0, enough to prevent future invasion by 

the same virus. However, the level of memory T cells 𝑀 can be calculated only by 

numerical analysis, using Eq. (1). We can, however, calculate the value in the limit when 

the speed of memory T cell production is very small (𝜌 is very small). The argument is 

as follows: 

 When 𝜌  is positive but much smaller than all the other parameters, the 

dynamics can be analyzed by splitting fast and slow dynamics. We define fast dynamics 

as the dynamics where 𝜌 = 0. Three other differential equations are given by Eq. (1a), 

(1b), and (1c). Then, from Eq. (1d), 𝑀 = constant holds. With 𝑀 given as a positive 

value, Eqs. (1a, b, c) converges to a single equilibrium that is locally stable. For simplicity, 

we consider the case in which cross-immunity is not very strong.  

For 𝑀 ≤
𝑑ℎ

𝑞
[
𝑟

𝑘
− 𝛼𝛽1 (

1

𝑑ℎ
+

𝛽2

𝑑𝑠(1+ℎ𝑆0
2)
) 𝑆], the globally stable steady state is 
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�̂� =
1

𝛼
𝑑ℎ
+

𝛼𝛽1𝛽2
𝑑𝑠(1 + ℎ𝑆0

2)

[
𝑟

𝑘
−
𝑞

𝑑ℎ
𝑀 − 𝛼𝛽1 (

1

𝑑ℎ
+

𝛽2
𝑑𝑠(1 + ℎ𝑆0

2)
) 𝑆] ,

�̂�𝑠 =
𝛼

𝑑ℎ(1 + ℎ𝑆0
2)
(𝛽2�̂� + 𝑆), and �̂�𝑣 =

1

𝑑ℎ
(𝑞𝑀 + 𝛼(�̂� + 𝛽1𝑆)) . (B. 1a)

 

 

There is another equilibrium with �̂� = 0, which is unstable. 

For 𝑀 >
𝑑ℎ

𝑞
[
𝑟

𝑘
− 𝛼𝛽1 (

1

𝑑ℎ
+

𝛽2

𝑑𝑠(1+ℎ𝑆0
2)
) 𝑆]  , the globally stable equilibrium is: 

 

�̂� = 0, �̂�𝑠 =
1

𝑑ℎ(1+ℎ𝑆0
2)
𝛼𝑆, and �̂�𝑣 =

1

𝑑ℎ
[𝑞𝑀 + 𝛼𝛽2𝑆]. (B. 1b) 

Note that for a given 𝑀 there is a single equilibrium of fast dynamics. We may consider 

a curve that constitutes Eq. (B.1a) and (B.1b) 𝑀 > 0 in a four-dimensional space.  

 Slow dynamics describe a slow movement caused by 𝜌 > 0. Then, the value 𝑀 

increases according to Eq. (1d): 𝑑𝑀 𝑑𝑡⁄ = 𝜌𝐷𝑣𝑉. This does not stop while 𝑉 > 0, but 

ceases when 𝑉 = 0. With slow dynamics, three variables are given by Eq. (B.1a) and 

(B.1b) as functions of 𝑀. Hence, the time change of 𝑀 is given by  

  

𝑑𝑀 𝑑𝑡⁄ = 𝜌𝐷𝑣
1

𝛼

𝑑ℎ
+

𝛼𝛽1𝛽2
𝑑𝑠(1+ℎ𝑆0

2)

[
𝑟

𝑘
−

𝑞

𝑑ℎ
𝑀 − 𝛼𝛽1 (

1

𝑑ℎ
+

𝛽2

𝑑𝑠(1+ℎ𝑆0
2)
) 𝑆] . (B. 2) 

 

This provides the differential equation for the slow dynamics. Starting from 𝑀(0) = 0, 

𝑀(𝑡) slowly increases following (B.2) and converges to the following value: 

 

𝑀∗ =
𝑑ℎ

𝑞
[
𝑟

𝑘
− 𝛼𝛽1 (

1

𝑑ℎ
+

𝛽2

𝑑𝑠(1+ℎ𝑆0
2)
)𝑆] . (B. 3a) 

Using this expression, Eq. (B.2) becomes 

 𝑑𝑀 𝑑𝑡⁄ = 𝜌𝐷𝑣
𝑞 𝛼⁄

1+
𝛼𝑑ℎ𝛽1𝛽2

𝑑𝑠(1+ℎ𝑆0
2)

[𝑀∗ −𝑀], resulting in 

𝑀(𝑡) =  𝑀∗ (1 − exp [−𝜌𝐷𝑣
𝑞 𝛼⁄

1 +
𝛼𝑑ℎ𝛽1𝛽2

𝑑𝑠(1 + ℎ𝑆0
2)

𝑡]) (B. 3b) 
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The other variables are given by  

𝑉∗ = 0,𝐻𝑠
∗ =

1

𝑑ℎ(1 + ℎ𝑆0
2)
, and 𝛼𝑆𝐻𝑣

∗ =
𝑟

𝑘
+ (𝛽2 −

𝛽1
𝑑ℎ
−

𝛽1𝛽2
𝑑𝑠(1 + ℎ𝑆0

2)
)𝛼𝑆. (B. 3c) 

 

When 𝜌 is not very small, the level of memory T cells at the final equilibrium is larger 

than (B.2a), according to the numerical analysis. We may conclude that (B.2a) is the 

minimum possible amount of memory T cells that are produced by a very small but 

positive 𝜌.  
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Appendix C 

Trajectories of the dynamics with different combinations of cross-immunity modes  

We explained the results for the level of immune reaction and the level of memory T cells 

in the text (Fig. 2A and 2B). Here, we show other aspects of the dynamics.  

 

C.1.  Viral abundance 

In Fig. 4A, the viral abundance is shown. The horizontal axis denotes time 𝑡. The virus 

peak abundance was the highest for 𝛽1 = 𝛽2 = 0 (labeled as I), intermediate for 𝛽1 =

0.3, 𝛽2 = 0 or 𝛽1 = 0,𝛽2 = 0.3 (labeled as II and III, respectively), and the lowest for 

𝛽1 = 𝛽2 = 0.3 (labeled as IV). Cross-immunity of type 1 and type 2 suppressed the peak 

virus abundance to a similar magnitude.  

 

C.2.  Th cells specific to the virus.  

In Fig. 4B, Th cells specific to the virus are shown. The horizontal axis denotes time 𝑡. 

The lowest level of Th cells specific to the virus was achieved when 𝛽1 = 𝛽2 = 0.3 

(labeled as IV) and the highest level was achieved when 𝛽1 = 𝛽2 = 0 (labeled as I). 

Another two cases resulted in intermediate levels of Th cells specific to the virus, in which 

either 𝛽1 or 𝛽2 was 0.3 and the other was 0. If we compare the two cases, the case 

with cross-reactivity on Th cell activation (𝛽2 = 0.3) (i.e., self-antigen can stimulate Th 

cells specific to virus) resulted in a lower number of Th cells specific to the virus 

remaining after infection (labeled as III) compared to the case with cross-reactivity on 

attacking self-antigen by Th cells specific to the virus (𝛽1 = 0.3) (labeled as II). Eq. (2a) 

indicates that �̂�𝑣  was affected 𝛽1  indirectly through �̂�  and 𝛽2  both directly and 

indirectly through �̂�, which is similar to the result of the immune response (see section 

3.1 and Fig 2A). 

 

C.3.  Th cells specific to self-antigens  

In Fig. 4C, we show the trajectory of Th cells specific to self-antigens. If 𝛽2 = 0, the 

dynamics of the Th cells specific to self-antigens were independent of viral infection 

(labeled as V). The peaks observed in the dynamics correspond to the Th cells specific to 

self-antigens, which are the cases considering the cross-reactivity of the different types 
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of Th activation (𝛽2 = 0.3). The peak was lower with 𝛽1 = 0.3 (labeled as IV) than 

𝛽1 = 0 (labeled as III). This is because when 𝛽1 = 0.3, the peak of the virus load is more 

effectively suppressed, as shown in Fig. 4A. Fewer Th cells specific to self-antigens were 

produced due to cross-reactivity.   
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Tables 

 

Table 1 Dependence on the modes of cross-immunity: 𝜷𝟏, 𝜷𝟐 and 𝜷𝟑. 

Dependence on the modes of cross-immunity: 𝛽1 , 𝛽2  and 𝛽3 . Quantities to explain 

were the immune response after the infection in column A and the memory T cell level 

in column B. Quantities and variables were all converted to logarithmic scale (natural 

logarithm), and then multi-variate analysis was performed. These numbers indicate how 

each mode of cross-immunity contributes in predicting the respective quantity (Seabold 

and Perktold, 2010). All coefficients were significantly away from zero (i.e. P-values 

were all smaller than 0.001).   

 Quantities to predict 

(A) Immune response (B) Memory T cells 

Coefficient Coefficient 

𝛽1 –0.0300 –0.2819 

𝛽2 –0.0460 –0.5985 

𝛽3 0.0741 --- 

Intercept 1.7693 –3.0067 

R2 score 0.730 0.724 
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Table 2 Parameter dependence of immune response after infection. 

Parameter dependence of immune response after infection. The numbers represent 

regression coefficients for multivariate analysis. Quantity to predict represents the 

immune response after infection, where the predictor variables are parameters in the 

model. Quantities and variables were all converted into the logarithmic scale (natural 

logarithm), followed by multivariate analysis. The coefficients indicate how each 

parameter contributes to the quantity predicted (Seabold and Perktold, 2010). All 

coefficients were significantly away from zero (P<0.001 except for 𝑟, for which P = 

0.004)  

 

Quantities to predict Coefficient 

𝑑ℎ –0.9105 

𝑆0 –0.4561 

𝑘 –0.3328 

ℎ –0.1902 

𝑟 0.0365 

𝐷𝑣  0.0506 

𝜌 0.0597 

𝑞 0.0675 

𝛼 0.5382 

𝑆 1.5321 

Intercept 0.4732 

R2 score 0.927 
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Figures 

Figure 1 

 

Schematic representation of the model, representing how the variables affect each other.  
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Figure 2 

A. Immune response (𝑺𝑯𝒔 + 𝑽𝑯𝒗 + 𝜷𝟑(𝑽𝑯𝒔 + 𝑺𝑯𝒗)) 

 

 

B.  Memory T cell (𝑴(𝒕)) 

 

 

Trajectories of the model with different combinations of 𝛽1, 𝛽2, and 𝛽3. The horizontal 

axis represents time 𝑡. (A) Immune response. The different curves are: (i),𝛽1 = 𝛽2 =

0,𝛽3 = 0.3  (ii),𝛽1 = 0.3, 𝛽2 = 0,𝛽3 = 0.3  (iii),𝛽1 = 0, 𝛽2 = 0.3, 𝛽3 = 0.3  (iv),𝛽1 =

𝛽2 = 0.3, 𝛽3 = 0.3 and (v) 𝛽3 = 0. (B) Number of memory T cells. In (B), 𝛽3 has no 

effect on the results. (I), 𝛽1 = 𝛽2 = 0 (II),𝛽1 = 0.3, 𝛽2 = 0 (III),𝛽1 = 0,𝛽2 = 0.3 and 

(IV) 𝛽1 = 𝛽2 = 0. . Other parameters are: 𝑟 = 3, 𝑘 = 0.1,𝐷𝑣 = 1, 𝛼 = 1, 𝑞 = 1, ℎ =

1, 𝑑ℎ = 0.1, 𝑆 = 1, 𝑆0 = 1, 𝜌 = 1.  
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Figure 3 

 

Parameter dependence of immune response after infection. One parameter is shifted by 

multiplying the factor indicated in the horizontal axis. Other parameters are: 𝑟 = 3, 𝑘 =

0.1,𝐷𝑣 = 1,𝛼 = 1, 𝑞 = 1, ℎ = 1, 𝑑ℎ = 0.1, 𝑆 = 1, 𝑆0 = 1, 𝜌 = 1.  
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Figure 4 

A. Virus (𝑽(𝒕))             B. Th cells specific to the virus (𝑯𝒗(𝒕)) 

 

C. Th cells specific to the self-antigen (𝑯𝒔(𝒕)) 

 

Trajectories of the model with different combinations of 𝛽1 and 𝛽2The horizontal axis 

represents time 𝑡. Different curves were calculated under the following conditions: (I) 

𝛽1 = 𝛽2 = 0, (II) 𝛽1 = 0.3, 𝛽2 = 0, (III) 𝛽1 = 0,𝛽2 = 0.3, (IV) 𝛽1 = 𝛽2 = 0.3, and 

(V) 𝛽2 = 0. (A) Virus abundance (𝑉). (B) Th cells specific to the virus (𝐻𝑣). (C) Th cells 

specific to the self-antigen (𝐻𝑠). Other parameters are: 𝑟 = 3, 𝑘 = 0.1,𝐷𝑣 = 1,𝛼 = 1,

𝑞 = 1, ℎ = 1, 𝑑ℎ = 0.1, 𝑆 = 1, 𝑆0 = 1, 𝜌 = 1.  
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Chapter 4 Why meals during resting time cause fat accumulation in mammals: 

Mathematical modeling of circadian regulation on glucose metabolism 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The study in this chapter, done in collaboration with Dr. Akiko Satake,  

in preparation for submission in 2021 
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Abstract 

 

Meal timing and the dysregulation of metabolic systems are closely associated, which 

relationship has been observed as metabolic syndromes such as obesity caused by 

irregular meal timings among shift workers. To reveal how meal timings affect the 

metabolic system, the circadian regulation of nutrient metabolic systems in animals needs 

to be taken into account. As revealed by previous experimental studies, several pathways 

in glucose metabolism have been suggested to be regulated by circadian clocks. It has 

also been observed that food intake during the resting period compared to during the 

active period causes excess fat accumulation phase in rodent models. To understand the 

diurnal pattern of glucose metabolism formed by circadian regulation and interventions 

by food intake, we developed a mathematical model of glucose metabolism in the liver. 

This mathematical model describes the process of glucose allocation into glycogen and 

fat (triglyceride), considering the circadian regulation of glycogenesis, glycogenolysis, 

and fat synthesis. Changing peak phases of glycogenesis and fat synthesis, we calculated 

two types of possible metabolic dysfunctions: (1) high blood glucose and (2) energy 

exhaustion. We found that excess fat accumulation from irregular food intake is likely to 

be a byproduct of preventing energy exhaustion, not high blood glucose. It is suggested 

that energy depletion has been a problem in mammals from ancient times and that the 

condition of the circadian regulation has been optimized to avoid the problem. Our model 

is the first step in understanding the dynamic circadian regulation of glucose metabolism 

and will be useful to propose an optimal meal schedule to prevent metabolic diseases 

caused by irregular meal timing in modern society. 
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1. Introduction 

Almost all animals on the earth have a circadian clock, which allows living organisms to 

synchronize their metabolic, physiological, and behavioral activities with day and night 

cycles. In mammals, the central clock is located in the suprachiasmatic nucleus (SCN) 

and regulates behavioral rhythms of sleep/wake and fasting/feeding cycles in response to 

cyclic environmental changes. Regardless of the rhythmic changes in behavioral aspects, 

the energy status of cells tends to be homeostatic because of the need to produce a 

constant supply of energy and derive the precursors necessary for the synthesis of nucleic 

acids, proteins, carbohydrates, and lipids, even in fluctuating environments. For example, 

the plasma glucose has a clear circadian rhythm regulated by SCN, which has rising 

patterns before the onset of the active periods independent of food intake patterns (la 

Fleur, 2003).  

This energy homeostasis is maintained by the orchestration of a multitude of 

metabolic pathways stimulated by energy intake and expenditure (Inoki et al., 2012; 

Kumar Jha et al., 2015). Circadian clock regulation is essential for maintaining nutrient 

homeostasis in response to fluctuating food intake (Asher and Sassone-Corsi, 2015). 

When food intake occurs during the active period, it ensures the uptake and storage of 

energy substrates necessary to maintain a high metabolic rate, while during the resting 

period, stored substrates, such as glycogen and fat, are metabolized to maintain basal 

energy expenditure. Alterations in feeding timing can desynchronize metabolic rhythms 

and eventually disturb energy homeostasis (Wang et al., 2011). The synchronization of 

feeding behaviors and metabolism is therefore critical to ensure the energy supply and 

maintain internal homeostasis.  

With the advancement of civilization, individuals are increasingly working in a 

manner that is desynchronized with the activities of their biological clock. The 

misalignment of biological and social time could disrupt the clock, and thus energy 

homeostasis. Previous studies have suggested that shift workers have an increased risk of 

metabolic diseases, including obesity, diabetes, metabolic syndromes, and cardiovascular 

diseases (Shan et al., 2018; Vetter et al., 2018; Wang et al., 2011). As a model of shift 

work, rodent systems have been used to demonstrate that the dysregulation of the feeding 

rhythm without an increase in total food intake can lead to obesity (Arble et al., 2009; 
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Fonken et al., 2010; Hatori et al., 2012; Masaki et al., 2004; Salgado-Delgado et al., 2010; 

Stucchi et al., 2012). Previous studies have shown that the restriction of food availability 

only to the light phase (resting period in nocturnal rodents) induces accelerated obesity 

in mice compared to mice with access to food only during the night that consume the 

same number of calories (Arble et al., 2009). Furthermore, the correction of the irregular 

feeding rhythm by scheduled feeding rescues the onset of obesity in mice (Hatori et al., 

2012; Stucchi et al., 2012). 

The liver is mostly responsible for maintaining energy homeostasis through the 

coordinated regulation of metabolic pathways, especially those controlling the synthesis 

and metabolism of glucose, lipids, cholesterol, and bile acids (Bass and Takahashi, 2010). 

Serum glucose levels remain relatively constant throughout the day by storing glucose as 

glycogen during feeding and to produce glucose from glycogen breakdown or 

gluconeogenic precursors during fasting (Rosen and Spiegelman, 2006). Many genes 

associated with glucose metabolism in the liver exhibit robust circadian regulation (Miller 

et al., 2007; Panda et al., 2002; Ueda et al., 2002). Activities of rate-limiting enzymes for 

glycogen accumulation (glycogen synthase) and breakdown (glycogen phosphorylase) 

occur in cycles under control of the circadian clock in mouse liver, with glycogen levels 

peaking near the end of the active period (Ishikawa and Shimazu, 1976; Ishikawa and 

Shimazu, 1980; Roesler and Khandelwal, 1985). Moreover, the core clock component 

CLOCK directly binds to the promoter of hepatic Gys2, which encodes glycogen synthase 

2 (Gys2), the rate-limiting enzyme for glycogenesis, and drives its rhythmic activity, 

which peaks during the active period in mice (Doi et al., 2010). Like glucose, lipid 

metabolism also shows clear daily rhythms. Lipogenic genes involved in the process of 

converting glucose to fatty acids, such as triglycerides for storage, are regulated by the 

circadian clock and are repressed by Rev-erba/b, the main repressor of the core clock 

component BMAL1, during the day (Bass and Takahashi, 2010). Adamovich et al. (2014) 

reported that wild-type mice fed ad libitum show circadian expression of liver enzymes 

that participate in triglyceride biosynthesis, including glycerol-3-phosphate 

acyltransferase (GPAT), 1-acylglycerol-3-phosphate acyltransferase (AGPAT), lipin 

(LPIN), and diacylglycerol acyltransferase (DGAT), most of which showed peaks in the 

active period.  
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Despite numerous experimental findings on the involvement of circadian 

regulation of glucose and lipid metabolism in the liver, the optimal regulatory strategy of 

genes associated with these two different pathways for the maintenance of energy 

homeostasis remains poorly defined. A mathematical framework is useful to assess the 

circadian regulation of glycogen production/breakdown and de novo 

lipogenesis/repolysis by evaluating the contribution of time of the day-dependent 

activation or the repression of each metabolic process in the maintenance of energy 

homeostasis. Here, we present a mathematical model that describes the dynamics of 

glycogen and triglyceride contents, two major forms of energy storage in the body that 

provide the fuel needed during different phases of food deprivation.  

Analyses of our model demonstrate that circadian regulation in mammals is 

optimized to ensure a constant supply of energy. We formulated two types of metabolic 

risks: energy depletion and high blood glucose. By calculating the optimal phase set of 

triglycerides and glycogen production for the minimization of each of these risks, we 

propose that an increased fat accumulation by food intake in the resting period is the 

byproduct of minimizing either or both energy homeostasis and hyperglycemia risks in 

the synchronized feeding schedule that animals adopt in nature. 

 

2. Material and methods 

2.1 A mathematical model of glucose metabolism  

To explore the effect of feeding timing on fat accumulation, we developed a 

mathematical model that describes the processes of glucose input, consumption, 

and allocation to glycogen and fat (Fig. 1A). We assume that fat represents 

triglycerides, which is the main constituent of body fat in humans and other 

vertebrates. Let 𝑥𝐺, 𝑥𝐹, and 𝑥𝐿 be the amount of glucose, fat, and glycogen in 

the liver, respectively. The amount of glucose (𝑥𝐺) in the liver is formalized as 

follows: 

𝑥�̇� = 𝑎𝐿(𝑡) − 𝑑𝐺(𝑡)𝑥𝐺 − (𝛾𝐿(𝑡)𝑥𝐺 + 𝛾𝐹(𝑡)𝑥𝐺) + 𝛽(𝑡)𝑥𝐿. (1) 

The amount of glucose increases with food intake 𝑎𝐿(𝑡) at time t and 

decreases with consumption at a rate 𝑑𝐺(𝑡). Glucose also decreases with the use 

of glycogen and fat synthesis. Glycogen, a glucose polymer that functions as 
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energy storage, is assumed to be synthesized at a rate of 𝛾𝐿(𝑡)𝑥𝐺. Triglyceride 

synthesis in the liver is stimulated by glycolysis and lipogenesis that enhance 

glucose flux for the production of precursors for lipid biosynthesis, such as 

acetyl-CoA. A series of processes for lipid biosynthesis are assumed to occur at 

a rate 𝛾𝐹(𝑡)𝑥𝐺 . The amount of glucose also increases by the breakdown of 

glycogen at a rate of 𝛽(𝑡).  

We considered two situations for the timing of food intake: (1) a 

synchronized food schedule in which feeding takes place in the active period and 

(2) a desynchronized food schedule in which feeding takes place in the resting 

period (Fig. 1B). We assumed that the resting and active periods occur from 

zeitgeber time (ZT) 0-11 and from ZT 12-23 of the day, respectively. Based on 

this assumption, feeding in the active period was formalized by representing 

𝐿(𝑡) in equation (1) as follows: 

𝐿(𝑡) = {
0 0 ≤ 𝑡 mod 24 ≤ 12
  1 12 < 𝑡 mod 24 ≤ 24

. (2𝑎) 

Similarly, feeding in the resting period was formalized by representing 𝐿(𝑡) as 

follows: 

𝐿(𝑡) = {
1 0 ≤ 𝑡 mod 24 ≤ 12
  0 12 < 𝑡 mod 24 ≤ 24

. (2𝑏) 

Because the metabolic rate decreases in the resting period, we assume 

that the consumption rates of glucose (𝑑𝐺(𝑡)) and fat (𝑑𝐹(𝑡)) are reduced 𝛼 in 

the resting period as follows:  

𝑑𝐺(𝑡) = {
𝛼𝑑𝐺𝐴 0 ≤ 𝑡 mod 24 ≤ 12
𝑑𝐺𝐴     12 ≤ 𝑡 mod 24 ≤ 24

, (3𝑎) 

and 

𝑑𝐹(𝑡) = {
𝛼𝑑𝐹𝐴 0 ≤ 𝑡 mod 24 ≤ 12
𝑑𝐹𝐴     12 ≤ 𝑡 mod 24 ≤ 24

, (3𝑏) 

where 0 < 𝛼 < 1.  

Three processes in the glucose dynamics in the model are assumed to 

be regulated by the circadian clock. Doi et al. (2010) reported that Clock gene 

mutation in mice damped the circadian oscillation of hepatic glycogen and 

glycogen synthase 2 (Gys2), suggesting that the rate of glycogenesis indicated 
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𝛾𝐿(𝑡)  in equation (1) is influenced by the circadian clock. A previous study 

showed that a lack of a functional PER2 protein (Per2Brdm1) results in increased 

glycogen phosphorylase activity during the fasting phase in mice (Zani et al., 

2013). This finding implies that the glycogenolysis rate, 𝛽(𝑡), is also regulated 

by the circadian clock. Moreover, the rate of triglyceride production 𝛾𝐹(𝑡) is 

suggested to be regulated by the circadian clock, as Clock-disrupted (Per1/2 -/-) 

mice showed a phase shift of hepatic triglyceride levels (Adamovich et al., 2014). 

We incorporated the circadian regulation of the rate of fat synthesis 

(𝛾𝐹(𝑡)), glycogenesis (𝛾𝐿(𝑡)) and glycogenolysis (𝛾𝛽(𝑡)) into the model by 

introducing a sinusoidal function with a period of 24 h (𝜏 = 24 ) for each as 

follows: 

𝛾𝑖(𝑡) =
(𝑎𝑖 − 𝑏𝑖) (𝑐𝑜𝑠 (

2𝜋(𝑡 − 𝜑𝑖)
𝜏 ) + 1)

2
+ 𝑏𝑖 ,

(4) 

where 𝑖 = 𝐹, 𝐿, and 𝛽.  𝑎𝑖 , 𝑏𝑖 , and 𝜑𝑖  correspond to the upper limit, lower 

limit, and phase of each process.  

 The amount of fat and glycogen, 𝑥𝐹, and 𝑥𝐿, are formalized as; 

𝑥�̇� = 𝛾𝐹(𝑡)𝑥𝐺 − 𝑑𝐹𝑥𝐹, (5) 

𝑥�̇� = 𝛾𝐿(𝑡)𝑥𝐺 − 𝛾𝛽(𝑡)𝑥𝐿. (6) 

The amount of fat (𝑥𝐹) is increased by the production from glucose at a rate of 

𝑏𝛾𝐹(𝑡) and consumed as an energy source at a rate of 𝑑𝐹 (Eq. (5)). The amount 

of glycogen (𝑥𝐿) is increased by the production of glucose at a rate of 𝑏𝛾𝐿(𝑡) 

and decomposed into glucose at a rate of 𝛾𝛽(𝑡) (Eq. (6)). Note that 𝑥𝐹 and 𝑥𝐿 

are normalized variables indicating the relative amount of fat and glycogen 

formed by a single molecule of glucose. 

 

2.2 Risks of energy depletion and hyperglycemia 

Based on the above model, next, we examined the optimal phase set for glycogen 

and fat synthesis that minimizes two different risks: energy homeostasis and 

hyperglycemia. We assumed that increased fat accumulation by food intake in 

the resting period could be the byproduct of minimizing either energy 
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homeostasis or hyperglycemia risks in the synchronized feeding schedule that 

animals adopt in nature. If this is true, organisms employing the optimal phase 

set for minimization of these risks should reveal increased fat accumulation 

when they feed in the desynchronized feeding schedule. We tested this prediction 

for the two different types of risks using our model.  

The first is the risk of energy depletion caused by disruption of energy 

homeostasis. To define the energy level at time t (𝐸(𝑡)), we focused on ATPs, 

the source of energy in many living organisms, which are produced from glucose 

and fat.  

𝐸(𝑡) = 𝑓𝐺𝑑𝐺(𝑡)𝑥𝐺 + 𝑓𝐹𝑑𝐹(𝑡)𝑥𝐹. (7a) 

𝑓𝐺  and 𝑓𝐹 indicate the number of ATPs produced from glucose and fat, 

respectively. From one molecule of glucose, about 30 ATPs were obtained as a 

result of aerobic respiration and 𝑓𝐺 = 30. On the other hand, from one molecule 

of palmitic acid, 106 ATPs were produced through β-oxidation. If we consider 

that one molecule of triglyceride consists of three palmitic acids, 𝑓𝐹 =

106 × 3 = 318.  Thus, the relative ATP production efficiency is 𝑓 = 𝑓𝐹/ 𝑓𝐺 , 

represented by 𝐸∗, as follows: 

𝐸∗ =
𝐸(𝑡)

𝑓𝐺
= 𝑑𝐺(𝑡)𝑥𝐺 + 𝑓𝑑𝐹(𝑡)𝑥𝐹. (7b) 

The risk of energy depletion is defined as the cumulative sum of 𝐸(𝑡) 

below a certain threshold, as follows: 

𝐶𝐸 = ∫ {max{(𝐸𝐿 − 𝐸
∗), 0}}𝑑𝑡

𝑛+48

𝑛

, (8𝑎) 

where 𝐸𝐿  is the lower threshold above which there is no damage to energy 

exhaustion. To examine the phase combination that optimizes energy 

homeostasis, we evaluated 𝐸(𝑡)  the 24 × 24 =  576  combinations of 𝜑𝐹 

and 𝜑𝐿 by changing each phase by 1 h. 

The second risk is hyperglycemia, which is a major problem in diabetes, 

with the potential to cause neuropathy (Albers and Pop-Busui, 2014) and 

retinopathy (Antonetti et al., 2012). The level of hyperglycemia can be defined 

as the cumulative sum of the glucose level above a certain threshold, as follows: 
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𝐶𝐺 =  ∫ {max{(𝑥𝐺(𝑡) − 𝑥𝐺
𝑈), 0}}𝑑𝑡

𝑛+48

𝑛

, (8𝑏) 

where 𝑥𝐺
𝑈 is the upper threshold of glucose level below which there is no risk 

of organ damage. Examples of the cost of high glucose level and energy 

exhaustion are presented in Figure 2A and 2B, respectively. 𝐶𝐸  and 𝐶𝐺   are 

calculated under the condition of a synchronized food schedule (Fig. 1B(I)). 

 

2.3 Index to measure an increased fat accumulation by food intake in 

the resting time 

To study the phase combinations of glycogenesis (𝜑𝐿) and fat synthesis (𝜑𝐹), in 

which increased fat gain from food intake in the resting periods was achieved 

(Salgado-Delgado et al., 2010), we calculated the index measuring the difference 

in daily triglyceride accumulation between synchronized and desynchronized 

food schedules. The index, denoted as ∆𝑓𝑎𝑡, is provided as follows:  

∆𝑓𝑎𝑡 =  ∫ {𝑥𝐹
𝐷(𝑡) − 𝑥𝐹

𝑆(𝑡)}𝑑𝑡
𝑚+120

𝑚

, (9) 

where 𝑥𝐹
𝐷(𝑡) and 𝑥𝐹

𝑆(𝑡) represent the level of fat accumulated at time t under 

desynchronized and synchronized food schedules, respectively. ∆𝑓𝑎𝑡  is 

calculated over 120 h from the starting time m. For our calculation, we examined 

24 × 24 = 576 combinations of 𝜑𝐹 and 𝜑𝐿 by changing each phase by 1 h.  

 

2.4 Parameter values used for numerical calculation of the model 

The parameter values used in the model are listed in Table 1. Some parameters 

were fixed to focus on the effects of circadian phases of fat synthesis (𝜑𝐿) and 

glycogenesis (𝜑𝐹) on glucose metabolism. The peak time of glycogenolysis was 

fixed at 𝜑𝛽 = 6 , namely at the middle of the resting time, because the rate-

limiting enzyme of glycogenolysis, such as glycogen phosphorylase (Pygl), 

showed peak expression levels during the early resting period (Greenwell et al., 

2019; Kim et al., 2017).  

Other parameters associated with the period and amplitude of 

oscillation were also fixed (Table 1). We fixed 𝑥𝐺
𝑈 = 2 and 𝐸𝐿 = 4 on the cost 

calculations and chose two cycles, starting from 𝑛 = 60 in Eq. (9a) and (9b), 
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respectively. The threshold dependences on the costs are discussed in Appendix 

A. Our conclusion did not depend on 𝑥𝐺
𝑈 but depended on 𝐸𝐿, as discussed in 

Appendix A. We also fixed the relative ATP production efficiency 𝑓 = 10.6 

(section 3.2), and discuss the 𝑓  dependence on cost calculation in section 4 

(Discussion) and Appendix B.  

 

3. Results  

3.1. Minimizing the risk of energy depletion 

The risk of energy depletion (𝐶𝐸) (Eq. (8a)) was minimized when the peak time 

of fat synthesis (𝜑𝐹) was set at the end of the resting period and that of glycogen 

synthesis was set at the end of the active period (minimum risk (35.33) was 

realized at (𝜑𝐹, 𝜑𝐿) = (11,22)) (Fig. 3A, 3B).  

This desynchronized timing of fat and glycogen synthesis is effective 

for a continuous supply of energy, resulting in a reduced risk of energy depletion 

that is most likely to occur at the end of the resting period (𝑡 = 12 ) in all 

combinations of phases for glycogen and fat synthesis (Fig. 3B) because of the 

absence of glucose inputs during the resting period under a synchronized food 

schedule (Fig. 1B(I)). The risk of energy depletion decreased when fat synthesis 

peaked during the resting period, and the peak of glycogen production was set at 

the end of the active period (e.g. (𝜑𝐹, 𝜑𝐿) = (6,0) or (12,0); Fig. 3C) due to 

the continuous supply of energy mainly from fat at the end of the resting period 

(dotted lines in (𝜑𝐹, 𝜑𝐿) = (6,0) or (12,0)) (Fig. 3D). 

When the phase of fat synthesis (𝜑𝐹) was set during the resting period, 

the energy supply from glucose in the active period and that from fat in the 

resting period was balanced for a continuous supply of energy regardless of 

circadian time. The energy supply from glucose was high during the active 

period and low during the resting period regardless of the phase of glycogen 

synthesis, due to food intake during the active period in the synchronized food 

schedule (solid lines in Fig. 3D). On the contrary, energy supply from fat 

significantly depended on the phase of fat synthesis (dotted lines in Fig. 3D). 

When the peak of fat synthesis was set during the resting periods, energy supply 
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from fat peaked during the resting periods, which compensated for the lack of 

energy at the end of resting periods due to no food intake (dotted lines in Fig. 

3D).  

When the peak phase of glycogen production (𝜑𝐿) was set at the end of 

the active periods (𝜑𝐿 = 0), a low risk of energy depletion was achieved (Fig. 

3A and 3C). This is because the energy depletion due to the lack of glucose at 

the end of the resting periods (𝑡 = 12) was moderated (𝜑𝐿 = 0) (Fig. 3B). If 

𝜑𝐿 = 0, the glucose allocation rate to glycogen was minimized at the end of the 

resting period (𝑡 = 12), which resulted in low glucose consumption when a lack 

of glucose was likely to occur.  

  

3.2. The risk of hyperglycemia was low at the peak of fat synthesis 

during the active period 

The risk of hyperglycemia (𝐶𝐺) (Eq. (8b)) was low when fat synthesis peaked 

during the active periods, as well as when glycogen synthesis peaked at the end 

of the active periods (minimum risk (255.29) is shown (𝜑𝐹, 𝜑𝐿) = (18,1) in 

Fig. 3E; the time course of the risk is shown in 3F). This result indicates that 

glucose allocation to both glycogen and fat during the feeding phase and 

preventing excess levels of glucose are key to realizing the low risks of 

hyperglycemia. 

The risk of hyperglycemia depends mainly on the peak time of glycogen 

synthesis (Fig. 3F). When the peak time was set around the end of the active 

periods (𝜑𝐹 = 23 𝑜𝑟 0) (Fig. 3E), the glycogen production rate increased with 

time during the active period, which contributes to avoiding excess glucose by 

allocating glucose to glycogen during the feeding phase.  

When the peak phase of fat synthesis (𝜑𝐹 ) was shifted from that of 

glycogen synthesis (𝜑𝐿),  the risk of hyperglycemia became low (e.g. 

(𝜑𝐹, 𝜑𝐿) = (18,0), (18,6), (0,12), (0,18) in Fig. 3G). Glucose allocation to fat 

contributed to reducing the amount of glucose leftover when glycogen was 

inactively produced. As mentioned above, low hyperglycemia risks were 

achieved when the glycogen synthesis peak occurred at the beginning of the 
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resting period (𝜑𝐿 = 0) and the fat production peak in the middle of the active 

periods (𝜑𝐹 = 18 ), further reducing the excess glucose during the feeding 

phases (Fig. 3G).  

 

3.3 Fat synthesis synchronized with glucose input causes increased fat 

accumulation with food intake in the resting period 

Next, we examined whether the fat accumulation from food intake during the 

resting periods observed in rodents (Arble et al., 2009; Salgado-Delgado et al., 

2010) was reproduced at the optimal conditions to prevent energy depletion or 

hyperglycemia. Increased fat accumulation by food intake in the resting period, 

represented by positive ∆𝑓𝑎𝑡, was achieved when the peak time of fat synthesis 

(𝜑𝐹 ) ranged from the resting period to the beginning of the active period, 

regardless of the phase of glycogen synthesis (Fig. 4). This result indicates the 

importance of synchrony between fat synthesis peak and the timing of glucose 

input for the realization of increased fat accumulation by food intake in the 

resting period. The phase of glycogen synthesis has almost no effect on ∆𝑓𝑎𝑡.  

The phase combination optimal for preventing energy depletion, 

(𝜑𝐹, 𝜑𝐿) = (11,22), was within the parameter region in which positive ∆𝑓𝑎𝑡 

was realized (Fig. 4). However, the phase combination optimal for preventing 

high blood glucose, (𝜑𝐹, 𝜑𝐿) = (18,1), was out of the parameter region. Thus, 

this result suggests that increased fat accumulation by food intake in the resting 

period could be the byproduct of the optimization of phases for minimizing the 

risk of energy depletion. 

Circadian regulation of glycogen, and fat production rates and 

glycogenolysis rate (𝛾𝐹 , 𝛾𝐿, and 𝛾𝛽) contributed to the reduction of the risks of 

energy depletion and hyperglycemia. Without the circadian oscillation of the 

production rates (i.e. when 𝛾𝐹  , 𝛾𝐿 , and 𝛾𝛽   are fixed at mean values of the 

maximum and minimum levels in Table 1), the two types of risks were larger 

than the minimum risks achieved at the optimal phase conditions: (𝜑𝐹, 𝜑𝐿) =

(11,22)  and (18,1)  (Appendix C). In addition, the circadian oscillation 

realized robust rhythmicity of the supply of glucose, glycogen, and fat 
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independent from the fluctuation of feeding timings. Without circadian 

oscillation of the production rates, the peak time of the abundance of glucose, 

glycogen, and fat were shifted by 12 h, changing the feeding schedule 

represented by Eq. (2a) and (2b). In contrast, with the circadian oscillation, the 

shift of peak phases of the abundance caused by the change in the feeding 

schedule (Eq. (2a) and (2b)) was moderated (Appendix C).  

 

4. Discussion 

In this study, we aimed to understand the circadian regulation of glucose metabolism, 

that is, the mechanism behind phenomena such as the accumulation of excess fat as a 

result of irregular meal timings. Using a mathematical model, we described the 

processes of glucose allocation to glycogen or triglycerides regulated by the circadian 

clock. As a result, we confirmed the optimal phases that minimized two risks: (1) 

energy depletion, an important factor for animals to reduce to prepare for urgent 

demand of energy, and (2) hyperglycemia, a key health problem in modern society. 

Both risks were calculated considering the case of nocturnal animals under a 12/12 h 

light (resting)/dark (active) cycle. Both risks were found to be minimized when the 

peak of glycogen synthesis was set at the end of the active period. On the other hand, 

the optimal peaks of fat (triglyceride) synthesis were different between the two risks; 

ZT11, the end of the resting period was optimal to prevent energy depletion, while 

ZT18 in the middle of the active period was optimal to prevent hyperglycemia. 

Secondly, increased fat accumulation from food intakes during resting periods, as 

observed in rodents (Arble et al., 2009; Salgado-Delgado et al., 2010), was realized 

under optimal conditions for preventing energy depletion, but not for hyperglycemia. 

This suggests that the circadian regulation of glucose metabolism in mammals may be 

optimized to prevent energy depletion, and the observed dysregulation of fat 

metabolism in our society may be a byproduct of an adaptation to food shortage that 

animals have faced in their evolutionary history. This adaptive response in the past 

environments can result in a mismatch in the dietary habits in modern society in which 

humans can obtain food anytime they need.  

We assumed that the processes of glucose allocation into glycogen and 
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triglycerides were regulated by the circadian clock in our model, as elucidated in 

experimental studies. In particular, recent studies have suggested that the core 

component genes of the circadian clock are important factors for regulating glucose 

and lipid metabolism in the liver (Adamovich et al., 2014; Doi et al., 2010; Liu et al., 

2013; Zani et al., 2013), although the downstream molecular targets of these genes 

remain to be identified.  

Recent studies have investigated the mechanism of regulation of Gys2 

expression by core clock components. PER2 binds to the gene binding sites of Gys2 

and some negative regulators of glycogenolysis (Zani et al., 2013), while CLOCK 

activates Gys2 expression via two E-boxes (Doi et al., 2010). Our current model 

simplified the process by focusing on oscillations that emerged from the gross effect of 

all components of glycogen and triglycerides production, represented by cosinusoidal 

curves. The model can be extended to incorporate the regulation of circadian clock 

components in the molecular metabolic networks related to glycogen and fat synthesis 

in future studies.  

We demonstrated that the risk of energy depletion was minimized when the 

peak phases of glycogen (𝜑𝐿) and fat production (𝜑𝐹) were set at the end of the active 

(around ZT0) and resting periods (around ZT12), respectively. The optimal phase set 

was consistent with the peak phases of hepatic glycogen and triglycerides in rodents. 

The level of hepatic glycogen peaked at the beginning of the resting period (Doi et al., 

2010), and triglycerides peaked around the end of the resting period (ZT8; Adamovich 

et al., 2014). We considered fast reaction in the transcription, translation processes of 

multiple rate-limiting enzymes and resultant production glycogen and fat, and thus the 

peaks in abundances of transcripts, proteins, and glycogen and fat are synchronized in 

the model. However, these processes are not synchronized and there are delays at least 

several hours in real liver systems. Incorporation of delayed metabolic reaction will 

enable the direct comparison of the predicted optimal peak phases of glycogen (𝜑𝐿) 

and fat production (𝜑𝐹 ) and observed peak phases of rate-limiting enzymes for 

glycogen and fat synthesis, respectively. 

In fact, when we compared the peak time of the enzyme or protein abundance 

associated with glycogen and fat synthesis, discrepancies were observed between the 
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model prediction and the data. In glycogenesis, Gys2 (glycogen synthase 2) gene 

expression peaked at the beginning of the active period (ZT=12), while GYS2 protein 

peaked in the middle of the active periods (ZT=20; Doi et al., 2010), which are both 

different from the optimal 𝜑𝐿  (ZT = 22). In lipogenesis, there are several pathways, 

such as de novo lipogenesis, where fatty acids are produced from citrate (intermediate 

of the TCA cycle), and glycerol-3-phosphate pathway, where glycerol-3-phosphate and 

fatty acids are transformed into triglycerides (Saponaro et al., 2015). The peak phase of 

ACC1, the rate-limiting enzyme of de novo lipogenesis, occurred at the end of the 

resting period (ZT=12; Liu et al., 2013), while the peak phase of Gpat2 expression, the 

rate-limiting enzyme of the glycerol-3-phosphate pathway in lipogenesis, occurred at 

the beginning of the resting time (ZT=0; Adamovich et al., 2014). The phase of ACC1 

was close to the optimal 𝜑𝐹 (ZT = 11), but varied from the Gpat2 expression phase 

by 12 h. 

In our model, 𝜑𝐿  and 𝜑𝐹  represent the phases of the total production 

processes of glycogen and triglycerides, respectively, and not the phase of a particular 

pathway. To compare the optimal 𝜑𝐿  and 𝜑𝐹  with the experimental data, we 

estimated the peak phases of the most rate-limiting pathways of glycogen and 

triglyceride production. Here, we did not consider the time delay of each process in the 

model, which may have caused a mismatch between the optimal phases derived by our 

calculation and the peak phases of gene expression and enzymes. 

The combination of the optimal phases of fat and glucose production (𝜑𝐹, 𝜑𝐿) 

depended on the parameter 𝑓, the relative efficiency of fat, as an energy resource. The 

optimal (𝜑𝐹, 𝜑𝐿)  did not change when 𝑓  increased from 10.6 to 15.0. However, 

when 𝑓 was 5.0, the optimal phase of fat production (𝜑𝐹) was synchronized with that 

of glycogen production rate (𝜑𝐿 ), while the optimal phases of fat and glycogen 

production shifted at 𝑓 above 10.6. When fat is about 10 times more efficient as an 

energy resource than glucose (𝑓 = 10.6), fat can compensate for the lack of glucose 

during fasting phases, and the shifted timing of fat and glycogen production may be a 

good strategy. This is discussed in detail in Appendix B.  

The fluctuation of meal timings has a large effect on metabolic homeostasis. 

Considering the case in humans, food intake can be divided into three main time points, 
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namely breakfast, lunch, and dinner. Delaying the timings of the three meals causes a 

delay in the plasma glucose rhythm and peripheral clock gene expression (Wehrens et 

al., 2017). Moreover, specific patterns of the dietary contents of breakfast, lunch, and 

dinner have been associated with risks for hyperglycemia (Shi et al., 2017). These 

phenomena related to meal timings and nutrient content could be explained by 

extending the model considering food intake divided into several timings and different 

amounts of glucose and other nutrients in each meal.  

The length of light and dark phases is also an environmental fluctuation factor 

in regions other than the tropical area. The length of the active and resting periods is 

fixed at 12/12 h in this study, and the patterns can be varied to examine the schedule of 

shift workers. Epidemiological studies have found that shift workers are likely to 

experience obesity (Di Lorenzo et al., 2003). Tsai et al. (2005) shifted the light-dark 

cycle of rats 12 h for three days in a week and found that the shifted light exposure 

enhanced weight gain. 

The entrainment of the circadian clock is also an important factor for nutrient 

homeostasis. Studies have revealed that the peripheral clock in the liver is modulated 

by food factors (Kuroda et al., 2012; Oike, 2017; Shimizu et al., 2018; Stokkan et al., 

2001). Shimizu et al. (2018) revealed that delaying breakfast altered the phases of 

Clock genes, lipid metabolism-related genes, and glucose metabolism-related genes in 

the liver. Similarly, Kuroda et al. (2012) examined multiple conditions mimicking 

human meal timings in mice and found that the meal after the longest interval has the 

largest effect on the phase of PER2 in the liver. Moreover, insulin plays an important 

role in the regulation of blood glucose and the entrainment of the circadian clock 

(Crosby et al., 2019). In the delayed breakfast mouse model, serum insulin levels were 

also delayed (Shimizu et al., 2018). The flexible adjustment of the peripheral clock to 

a fluctuating environment is important for nutrient homeostasis. To understand the 

mechanism of entrainment by meal timings, it is necessary to develop a multi-scaled 

mathematical model that consists of the gene network and the metabolite dynamics 

responding to glucose input occurring at different times. Moreover, the entrainment of 

the circadian clock is also influenced by exercise (Tahara et al., 2017; Tahara and 

Shibata, 2018). This suggests that the activity pattern of individuals may have an effect 
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on entrainment and nutrition homeostasis, which is important for predicting optimal 

meal schedules. Our model could also be used as a basic framework to understand the 

necessity of flexible entrainment of the circadian clock in mammals by considering 

nutrient homeostasis, by which we may elucidate the reasons for the circadian clock in 

mammals being partly independent and the adaptation of this clock to environmental 

perturbation. 
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Appendix A  

Dependence of costs on the threshold of hyperglycemia and energy depletion 

 

In this Appendix, we discuss the dependency of energy depletion costs on the values of 

thresholds 𝑥𝐺
𝑈  and 𝐸𝐿 . In sections 3.2 and 3.3, we calculated the risks of energy 

exhaustion (𝐶𝐸) and hyperglycemia (𝐶𝐺) setting 𝑥𝐺
𝑈 = 2.0 and 𝐸𝐿 = 4.0 in Eq. (9a) and 

(9b), based on the two regulations. First, we set thresholds that did not result in 𝐶𝐸 = 0 

or 𝐶𝐺 = 0  in multiple conditions of (𝜑𝐹, 𝜑𝐿)  so as to choose one condition that 

achieves the lowest risk. Second, we did not consider the cases where the energy levels 

were below the threshold throughout the period. We considered that if a chronic lack of 

energy occurs, the animal cannot survive and the amount of food intake 𝐿(𝑡)  will 

increase. Varying 𝑥𝐺
𝑈 and 𝐸𝐿, these regulations are violated under certain conditions as 

follows. 

 

A.1 Threshold of energy exhaustion 

We calculated the risks of energy exhaustion by varying the threshold to 𝐸𝐿 =

2.0, 4.0, 8.0  (Fig. A.1). The result of 𝐸𝐿 = 4.0  was the same as the result 

shown in section 3.1. 

When we set 𝐸𝐿 = 2.0, the threshold was too low to evaluate the best conditions. 

This is because some conditions of (𝜑𝐹, 𝜑𝐿) resulted in 𝐶𝐸 = 0 (black cells in 

Fig. A.1) and we could not find the optimum (𝜑𝐹, 𝜑𝐿).  

In contrast, when we set 𝐸𝐿 = 8.0, the threshold was too high because the peaks 

of energy levels were below the threshold 𝐸𝐿 = 8.0  in some (𝜑𝐹, 𝜑𝐿) . 

Furthermore, energy exhaustion occurred throughout the day, even in the feeding 

phases. Under such conditions, the lowest risk was achieved (𝜑𝐹, 𝜑𝐿) =

(0,21) in the condition where 𝜑𝐹 was during the active period, which is differs 

from 𝐸𝐿 = 4.0. Therefore, the threshold of energy exhaustion has an effect on 

the result of searching for the condition of lowest risks.   

 

A.2 Threshold of hyperglycemia 

We calculated the risks of hyperglycemia by varying the threshold to 𝑥𝐺
𝑈 = 1.0,
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2.0, 4.0 (Fig. A.2). The result of 𝑥𝐺
𝑈 = 2.0 is shown in section 3.2 (the lowest 

risk was achieved in (𝜑𝐹, 𝜑𝐿) = (18,1)).  

When we set 𝑥𝐺
𝑈 = 1.0, the condition of lowest risk was achieved at (𝜑𝐹, 𝜑𝐿) =

(19,4). When we set 𝑥𝐺
𝑈 = 4.0, many conditions of (𝜑𝐹, 𝜑𝐿) achieved 𝐶𝐺 =

0 (Fig. A.2) and the threshold was too low to find the best condition for the 

lowest 𝐶𝐺 . The conclusion did not depend on 𝑥𝐺
𝑈 much compared to 𝐸𝐿. This 

is because the glucose levels declined to near zero during fasting phases, and the 

lack of glucose occurred in all of the conditions during the resting periods. Then, 

chronic hyperglycemia did not occur where 𝑥𝐺
𝑈 = 1.0, 2.0, 4.0, unlike in the 

case of varying 𝐸𝐿. 

 

 

Appendix B  

Dependence of costs on relative ATP production efficiency  

In this Appendix, we discuss the dependency of energy depletion costs on the relative 

ATP production efficiency, denoted by 𝑓 in Eq. (8b). A larger 𝑓 represents a higher fat 

efficiency as an energy resource compared to the efficiency of glucose. We calculated the 

costs for energy depletion to vary 𝑓 = 5.0, 10.6, and 15.0 (Fig. B). In section 3.1, we 

set 𝑓 =
𝑓𝐹

𝑓𝐺
=

318

30
= 10.6 as a basal value (Fig. B(ii)), where 𝑓𝐹 and 𝑓𝐺  are the number 

of ATPs produced from one molecule of triglyceride and glucose. We examined the 

smaller value 𝑓 = 5.0 (Fig. B(i)) and the larger value 𝑓 = 15.0 (Fig. B(iii)).  

The optimal timing of glycogenesis (𝜑𝐿) did not depend on 𝑓 and the risks of 

energy depletion were minimum around 𝜑𝐿 = 23 (Fig. B(i), (ii), and (iii)). To maintain 

the glycogen level during the resting periods, the peaks at the end of the resting periods 

were optimal, as explained in section 3.2. 

The optimal conditions for fat production (𝜑𝐹) were varied 𝑓. If 𝑓 = 5.0, the 

value of risk did not depend on 𝜑𝐹 so much (Fig. B(i)), and increasing 𝑓, the optimal 

conditions became dependent on 𝜑𝐹 (Fig. B(ii, iii)), since fat had a greater impact on 

the energy level, and the production phase became more important with increasing 𝑓. 

The 𝜑𝐹 minimum risk was achieved at the end of the active periods when 𝑓 = 5 (Fig. 

B(i)), but the optimal 𝜑𝐹 was shifted to the end of the resting period when 𝑓 = 10.6 
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and 𝑓 = 15.0 (Fig. B(ii, iii)).  

As discussed in section 3.1, fat can compensate for the lack of glucose at the end 

of the resting periods when the efficiency of fat as an energy resource is large enough (e.g. 

𝑓 = 10.6 and 𝑓 = 15.0). Thus, producing fat at the end of the resting period can be an 

optimal strategy. However, when 𝑓 is small (𝑓 = 5.0), the fat is unable to overcome the 

lack of glucose and energy depletion tends to occur when either fat or glucose is at a low 

level. Therefore, synchronized production of both fat and glycogen was a better strategy 

than shifted production timing.   

 

Appendix C  

Circadian oscillation is necessary to maintain robust peak phases of substances 

against timings of food intakes 

The equilibria of the model (Eq. 1, 5, and 6) can be derived by calculating 𝑥𝐺
∗ , 𝑥𝐹

∗ , and 

𝑥𝐿
∗ that satisfy 𝑥�̇� = 𝑥�̇� = 𝑥�̇� = 0, as follows: 

𝑥𝐺
∗ =

𝑎𝐿(𝑡)

𝛾𝐹̅̅ ̅ + 𝑑𝐺
, 𝑥𝐹
∗ =

𝛾𝐹̅̅ ̅

𝑑𝐹

𝑎𝐿(𝑡)

𝛾𝐹̅̅ ̅ + 𝑑𝐺
, 𝑥𝐿
∗ =

𝛾�̅�
𝛾𝛽̅̅ ̅

𝑎𝐿(𝑡)

𝛾𝐹̅̅ ̅ + 𝑑𝐺
, (𝐶1) 

where circadian oscillation is not considered, 𝛾𝐹̅̅ ̅ , 𝛾�̅� , and 𝛾𝛽̅̅ ̅  can be assumed as 

constant values. The equilibria change in response to 𝐿(𝑡), represented in Eq. (2a) and 

(2b), 𝑑𝐺   and 𝑑𝐹  are represented in Eq. (3a) and (3b), respectively. There are two 

equilibria corresponding to the feeding (𝐿(𝑡) = 1 ) and fasting (𝐿(𝑡) = 0 ) periods as 

follows: 

𝑥𝐺
∗ = 𝑥𝐹

∗ =  𝑥𝐿
∗ = 0, 𝑤ℎ𝑒𝑟𝑒 𝐿(𝑡) = 0 (𝑖. 𝑒. 𝑓𝑎𝑠𝑡𝑖𝑛𝑔 𝑝𝑒𝑟𝑖𝑜𝑑), (𝐶2) 

and 

𝑥𝐺
∗ =

𝑎

𝛾𝐹̅̅ ̅ + 𝑑𝐺
, 𝑥𝐹
∗ =

𝛾𝐹̅̅ ̅

𝑑𝐹

𝑎

𝛾𝐹̅̅ ̅ + 𝑑𝐺
, 𝑥𝐿
∗ =

𝛾�̅�
𝛾𝛽̅̅ ̅

𝑎

𝛾𝐹̅̅ ̅ + 𝑑𝐺
, 𝑤ℎ𝑒𝑟𝑒 𝐿(𝑡) = 1 (𝑖. 𝑒. 𝑓𝑒𝑒𝑑𝑖𝑛𝑔 𝑝𝑒𝑟𝑖𝑜𝑑).  (𝐶3) 

 

Without the circadian oscillation of 𝛾𝐹 , 𝛾𝐿, and 𝛾𝛽 , the peak time of 𝑥𝐺, 𝑥𝐹, 

and 𝑥𝐿 in the two schedules were shifted by 12 h (lower row in Fig. C), and the timings 

of the food intakes were directly reflected in the peak times of glucose, fat, and glycogen. 

In contrast, the peak phases did not dramatically shift depending on the two feeding 

schedules when the circadian oscillation was considered, where 𝜑𝐹 = 6, 𝜑𝐿 = 18 (upper 

row in Fig. C). Considering the circadian regulation of the production rates, the peak 
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times of glucose, fat, and glycogen were robust to changes of the timing of food intake.  

Circadian regulation on the production rates also contributed to reduction of the risks of 

energy depletion and hyperglycemia. With the production rates fixed at the mean values 

of the maximum and minimum levels (𝛾𝐹 = 0.11 , 𝛾𝐿 = 1.025 , and 𝛾𝛽 = 0.25 ), the 

risks of energy depletion and high glucose level were 289.90 and 369.60, respectively, 

which were larger than the minimum risks under the optimal phase conditions: 35.33 at 

(𝜑𝐹, 𝜑𝐿) = (11,22) and 255.29 at (𝜑𝐹, 𝜑𝐿) = (18,1). 
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Tables 

 

Table 1. Fixed parameter values in the calculations 

 

Description Symbol Value 

Efficiency of obtaining glucose from food intake 𝑎 5.0 

Maximum rate of triglyceride production 𝑎𝐹 0.17 

Minimum rate of triglyceride production 𝑏𝐹 0.05 

Maximum rate of glycogenesis 𝑎𝐿 2.0 

Minimum rate of glycogenesis  𝑏𝐿 0.05 

Maximum rate of glycogenolysis 𝑎𝛽 0.5 

Minimum rate of glycogenolysis 𝑏𝛽 0 

Peak time of glycogenolysis 𝜑𝛽 6.0 

Time period 𝜏 24.0 

Glucose consumption rate in the active period 𝑑𝐺𝐴 1.0 

Fat consumption rate in the active period 𝑑𝐹𝐴 0.5 

Relative glucose/fat consumption rate in the resting 

period 

𝛼 0.8 
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Figures  

Figure 1 

 

 

Glucose allocation model. The amount of glucose, glycogen, and fat are 

represented by 𝑥𝐺, 𝑥𝐿, and 𝑥𝐹. Glucose is obtained at the rate of 𝛼  𝐿(𝑡) food 

intake depending on the food schedules described in Fig. 1B. Glucose is allocated 

into glycogen and fat at rates of 𝛾𝐿 and 𝛾𝐹 , respectively. Glycogen is degraded 

into a glycose at the rate of 𝛾𝛽 . Glucose and fat are consumed as energy resources 

at the rates of 𝑑𝐺  and 𝑑𝐹, respectively. 𝑑𝐺  is high during the active period and 

low during the resting period (Eq. 3). 𝛾𝐿, 𝛾𝐹 , and 𝛾𝛽  are regulated by the 

circadian clock and represented by the cosine curves in Eq. 4.   
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Figure 1  

 

Two schedules of food intakes. (I) Synchronized food schedule. The active 

periods and feeding periods are synchronized. We assume that this schedule is 

natural for mammals, assuming that most mammals obtain food during the active 

periods. (II) Desynchronized food schedule. The active periods and feeding 

periods are desynchronized. This schedule is assumed to be abnormal habits and 

similar to the situation of shift workers. 
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Figure 2  

 

Two types of risks for nutrient homeostasis. We consider the risks of (A) high 

glucose level and (B) energy exhaustion as possible elements behind the nutrient 

homeostasis. The white and black bars on the time axis represent resting and 

active periods, respectively. (A) The risks of energy exhaustion. The damages of 

energy exhaustion occur when the 𝐸(𝑡) is below the threshold 𝐸𝐿 = 4.0. The 

risks of energy exhaustion are calculated as the integrated value of 𝐸𝐿 − 𝐸
∗ (Eq. 

9a) and represented as the grey area. (B) The risks of high glucose level. The 

damages occur when the glucose level exceeds the threshold 𝑥𝐺
𝑈 = 2.0 . The 

integrated value of the damage (𝑥𝐺(𝑡) − 𝑥𝐺
𝑈) is calculated as the risks of high 

glucose level, described as grey area (Eq. 9b).  
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Figure 3 

(A, E) Risks for nutrient homeostasis. We calculated two possible risks for nutrient 

homeostasis based on Eq. (9b) and (9c) for 24 × 24 = 576 combinations of (𝜑𝐹, 𝜑𝐿). 

The light-colored cells represent the higher level of risks, as shown in the scales next to 

the heat maps. Here, we search for the condition of (𝜑𝐹, 𝜑𝐿) that realizes a low risk. The 

condition that achieved the lowest risk is highlighted by a white frame. The white and 

black bars along the axis represent the resting and active time, respectively.  

 

(B, D, F) Daily patterns of variables representing metabolic profiles. The bold lines show 

the dynamics of each valuable for two periods for 16 combinations of (𝜑𝐹, 𝜑𝐿) (𝜑𝐹 =

0, 6, 12, 18  and 𝜑𝐿 = 0, 6, 12, 18 ). The white and black bars in the vertical axis 

represent the resting and active periods, respectively. 

 

(C, G) The level of risk for nutrient homeostasis. The values of the risks of energy 

exhaustion and hyperglycemia shown in (A) and (E) corresponding to each of the 16 

phase combinations in (B, D, F) (𝜑𝐹 = 0, 6, 12, 18 and 𝜑𝐿 = 0, 6, 12, 18).  
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(A) Risk of energy exhaustion. Low risks (dark-colored cells) are achieved 

𝜑𝐹 during the resting period and at the beginning of the active period and 𝜑𝐿 

during the active period. The lowest risk is at (𝜑𝐹, 𝜑𝐿) = (11, 22) . (B) The 

levels of energy exhaustion. The bold solid lines show the time series of energy 

level below the threshold (max{(𝐸𝐿 − 𝐸(𝑡)), 0}). The case in the condition for 

the minimum risk (𝜑𝐹, 𝜑𝐿) = (11, 22) is represented in the upper right side. 

(C) Values of level of energy exhaustion. The values correspond to the level of 

energy exhaustion shown in (A) for each (𝜑𝐹, 𝜑𝐿).  
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(D) The energy levels obtained from the two resources. The solid and dotted lines 

show the energy obtained from fat (𝑑𝐹𝑥𝐹) and glucose (𝑑𝐺𝑥𝐺), respectively. The 

case in the condition for the minimum risk (𝜑𝐹, 𝜑𝐿) = (11, 22) is represented 

in the upper right side.  
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(E) The risk of hyperglycemia. A low risk was achieved 𝜑𝐹 during the active 

period. The lowest risk was achieved at (𝜑𝐹, 𝜑𝐿) = (18, 1). (F) Levels of excess 

glucose. The solid lines show the level of glucose that exceeds the threshold of 

damage (max{(𝑥𝐺(𝑡) − 𝑥𝐺
𝑈), 0}). The case in the condition for the minimum risk 

(𝜑𝐹, 𝜑𝐿) = (18, 1)  is represented at the upper right side. (G) The level of 

hyperglycemia. The values correspond to the level of energy exhaustion shown 

in (A) for each (𝜑𝐹, 𝜑𝐿). 
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Figure 4 

 

 

Difference in fat accumulation between food intake in the resting period and 

active period. Δ𝑓𝑎𝑡, the integrated difference of fat between desynchronized and 

synchronized schedule (Eq. 8), is calculated for each combination of (𝜑𝐹, 𝜑𝐿) . 

The white and black bars below the axis represent the resting and active periods. 

The scale next to the heat map denotes the value of Δ𝑓𝑎𝑡. In the heat map, the 

light-colored cells correspond to the condition of higher Δ𝑓𝑎𝑡, which suggests 

that fat is more likely to accumulate under the desynchronized food schedule 

conditions. The higher Δ𝑓𝑎𝑡 is observed when 𝜑𝐹 is in the resting period and 

at the beginning of active period. 
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Figure A 

 

Threshold dependences of risks of energy exhaustion and excess glucose levels. We 

calculated two possible risks, denoted by Eq. (9b) and (9c) for 24 × 24 = 576 

combinations of (𝜑𝐹, 𝜑𝐿). The light-colored cells represent a higher level of risk, as 

shown in the scales. The condition achieved the lowest risk in the white frames. The 

white and black bars along the axis represent the resting and active times, respectively. 

(A.1) Risk of energy exhaustion. (i) 𝐸𝐿 = 1.0. The risks become zero in the multiple 

conditions represented by the black area. (ii) 𝐸𝐿 = 2.0. The lowest risk is achieved 

at (𝜑𝐹, 𝜑𝐿) = (9, 23) . (iii) 𝐸𝐿 = 4.0 . The lowest risk is achieved at (𝜑𝐹, 𝜑𝐿) =

(1,0).  
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(A.2) The risk of hyperglycemia. (i) 𝑥𝐺
𝑈 = 1.0 . The lowest risk is achieved at 

(𝜑𝐹, 𝜑𝐿) = (19,3). (ii) 𝑥𝐺
𝑈 = 2.0. The lowest risk is achieved at (𝜑𝐹, 𝜑𝐿) = (19, 0). 

(iii) 𝑥𝐺
𝑈 = 4.0. The risks become zero in the black area. 
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Figure B 

 

Relative ATP production efficiency depends on the risk of energy depletion. We 

calculated the risks of energy depletion, denoted by Eq. (8a) for 24 × 24 = 576 

combinations of (𝜑𝐹, 𝜑𝐿) changing the relative ATP production efficiency (𝑓). 

The light-colored cells represent a higher level of risk, as shown in the scales. 

The condition achieved the lowest risk in the white frames. The white and black 

bars along the axis represent the resting and active times, respectively. (i) 𝑓 =

5.0 . The lowest risk is achieved at (𝜑𝐹, 𝜑𝐿) = (23, 23) . (ii) 𝑓 = 10.6. The 

lowest risk is achieved at (𝜑𝐹, 𝜑𝐿) = (11, 22). (iii) 𝑓 = 15.0. The lowest risk 

is achieved at (𝜑𝐹, 𝜑𝐿) = (9,23).  
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Figure C 

 

 

Daily patterns of variables with and without circadian oscillation of 𝛾𝐿, 𝛾𝐹 , and 𝛾𝛽 . 

Upper row: dynamics of glucose, fat, and glycogen with circadian oscillation, where 

𝜑𝐹 = 6 and 𝜑𝐿 = 18. Lower row: dynamics without circadian oscillation, where 

the production rate of fat, glycogen, and glycogenolysis are fixed at the mean values 

of the maximum and minimum levels of the production rates (𝛾𝐹 = 0.11 , 𝛾𝐿 =

1.025, and 𝛾𝛽 = 0.25; the maximum and minimum levels are shown in Table 1). 

The white and black bars along the axis represent the resting and active periods, 

respectively. The bold and dotted lines show the dynamics of food intake in the active 

period and in the resting period, respectively. 
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