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Extraction of Inclined Character Strings from Unformed
Document Images Using the Confidence Value of a

Character Recognizer

Kei TAKIZAWA', Daisaku ARITA', Nonmembers, Michihiko MINOH'

SUMMARY A method for extracting and recognizing charac-
ter strings from unformed document images, which have inclined
character strings and have no structure at all, is described. To
process such kinds of unformed documents, previous schemes,
which are intended only to deal with documents containing noth-
ing but horizontal or vertical strings of characters, do not work
well.  Our method is based on the idea that the processes of
recognition and extraction of character patterns should operate
together, and on the characteristic that the character patterns are
located close to each other when they belong to the same string.
The method has been implemented and applied to several images.
The experimental results show the robustness of our method.
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1. Introduction

There are research systems that automatically generate
indices of document images for retrieval. Such systems
are intended to help us select necessary information
quickly from enormous amounts of information on doc-
ument images. In such systems, it is essential to be able
to recognize characters in the documents.

Most of the research [ 1]-[3] only deals with formed
documents, such as visiting cards, papers or order forms,
which have only horizontal or vertical character strings.

However, there exist another type of documents
which have no specific form at all, for example, cata-
logs or posters. They often include inclined character
strings. We call this type of documents unformed (free-
formed)documents. A method for dealing with such
documents has been proposed[8]. In this method, by
applying the Hough transformation to the centroids of
connected components, character patterns lying along
the same straight line are extracted. This method is
suitable for processing images only including simple
character patterns such as letters, which are mostly com-
posed of one connected component. This is because the
connected components belonging to the same character
string are almost collinear.

However, using the method in Ref. [8], it is difficult
to deal with complex character patterns such as Chinese
characters, which are composed of several connected
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components. This is because the connected components
belonging to the same string are distributed around a
straight line on which the character patterns are aligned.

Instead, we propose a new method for processing
images including complex character patterns like Chi-
nese characters.

In the proposed method, the connected components
are merged into character strings, using the characteris-
tic that the character patterns are located close to each
other when they belong to the same string and apart
when they do not.

We also deal with the string segmentation problem
peculiar to the Chinese character strings. The character
strings can not be segmented into character patterns cor-
rectly, only using the features such as the width of the
patterns. The character recognizer is used to determine
whether a pattern is really a character pattern or not.

2. Extraction of Character Strings

To avoid unessential problems in our scheme, we con-
strain the input image to satisfy the following require-
ments: (1) the fonts should not be peculiar ones such as
italics; (2) the graphics and pictures should be removed
beforehand; (3) the character patterns belonging to the
same character string should lie along the same straight
line; (4) the character patterns belonging to the same
character string should have the same orientation.

The proposed method consists of the following two
modules:

Module-A: Construction of a merged group of
connected components (MGCC)
Module-B: Extension of the MGCC

Notice that module-B is not executed after module-A,
but called in module-A as a subroutine.

Module-A extracts a part of a group of connected
components belonging to the same character string (see
Fig.1(a)). We refer to such a group of connected
components as an MGCC (merged group of connected
components). Module-A calls module-B, passing the
MGCC as an argument. And then, module-B searches
the image for the connected components with which the
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Fig. 1 Component modules of the proposed method.

MGCC forms a character string and merges them with
the MGCC (see Fig.1(b)). When module-B finishes,
module-A is resumed and a new MGCC is generated,
and so on. This continues until the input image be-
comes empty.

In the following two sections, we describe each
module in detail.

3. Construction of a Merged Group of Connected
Components

In module-A, the connected components belonging to
the same character string are extracted and merged to-
gether.

If two character patterns are adjacent to each other
in the character string, they lie close to each other. On
the basis of this property, an MGCC is generated using
the expansion operation.

By applying the expansion operation to the image
repeatedly, any two of the connected components could
meet together. The closer they are located to each other,
the earlier they meet together.

Because the expansion operation changes the origi-
nal image, another image, the expansion image, is used,
copying the original image into the expansion image.
The expansion operation is applied repeatedly to the
expansion image until two or more connected compo-
nents get together and form one new connected compo-
nent. This new connected component is removed from
the expansion image and the corresponding connected
components are extracted from the original image as an
MGCC. And then, this module calls module-B, passing
the MGCC as an argument.

When module-B finishes, the expansion operation
is applied to the image repeatedly again. If the inclina-
tion of the character string has not been determined in
module-B, because the MGCC is too short, the MGCC
is restored to the original image before applying the ex-
pansion operation. At the same time, the connected
component corresponding to the MGCC, which has
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been removed from the expansion image, is restored to
the expansion image.

And then, a new MGCC is generated through the
expansion operation, and so on. This continues until
the original image becomes empty.

The algorithm of module-A is summarized as fol-
lows:

Procedure module-A()
Mg : variable for storing an MGCC;
orglmg : original image;
exImg : expansion image;
begin
while orglmg is not empty do
begin
expand exImg,
if a new MGCC is generated
then store the MGCC to Mg;
else goto 10;
module-B( Mg);
if the inclination of Mg has not been determined
then restore orglmg and exImg to the state before
Mg was extracted;
label 10;
end
end

4. Extension of the MGCC

Module-B consists of the following modules.

‘Module-B.1: Determination of the inclination of
the MGCC

Module-B.2 : Segmentation of the MGCC
Module-B.3 : Reconstruction of the MGCC

In module-B.1, the inclination of the MGCC is de-
termined. In module-B.2, the MGCC is segmented into
character patterns and recognized. In module-B.3, the
original image is searched for the connected components
with which the MGCC is merged.

Module-B is composed in the following way:

Procedure module-B(MgMGCC)
begin
module-B.1(Mg);
if the inclination is not determined
then goto 20;
while for ever do
begin
module-B.2( Mg);
module-B.3(Mg);
if Mg has been merged with no connected component
then output Mg as a character string and goto 20;
module-B.1( Mg);
end
label 20;
end

4,1 Determination of the Inclination of the MGCC

To align the MGCC with the horizontal axis, the angle
of its inclination fg,0,, shown in Fig.2 is determined.
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The character patterns are aligned along a line /; in
Fig.2. ‘

To determine 6,,4,,, the convex hull of the MGCC,
which is the smallest polygon surrounding the MGCC,
is used.

The convex hull of the MGCC has two long sides
which are nearly parallel with each other as shown in
Fig.3. Each side is almost parallel to the line [;, that
is, the angle of each side with respect to the x axis is
nearly equal to the angle 0y.oyp.

To determine the angle 64,0, from these sides, a
function A(0)(6 = 0,1,...,179) is defined so that A(f)
is the sum of the length of the sides of the convex hull,
whose angle with respect to the x axis is 6. _

The two long sides are not exactly parallel. And,
it is enough to calculate the angle 64,4, to an accuracy
of the order of ten degrees. This is based on the defini-
tion of the feature vector of the character recognizer [7].
The feature vector is obtained from the character strokes
whose directions are classified into four categories: 0°,
45°,90°, 180°. The resolution of the direction is rough
enough to accept errors of approximately ten degrees,
and our experiment confirmed that a character pattern
inclination of approximately ten degrees does not affect
the performance of the character recognition process.

Thus, the following function B() is used:

[
B#)= Y  A(6) (D
=0

where 05 = (6 4 170) mod 180, 6. = (6 + 10) mod 180.

As B(6) has the maximum value around 6 = Ogroup
owing to the two long sides, we can determine Ogroup
approximately by finding 6,4, for which B() takes on
its maximum value.

It sometimes happens that the extracted MGCC is a
part of a character pattern or a single character pattern.
In this case, B(6q2) is not extremely large in compar-
ison with B(6)(6 # 0p45). Therefore, B(6,,4,) should
be compared with the threshold Ty, which is 2/3 of the
perimeter of the convex hull of the MGCC, so as to de-
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Fig. 2 Inclination angle of the MGCC.

Fig.3 Two long sides of convex hull.
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termine whether 8,,,,, obtained from #,,,. is valid or
not.

The coefficient 2/3 is based on the assumption that
a character string consists of at least two character pat-
terns. When an MGCC consists of two square-shaped
character patterns, its convex hull is a rectangle such that
the ratio of its longer side to its shorter one is greater
than 2:1. The sum of the length of its two longer sides
is longer than 2/3 of the perimeter of the convex hull.

Thus, the angle 6,0, is determined as follows:

Procedure module-B.1( MgMGCC)
begin
calculate A(#) and B(6);
if B(0maz) < Tp
then 0yroup is not determined;
else find the range of § in which B(6) = Ty (if two ranges
are found, adopt the smallest range including both of these
ranges), and set the angle Ogroup to the middle point of this
range;
end

4.2 Segmentation of the MGCC

The MGCC segmentation problem is transformed into
the block merging problem in the following way.

Let z axis be the axis that forms an angle Ogroup
with the x axis. And let H(z) be the projection profile
of the MGCC on the z axis. By dividing the MGCC
at the intervals whose values of the projection profile
are zero, blocks are obtained. As shown in Fig.4, the
blocks are assinged symbols ry,rs,. .., 7, from left to
right where m is the total number of the blocks. Each
block is either a whole character pattern or a part of
it. This is because the zero intervals of H(z) repre-
sent the following two types of white spaces: (1) one
separating two character patterns which are adjacent to
each other; (2) one separating one character pattern into
several parts. By merging the blocks properly, we can
obtain the character patterns in the MGCC.

Our method has the following features.

First, the character recognizer is used to determine
whether a pattern is really a character pattern or not.

It is difficult to segment a Chinese character string
including letters and digits. Most of the Chinese
characters consist of several narrow connected compo-
nents. Besides, the letters and digits included in such
a string, are usually narrower than the Chinese char-
acters. Hence, it is difficult to distinguish a letter and
digit from a part of a Chinese character.

bock 1 BB K LEE L

MGCC lﬂ E
Ml.“ju_h.__,

H(z)

Fig. 4 Division of the MGCC.
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Methods to deal with such a string have been pro-
posed in Refs.[5] and[6]. In these methods, it is as-
sumed that the width of letters and digits is almost half
of that of Chinese characters. The former[5] uses only
the features of the rectangle bounding a connected com-
ponent. The latter[6] uses a character recognizer as
well, in order to classify narrow patterns into three cat-
egories, letter, digit and part of Chinese character.

Our method is not based on any assumption about
the width of letters and digits, and make use of the char-
acter recognizer more effectively. We define a criterion
to determine whether a pattern is really a character pat-
tern or not, using the output of the character recognizer.
We call this criterion the confidence value.

Second, the block merging process is not carried
out from one end block to the other end block. The
block, from which the process is carried out in both di-
rections to the end blocks, is determined on the basis
of the confidence value. This is because the character
pattern at each end of the MGCC may be missing a part
of it, the part remaining in the original image.

Third, the orientation of the character patterns is
determined. There are four orientations of character
patterns as shown in Fig. 5. One out of these orienta-
tions is selected.

4.2.1 Confidence Value of Character Recognition

The character recognizer operates using the directional
element features[7]. The confidence value is defined
using the output of the character recognizer .

The character recognizer generates up to the n-
th character candidate code word, Cy,Cs,...,C, with
distance, Dy, D»,...,D,, where D; represents the city
block distance between the input pattern and the stan-
dard pattern of C; in the feature space.

The confidence value is defined using Dy and Ds.
Figure 6 shows the distributions of the term Dy —D;. In
the figure, 4 represents a set of character patterns whose
first character candidates are correct, and B represents
a set of character patterns which are parts of charac-
ter patterns or include two or more character patterns.
These patterns were extracted from a digitized document
through a string extraction process and string segmen-
tation process, and then recognized. The vertical axis
represents the percentage of the patterns, and the hori-
zontal axis represents D, — Dy. The number of patterns
which belong to set 4 and that of set B are 657 and
397, respectively. Notice that the values of Dy — D; are
multiplied by a constant. Set B is distributed around
the low value of Dy — D;, whereas set A4 is distributed
around the high value.

X &I R 9he

Fig. 5 Four orientations of character pattern.
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This experimental result shows that if a character
pattern, i.e. neither a part of a character pattern nor
a pattern including two or more character patterns, is
recognized by the character recognizer, Dy — D; tends
to grow. '

The term Dy — D, is useful to define the confidence
value. In Ref.[9], we defined the value as follows:

Dy — Dy
Dy

In the definition, Dy — Dy is divided by Da, so that the
confidence value ranges from 0 to 100.

However, there are a lot of groups of character pat-
terns which are similar to one another, for example,
“I37,01X” and “I¥”. The confidence value of such a
character pattern tends to be small, because the first and
second character candidates are similar to each other.

From the experiments, we found that when no con-
sideration was given to the existence of such groups of
character patterns, the confidence value definition causes
string segmentation errors[9].

Hence, we change the definition of the confidence
value to

Cold — X 100 (2)

c:D"%imxmo (3)

where ¢ is the minimum subscript for which C; is
not similar to the first character candidate. We define

percentage(%})

“\“\1 D%- D1
0 200 400 600 800

Fig. 6 Distribution of D2 — D;.

Table 1 Examples of groups of similar character patterns.
| No. l Group |

1 H

2 cC

3 33

4 | 00000

5 1111

6 —_——
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seventy groups of character patterns which are similar to
one another. We show a part of the groups in Table 1.

42.2 Block Merging Process

The group of blocks, from which the merging process is
started, is referred to as the standard block. This block
is obtained in the following way.

Let 7, be the block including the largest number
of black pixels. The merged blocks, rg, rs_17s, TsTsi1,
Ts—1TsTs+1, TsTs+1Ts+2 and ry_ors_17, are generated.
Among these blocks, the merged block with the maxi-
mum confidence value is selected as the standard block,
and the standard width wg;,q is set to the width of the
standard block. _

Since the confidence value c is calculated without
considering the width of the block, the width should be
considered for the block merging process. Thus, a con-
fidence value for the block merging process ¢ is defined

as
c':cxf( o ) 4
Wstnd
Where
ol 0<z<1)
flz)=< —z+2 (1£Lz£2)
0 (z <0,z > 2)

and w is the width of the block. As the width of the
block w approaches wing, f (ﬁ) increases. '

From the standard block, the block merging pro-
cess is carried out in the following way.

Figure 7 shows the MGCC during the block merg-
ing process. The process is being carried out from the
standard block towards the right side. Let r; be the
block which is adjacent to the standard block. The
group of blocks having maximum confidence value ¢
is selected as a character pattern from the groups, r;,
TiTit1, TiT441Ti42, .. and ;- riy;4q where [ is the
maximum integer for which the width of r;---7.y; is
shorter than wgs,g. In the case of Fig. 7, the group
of blocks is selected from rg, rgry, rer7rs, TeT7TsTo,
TeT7TsToT10. And then, the process continues from the
end of the selected group of blocks.

The left side of the standard block is processed in
the same way.

As mentioned before, there are four orientations of
character patterns. Hence, the block merging process

Wslnd

)

LELEE T

Standard block

L

Fig. 7 Block merging process.
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is carried out with respect to each orientation. Four
groups of extracted patterns, which are corresponding
to four orientations, are obtained. And then, the to-
tal confidence values of the groups are calculated. The
total confidence value C,:,; is defined as follows:

n

Crotat = -3 (¢l)? )

=1

where n and ¢ denote the number of the patterns ex-
tracted from the MGCC, and the confidence value of
the i-th pattern from the left, respectively.

The group having maximum total confidence value
is selected.

4.3 Reconstruction of the MGCC

The MGCC is merged with the connected components
meeting the following conditions: (1) 90% of the area
is included in the region shown in Fig. 8 with half tone
(the two straight lines are the tangents of the MGCC
and parallel to its direction); (2) the distance from ei-
ther end of the MGCC is less than T, times as long as
the average width of the character patterns which are
extracted from the MGCC.

5. Experimental Results

The proposed method was implemented on a SUN
SPARC workstation in C language. The test images
were digitized with a resolution of 300 dpi. The thresh-
old T, was set to 3, which was experimentally deter-
mined.

Figure 9 shows an example of an unformed docu-
ment image. Notice that in the figure, some of the char-
acter strings are numbered for the following explana-
tion. The proposed method was applied to this image,
and most strings were correctly extracted and divided
into character patterns. However, some errors were ob-
served at underlined places in Table2. The errors are
due to the inadequacy of the merging process in module-
B.3. In module-A, the connected components included
in string 4, “$¢_EAR)”, met together earlier than those
in string 3, “& 312...”, extracted as an MGCC. There
is a character pattern “H ™, which is contained in string
3, in the direction of this MGCC inclination, merged-
with the MGCC in module-B.3.

We also applied the method from Ref.[9] to this
test image, and the results are shown in Table 2, as well.

Fig. 8 Reconstruction of the MGCC.
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Table 2 Results of applying our method to test image 1.

String no. I First character candidates 4’
1 HOfalZd 20 IR VT bz
2 bHF LD LR
3 HITHLIHRD_LRBFITE
4 I EER 7

The method adopts definition (2) as a confidence value.
Errors were observed at the overlined places as well as
at the underlined ones.

The proposed method was then applied to the im-
age shown in Fig.10. This image includes a vertical
character string and horizontal character strings. The
horizontal character strings are located in the character-
to-character spaces of the vertical character string.

By applying the expansion operation to the im-
age repeatedly, the connected components included in
the horizontal character strings are extracted together
earlier than the ones included in the vertical character
string. Thereby, after the horizontal character strings
were extracted, the vertical character string was collectly
extracted.

The character strings were segmented correctly ex-
cept for the character string “{H¥RIEHERFHIE”. The
leftmost character pattern “{&” were oversegmented into
two patterns, which are labeled g and bin Fig.11. The
patterns @ and b were recognized as “J ” and “{&”, re-
spectively. Since the pattern b is similar to the character
pattern “i&”, its confidence value is larger than that of
the pattern “{&” including @ and b. Thus, the pattern
labeled @ and b were extracted as separate character pat-
terns.

Finally, we show an example of experimental re-
sults, which show the effect of the new confidence value

ﬂl et
WK # a
HEI Fig11

Fig. 10  Test image 2.
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Oversegmented character pattern.

© 10605 RH HRBIC

ﬁ}li Fig12 Test image 3.

%= # Table3 Effect of the new confidence value.
A Result A | 19 6 042 538
j U Result B ERE-FiwoNoy-8: {

= TOR0EEIRRY B R

Fig13 String segmentation result by the
method not using the confidence value.

(3). The proposed string segmentation method and
the one proposed before[9] were applied to the image
shown in Fig. 12. The results are shown in Table 3. Re-
sult 4 and B are corresponding to the new method and
the old one, respectively. In result B, the pattern “1
9 6 were extracted as a character pattern, which was
recognized as “=.”. The confidence value of the pattern
“1” was small, because the first and second character
candidate of the pattern were “1” and “1”, respec-
tively. This led to a string segmentation error.

The definition of the similar character pattern
group 5 in Table1 increased the confidence value of
the pattern “1”. Thereby, the character patterns were
extracted correctly in result A.

Figure 13 shows the results obtained by applying
the method only considering the width of patterns. The
numeral patterns were not extracted correctly. This is
because the method is based on the assumption that a
character pattern is square-shaped.

6. Conclusion

A new algorithm which is able to extract and recognize
character strings from an unformed document image has
been proposed. The algorithm consists of two parts.

Module-A:Construction of a merged group of
connected components(MGCC)
' Module-B:Extension of the MGCC

Module-A extracts a part of a character string as
a merged group of connected components(tMGCC). An
MGCC is generated by gathering the connected compo-
nents which are close to each other through the expan-
sion operation.

Module-B merges the connected components left in
the image with the MGCC, so that the MGCC forms
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-a complete character string. This module also includes
the process segmenting the MGCC into character pat-
terns. The process is carried out using a confidence
value of the character recognizer as a criterion to deter-
mine whether a pattern is really a character pattern or
not.

The proposed method was applied to several im-
ages and the experimental results show that almost all
the strings and characters are extracted and recognized
correctly. This proves the robustness of our method.

However, the proposed method has the following
problem.

Errors could occur in the case where the character
strings are located close to each other. The connected
components, which lie close to each other though they
do not belong to the same character string, could be mis-
merged in both modules, A and B. They could be joined
together by the expansion operation, and determined to
belong to the same character string, in module-A. They
could be merged together in module-B, if the threshold
T, is set to a large value.

This problem is left for the future study.
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