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Abstract: Information technology (IT) devices that are capable of transferring large data fast 
will generate more heat discharged into the data center room (DCR). As a result, energy 
consumption to cool DCR becomes higher. This research aims to study the simulation of airflow 
and temperature as an indicator of the quality of rack cooling performance in the A2 Class Data 
Center, and to obtain a new rack layout recommendation that can distribute heat from IT devices to 
DCR optimally. Simulation was conducted with the help of ANSYS 16.2 software. The meshing 
sizes used were 645 nodes, 29.304 lines, 10.81.976 hexahedral volumes, and 667.492 quadrilaterals. 
The solver used was pressure-based, while the sub-viscous setting used the k-ɛ standard turbulence 
model. The validation of the simulation model was done by comparing the RH values and the 
temperature of the measurement results from DCR. The study result shows the performance for 
cooling DCR increased when the rack rearrangement in DCR space was implemented according to 
the layout of the results of the simulation. The indicator of the cooling performance improvement 
was the value of the RCI (Rack Cooling Index) which increased by 4.92% while the amount of SHI 
(Supply Heating Index) decreased by 0.047 

Keywords: Cooling Performance, Data Center Room, IT equipment, Rack Cooling Index, 
Supply Heating Index 

1. Introduction
Almost all companies, governments, banks, public 

facilities, and universities have servers stored in a data 
center room1) and application supporting computer 
systems. Since both are required to work continuously, 
data center rooms must have high data security and 
maintenance standards and must be equipped with room 
cooling systems that meet the American Society of 
Heating, Refrigerating and Air-Conditioning Engineers 
(ASHRAE) standards2). Table 1 and Figure 1 show the 
standard thermal area in several data center categories 
referring to ASHRAE TC 9.92). 

The energy requirements for supplying power to data 
centers are substantial. For example, in the United States, 
2% of the total available energy is used to supply power 
to data centers3–6). The problem, arises when the demand 

that the server can transfer and store data quickly will 
increase the temperature of the electronic devices inside 
the server and the cooling load7,8). The portion of energy 
consumption for cooling systems in buildings reaches 
38 %, but more than half of the cooling data centers run 
inefficiently9–12). 

To reduce energy consumption for cooling the data 
center room, fluid flow in the data center needs to be 
optimized, by following these 4 (four) energy 
conservation measures13): 1) unnecessary computer room 
air conditioning (CRAC) can be removed; 2) The air 
temperature in the CRACs is increased; 3) Cold aisle 
retainer added; and 4) Applying a fresh air cooler. 
Padmanabhan et al.14), in their research, concluded that 
algorithms for a collection of periodic tasks could reduce 
the energy consumption of embedded devices by 20 – 
40 %. Peng et al.3) also studied the effects of various 
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variations in heat performance on the workload of the air 
conditioner and produced an effective method for 
measuring energy savings. Oró et al.4) used TRNSYS 
software to analyze the air system in the data center and 
observed regular air circulation and heat-producing 
points. Meanwhile dynamic models were used to analyze 
how to reduce waste in air circulation. Rong et al.15) 
reviewed the energy-saving technology available in the 
data center and produced an energy-saving trend in the 
data center going forward. 

In addition to regulating the performance system of 
supercomputers in the data center, increasing efficiency 
in the data center can also be done by modifying building 
devices. Pillai et al.14) investigated and analyzed the 
performance metrics of cooling systems and energy 
consumption. However, the research did not use a heat 
recovery system in the data center. Additionally, exhaust 
heat from the cooling system in the data center room 
could be collected with additional condensers. Zhang et 
al.15) analyzed the heat recovery system from an 
internet-based data center on an air conditioner and 
developed an hourly energy consumption model of a heat 
recovery system. Lu et al.16) suggested that a central air 
circulation system using a roof ventilation layer and a 
phase change material (PCM) unit to control heat loads 
and peak loads. 

Researchers have also found that natural energy can 
be used to reduce indoor energy consumption. 
Siriwardana et al.17) initiated a model of bottom-up 
energy system optimization to reduce environmental 
impacts and increase savings. Their study combined the 
exploitation of primary energy sources, power and heat, 
emissions, and the user sector. In addition the model has 
also been modeled in building areas. Rasmussen18), 
stated that air return is generally located at the top of the 
Precision AC unit so that the air is cooled directly on the 
Precision AC unit. For the height of the position of the 
air return itself, it can be modified through the design of 
the server room. Thermal conditions in the data center 
are dynamic due to many parameters; hence, they cannot 
be captured through steady-state analysis alone19). The 
first transient numerical analysis was performed by 
Beitelmal and Patel studying the impact of CRAC failure 
on the temperature variations in the data center20). A 
qualitative assessment study has been done by Schmidt 
and Iyengar21) showing that the rising floor air supply in 
the data center room provided a cooler rack entry 
temperature. Herrlin et al. have conducted a CFD 
(computational fluid dynamics) simulation using various 
heat density in the data center and provided a complete 
picture of the thermal environment for electronic 
equipment22).  

Since the temperature and airflow in DCR are 
essential safety components to be considered23), this 
study aims to get an overview of temperature and airflow 
distribution in DCR with the help of CFD software. The 
data centers studied in this research are included in the 

A2 category, as seen in Table 2. This study would 
produce the new rack layout recommendations in Class 
A2 Data Centers that can distribute heat optimally. The 
indicators of the cooling performance increase used in 
this research include RCI (rack cooling index), SHI 
(supply heating index), and RHI (return heating index). 
The recommendation to improve cooling performance by 
re-arranging rack position in the A2 Class data center 
room with the help of CFD software has never been 
conducted earlier. 
Table 1. Data center room environment standards by ASHRAE 
TC 9.9 2) 
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Fig. 1: Psychrometric chart and boundaries of each 
category of data centers room2) 

Table 2. Classification of data center room by ASHRAE in 
2008 and 20112) 
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2. Methodology
2.1 Rack Cooling Performance 

The performance of the server rack is often described 
with the temperature of the data rack entry. The 
commonly used efficiency index from the server rack is 
rack cooling index (RCI). RCI is the recommended ratio 
of excess air temperature into the server rack to cool the 
total excess temperature allowed. In general, RCI is 
described with the formula: 
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Where Tx is the temperature of the air entering the 
rack when it exceeds the recommended temperature. 
Tmax-rec is the maximum recommended temperature (27oC 
in this study), while Tmax-all is the maximum allowable 
temperature (35oC in this study). As an illustration, the 
following are the positions of each temperature involved 
in RCI calculations. 

Fig. 2: Definition of various temperatures in RCI 
calculations according to ASHRAE TC 9.9 (2011) 2) 

In addition to RCI, the important parameter in the 
analysis is cooling efficiency. Cho et al.24) analyzed the 
impact of the cold aisle and hot aisle separation on 
cooling efficiency, presenting alternatives to air 
distribution systems that are generally applied in the data 
center, and reviewing air temperature and speed 
distribution of each system. Efficiency evaluation for 
each air distribution system was carried out in six 
alternative cases based on the method of supplying air 
supply from AC and return air. From the average 
temperature distribution, the local supply 
distribution/raised-floor type air/local return 
infrastructure systems were verified as the most efficient 
air distribution method when a little air circulation at the 
top of the server could be effectively avoided. Air flow 
performance and cooling from the data center have been 
seen in the performance metric setup. SHI (supply heat 
index) is a function of the rack inlet and outlet 
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temperature. SHI which was firstly discovered by 
Sharma et al.25) indicated that the ratio of the heat 
obtained by air in the cold aisle before entering the heat 
source on the rack caused by the hot air leaving the rack. 
The numbers obtained in the RHI parameter indicate 
effective heat dissipation from the data center. The 
existence of dimensionless parameters allows this 
formula to be scaled for systems of any dimension. This 
equation is defined as: 

δQSHI  
Q  δQ

 
=  + 

(2) 

QRHI  
Q  δQ

 
=  + 

(3) 

SHI RHI 1+ =
(4) 

Based on the formula, δQ is the enthalpy change / 
rise due to the heat mixed into the cold air from the AC 
supply, while Q is the total enthalpy change that occurs 
in the rack. 

2.2 Research Stage 
In conducting this research, the data retrieval until 

final appearance can be seen in Figure 3 Flowchart of 
Research Stages. 

Start
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End
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numerical 
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• Steady Flow
• Heat Transfer
• k-ε, realizable

Boundary 
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Rack Cooling 
Performance 

Analysis

• RCI
• SHI
• Humidity

Yes

Fig. 3: Flowchart of research stages 

Drawing models were simulated with actual designs 
located on site using CAD software and model 
simplification using SpaceClaim in ANSYS. Figure 4 
illustrated the server space being tested:  

Fig. 4: Simplified model drawing on SpaceClaim 
Application 

Meshing is the process of dividing a robust model 
into smaller elements, where the lower of the parts will 
be better; thus, boundary conditions and applicable 
parameters can be applied to the meshing results. The 
quality and quantity of mesh used greatly influences the 
simulation completion process. Meshing used in this 
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simulation was discretized into 645 nodes, 29,304 lines, 
10,081,976 hexahedral volumes, and 667,492 
quadrilaterals. This mesh was applied in the whole 
surfaces of the model including volumetric mesh for the 
airflow simulation 

Fig. 5: Mesh results on: (a) isometric view of server room; 
(b) server rack; and (c) air inlets 

After the meshing had been made, we made 
determination of boundary condition. For an inlet fluid in 
the form of air, which is incompressible fluid, the 
boundary condition was decided to be velocity inlet. 
Based on the measurement from the actual DCR, the 
mean inlet air velocity was 2.3 m/s with air temperature 
of 16oC. The PAC outlet and standing AC were 
determined as outflows. Whereas boundary condition for 
server racks, roofs, walls and floors was wall. 

In the final stage of the simulation, data was obtained 
qualitatively both in terms of contours, vectors of 
temperature, heat transfer, and flow velocity. 
Furthermore, quantitative data were reviewed used as a 
reference for analyzing rack cooling performance both in 
theory and simulation. The data displayed was on the X 
(x/y) axis, the Z axis (z/x), and the Y axis (y/z). Then, the 
calculations of server rack cooling performance were in 
the form of RCI, SHI, RHI, RH distribution, and 
recommendation of evaluation in the data center room 
layout. 

The DCR layout of this research is shown in Figure 6. 
The data that we used in this simulation are: 

• Room dimension: 13.68 m x 7.2 m x 3 m
• Perforated tile area: 0.25 m x 0.25 m
• PAC Outlet dimension: 1.2 m x 0.4 m
• Rack dimension: 0.6 m x 0,8 m x 2,3 m
• Board dimension: 0.6 m x 0,8 m x 0,3 m
• Number of racks: 23 units for main rack and 10

units for smaller rack
• Inlet temperature: 16-17oC

Fig. 6: The existing layout of data center room that studied in 
this research 

3. Result and Disccusion
This section discusses the results of numerical 

simulations using ANSYS 16.2 CFD software by 
displaying fluid flow (air) in the room of the tested data 
center. This CFD simulation is described in the form of 3 
dimensions so that air and heat flow can be seen in the x, 
y, and z axes. Moving heat in the room is described in 
the form of free convection, then seen also the 
distribution of air velocity, air temperature is also 
described in the Fluent software - CFD Post. Layout 
(placement) server rack, air inlet, PAC unit, and AC 
standing are described according to the original 
conditions in the field. The iteration was carried out after 
the determination of the simulation model and boundary 
conditions were carried out to reach the convergence 
value. 

Fig. 7: Volume of temperature distribution on an isometric 
view 

The temperature difference in the air will cause air 
flow. In this case, the high-density air coming out of the 
air inlet on the floor will move to the heat source which 
is the air around the rack where it has a higher 
temperature. Hot air from the rack has a lower density 
than the air coming out of the air inlet, so that heat 
transfer occurs between the hot air around the rack and 
cold air from the air inlet. This heat transfer can be 
referred to as natural convection (free convection). Then 
the fan inside the air conditioner unit will draw air from 
the room to be cooled again. This is what causes the 
process of taking heat from inside the room and results in 
the air in the room. 
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(a) 

(b) 

(c) 

(d) 

Fig. 8: Velocity contour on plane: (a) xy 1.6 m, (b) xy 7.3 m, 
(c) yz 1.5 m, (d) acceleration profile of simulation. 

It can be seen that the isometric image of the 
temperature volume of the data center room was tested as 
seen in Figure 7. It shows that the location of the PAC 
tends to be on the right side of the room; however on the 
left side of the room a standing floor type air conditioner 
unit has been added as an additional cooler. The air of the 
data center room based on the simulation results looks to 
have an average temperature of 21 – 22oC, this has met 
the ASHRAE recommended standard, i.e. 18 – 27oC. 
Then, the data center room is given a piece image to see 
the distribution of air temperature, the temperature on the 
rack surface, and air flow. Therefore, the cutout surface 
plane is placed parallel to the PAC unit, AC standing, and 
rack. This is done so that the air flow characteristics from 
the perforated tile to the AC unit can be properly 
described based on the measurement. 

Figure 8 shows that there are many regions in the dark 
blue region, which is the low airspeed area, i.e. below 0.4 
m/s. The highest air speed is only in the area around the 
air inlet of the AC at high speed, i.e. 2.6 m/s, while the 
PAC outlet is 0.5 m/s. That results in less optimal heat 
transfer from the rack due to cold air directly touching 
the roof of the room. 

Figure 8 (a) shows that the flow of temperature when 
leaving the rack is 23 – 26oC, where it is in accordance 
with the maximum standard of ASHRAE 
recommendations of 27oC, while the total temperature of 
indoor air is 20 – 22oC. In Figure 8(b), the hot air 

temperature flow from the rack is 23 – 26oC. Then the 
heat is focused on the rack outlet then air towards the 
PAC outlet. Meanwhile, Figure 8(c) shows region of hot 
air temperature is focused on the area around the rack 
and collected under the AC standing, then the 
temperature of the hot air around the rack is visible at 23 
– 25oC.

(a) 

(b) 

(c) 

(d) 
Fig. 9: Temperature contour on plane: (a) xy 1.6 m, (b) xy 

7.6 m, (c) yz 1.5 m, (d) temperature profile of simulation 

3.1 Relative Humidity 
When measurements were made on the server room, 

the temperature and RH room were 19.8oC and 59%, 
respectively. Thus, using the psychrometric chart is 
obtained by absolute humidity of 10.083 g/m3 air 
assuming atmospheric pressure is 101.325 Pascal. This 
absolute humidity is the content of saturated water 
contained in the air. The absolute humidity in this study 
was used to find the distribution of RH in the server 
room. It is assumed that the absolute humidity in the data 
center room does not change because the door of the 
room is always closed and the computer equipment in it 
does not produce additional moisture. Thus, there will be 
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correlation between RH to temperature variations in the 
room. Here is a graph of the correlation between 
temperature (dry bulb) and RH in the server room tested: 

Fig. 10: Correlation between air temperature and relative 
humidity in studied data center room 

Figure 10 shows a correlation between relative 
humidity to temperature variation. This graph is used to 
find the RH value in a data center room using the curve 
fitting method. Based on this picture, the second order 
polynomial equation is y = 0.0996x2 - 7.431x + 167.17 
where x is the temperature of a point in the room, while y 
is relative humidity. Then the equation is used to find RH 
in front of each rack. 

Fig. 11: Relative humidity distribution on studied data center 
room 

The measurement point in Figure 11 was taken right in 
front of the server rack with four height variations, 
namely 0.4, 0.8, 1.2, and 1.6 m. This point of 
measurement aims to determine the distribution of RH in 
front of the rack. The measurement position of the RH, 
can be seen in Figure 12.  

Fig. 12: The location of the measurement point in the data 
center room 

The RH standard recommended by ASHRAE must not 
exceed 60%. It aims to prevent condensation on 
electronic equipment on the server which results in an 
electric surge. It is also seen that the average RH range 
shown is equal to 49 – 53% where it includes good 
enough and there is no RH in front of the rack that 
exceeds ASHRAE's recommended standard of 60%. 

3.2 Rack Cooling Index 
One indicator to see the cooling performance of a 

server rack is rack cooling index. The rack cooling index 
is the ratio between the intake temperatures that exceeds 
the recommended standard, i.e. 27oC with the range is 
between the permissible and recommended temperature, 
i.e. 35oC. The following are the results and categories of 
RCI calculation on the server rack. 

Table 3. RCI value category in the data center according to 
ASHRAE TC 9.9 2011. 

Rating RCI(%) 

Ideal 100 

Good ≥ 96 

Acceptable 91-95 

Poor ≤ 90 

Figure 13, shows that some racks in the initial layout 
are still below the minimum standard of the acceptable 
category, i.e. 91%. The numbers of server racks that are 
still below the standard are 6 racks out of the 23 main 
racks available. In average, the RCI value is measured at 
90.83%, which is also below the acceptable standard. 
Then when it is mapped, the location of the various RCI 
values for each rack can be seen in Figure 14. 

Fig. 13: RCI value on each rack 

The red area number 1 in Figure 14 shows that the 
RCI value is below the 91% standard, as can be seen in 
Table 3. This is related to the number 1 area which is the 
left part of the room located far from the AC inlet 
diffuser, so that the rack cannot receive cold air supply 
properly. While the red area number 2 shows that the 
racks are located quite close even though in that area 
there is only one diffuser, in this case the racks will heat 
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each other. Therefore, the RCI value becomes low seen 
on the left and right racks adjacent to the other racks only 
with one diffuser. Then in red number 3, you can see the 
RCI value on the rack looks slightly lower than the rack 
next to it because it is blocked by a rack containing a PC. 
Meanwhile, area number 4 is the same as area number 3 
where the racks gather in an area without any AC 
diffuser. 

Fig. 14: The map of RCI value on each rack 

3.3 Supply Heat Index and Return Heat Index 
Supply heat index is an indication of the heat from the 

rack mixed in the flow of air supply from the perforated 
tile, while the return of heat index is the amount of heat 
that enters / is sucked into the AC. The total sum of SHI 
and RHI is 1 which is the total heat produced by the rack. 
Following are the calculation results of SHI and RHI. 

Fig. 15: SHI and RHI on the main racks 

Figure 15 shows the average SHI on the main rack is 
0.353. This means that there is 35.3% heat from the rack 
mixed in the supply air flow. There is no SHI category 
that can be said to be good, but in theory, ideally the SHI 
should be zero which indicates that there is no heat 
mixed into the flow of cold air. 

3.4 Evaluation on Rack Layout in Data Center 
One important factor of a data center room in 

maintaining the effectiveness of cooling performance is 
the division of zones of cold aisle and hot aisle. The two 
zones are intended to prevent heating between server 
racks and cold-temperature air will directly contact the 
rack, so that cooling is more effective. Cold aisle is a 

zone where cold air from perforated tiles collects and 
flow as convection to heat source, i.e. rack servers. 
While the hot aisle is a higher temperature zone where 
used air cools the racks together and flows to the PAC 
unit. 

Fig. 16: The recommended rack layout in studied data center 
room 

Figure 16 shows the recommended rack layout 
considers the presence of hot aisle and cold aisle zones, 
so that low temperature air from perforated tile will be 
more effective to cooling the racks. To see the 
effectiveness of cooling performance, it is necessary to 
do a simulation again using the recommended layout. 
Then the simulation results are compared between the 
initial layout and the recommended layout. The 
following are the simulation results from the rack layout 
recommended in this study. 

Figure 17 shows the simulation results in the 
recommended rack layout. Visible distribution of air 
temperature is quite even with a range of 20 – 23oC. The 
rack temperature range is also seen at 23 – 28oC. The 
figure shows the flow of heat from the rack to the PAC 
outlet with a flow of air temperature of 24oC. This figure 
also shows the flow of cold air from the AC. 

Based on the simulation results, it is also necessary to 
calculate the cooling performance in the form of RCI, 
SHI, and RHI. Then the results of these calculations were 
compared with the initial conditions to see the effect of 
replacing the heat source layout of the data center room. 
The following are the results of calculation of 
performance compared to the initial conditions. 

Fig. 17: Temperature distribution on an isometric view 

Figure 18 shows that there were 6 main rack units in 
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the initial layout which were still below the acceptable 
standard. While in the new layout, only 4 main racks 
were below the standard. In average, as seen in Figure 17, 
the RCI in old layout value is found to be 90.83%, while 
the new layout is 95.75% which is in accordance with the 
standard. In addition to RCI, SHI is one of the 
parameters compared to seeing the heat from the rack 
mixed with cold air flow from the perforated tile. The 
following are the results of a comparison between the 
initial SHI layout and the new layout. 

Fig. 18: Comparison of the Rack Cooling Index from initial 
room layout with new room layout based on the simulation 

Figure 19 shows that the average line of the old layout 
is above the new layout with SHI value of 0.353, while 
the average new layout has SHI value of 0.306. This 
indicates a decrease in the heat mixture from the rack 
into the cold air flow from the PAC due to the division of 
the hot zone and cold zone. 

Fig. 19: Comparison of the supply heating index from initial 
room layout with new room layout based on the simulation 

4. Conclusion
The research results of CFD simulation in the data 

center room can be concluded as below: 
• Simulation can be carried out where an overview of

the distribution of air flow velocity, the distribution
of air temperature in the room, and the contour of
the rack surface temperature are generated.

• Air flow around the rack can be said to be quite low
as shown in the simulation results of 0.4 m/s. while

the air near the PAC area shows a better air velocity, 
2 m/s. 

• Air temperature when leaving rack reaches 27oC,
the total temperature in the room reaches 23oC,
while the air temperature entering the PAC reaches
23oC.

• RCI values in the initial data center layout have 6
main racks of 23 racks which are below the
acceptable standard (below 91 %) with an average
value of 90.83%.

• The average SHI value on the main rack is 0.353.
• The RHI on each rack has fully complied with the

recommendation standards of ASHRAE where a
maximum of 60% is recommended.

• New layouts can be made and simulated by
considering the existence of a temperature zone,
namely the hot aisle and cold aisle as an increase in
the effectiveness of rack cooling.

• After rearranging the layouts, the RCI value gets
better with an average value of 95.75%.

• The layout recommendation also found that the SHI
value is lower, i.e. 0.306, meaning that less heat is
mixed with cold air from the PAC.
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Nomenclature 

IT : Information technology 

DCR : Data center room 

RCI : Rack Cooling Index 

SHI : Supply Heating Index 

ASHRAE : American Society of Heating, Refrigerating 

and Air-Conditioning Engineers 

CRAC : Computer room air conditioning 

PCM : Phase Change Material 

AC : Air Conditioning 

CFD : Computational Fluid Dynamics 

RHI : Rack Cooling Index 

Tx : Temperature of the air entering the rack, °C 

Tmax-rec : The maximum recommended 
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temperature, °C 

Tmax-all : The maximum allowable temperature, °C 

δQ : The enthalpy change/rise due to the heat 

mixed into the cold air from the AC supply. 

Q : The total enthalpy change that occurs in the 

rack 

CAD : Computer-Aided Design 

PAC : Precision Air Conditioning 

RH : Relative Humidity 
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