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ABSTRACT: Breast cancer is the most common disease now a days. To get an early detection the target is to find an efficient way to use scientific investigation, because early detection is the only way to remove cancer cell. To predict the accuracy of breast cancer detection, researchers have used different classification techniques. In this paper random forest, Support vector machine, XGBoost, ANN and CNN have been used to analyze and compare the performance. A comparative study is done on these five classifiers using different accuracy measurements like performance, accuracy rate. This study shows that CNN gives the high performance among others.
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1. INTRODUCTION
In today’s world, breast cancer is the most commonly occurred female cancer and increasing day by day. It develops in breast tissue when the bosom cells mutate and form a tumor. This tumor can be of two types, benign and malignant. Benign tumor is the initial stage and almost harmless. But the malignant stage is when the tumor spread successively in the other parts of breast through the lymph system. If the cancer could be detected at an early stage, it is totally curable. So the early detection of benign and malignant cells is very necessary to prevent the disease from being fatal.
In Bangladesh the rate of breast cancer occurrence is 22.5 per 100000 females aged between 15-44 years [1]. About 12764 women are detected with breast cancer every year in Bangladesh which is 8.5% of all cancer detection and 6844 of them die of [2]. In all over the world there were over 2 million new cases of breast cancer in 2018 [3]. In order to detect the benign and malignant cells of breast cancer at an early stage different machine learning techniques are used by the doctors and researchers. There are different types of algorithms already developed and improving day by day for detecting breast cancer such as machine learning, more specifically deep learning, Convolutional neural network based systems which use processing of image sources or data sets. In this paper, different classification techniques used in machine learning system for detecting breast cancer and their performance have been analyzed. The main objectives of this work is to study different types of breast cancer detecting system and analyze the performances of different types of classifiers in order to evaluate the accuracy and overall most convenient system that could be implemented.

This paper incudes related work in section 2. Section 3 includes the system model. Data preprocessing is explained in section 4. Section 5 includes the classification techniques. The result and discussion part is discussed in section 6 and section 7 includes the conclusion.

2. RELATED WORKS
Few research works [4, 10] are related to breast cancer detection and comparison using different machine learning algorithms and different classifiers.
In paper [4] a model is proposed to find out breast cancer mass detection by minimizing the overheads of manual analysis with the help of convolutional neural networks. The authors have evaluated the model to detect mass abnormality and then classified them into benign and malignant in mammmogram images. The authors of paper [5] proposed a deep learning algorithm neural network for breast cancer diagnosis by using the Wisconsin Breast Cancer database. They have trained the model to find out the accuracy of deep learning algorithm comparison to other machine learning algorithms which is effective for human data analysis without any special medical knowledge. In Paper [6] breast cancer dataset is used to categorize threatening or nonthreatening cancer by comparing the accuracy measures of different classifiers like decision trees, Naive Bayes, KNN, and SVM. Different accuracy measures like precision, recall and f1-score were used to find out the effectiveness of classifiers. After their comparative study of different classifiers they found that decision tree classifiers are best among all the classifiers to predict breast cancer. The objective of paper [7] is to summarize various review and technical articles on diagnosis and prognosis of breast cancer which gives an overview of the current research being carried out on various breast cancer datasets using the data mining techniques. The authors’ analyzed data mining techniques with the help of the artificial neural network (ANN) and its accuracy is highly acceptable compare to other classification techniques. In paper [8] breast cancer recurrence by comparing the performance of three machine learning techniques is predicted, i.e., Decision Tree (C4.5), Support Vector Machine (SVM), and Artificial Neural Network
After their evaluation by using different types of parameters named sensitivity, specificity, and accuracy, they found that the accuracy of SVM is the highest among three machine learning techniques. In paper [9], a model is proposed using trained Artificial Neural Network (ANN) and Convolutional Neural Networks (CNN) to diagnose mass types of benign and malignant cells in mammograms. The authors estimated that the comparison between two methods lies in their segmentation technique. In ANN using a region growing algorithm is applied and as a result threshold is obtained. On the contrary in CNN genetic algorithm is implemented to find out the accurate features to diagnose appreciative masses in mammograms. Paper [10] proposed a model which defines the performance of ANN to select best predicted parameters to find out the presence of breast cancer in thermography on the basis of mean temperature and standard deviation.

3. SYSTEM MODEL
In this paper breast cancer Wisconsin dataset is used which is downloaded from UCI [11, 13]. Number of total instances in this dataset is 569 and attributes is 30. Each instance contains a specific class either malignant or benign which is 37% and 63% respectively. To find the final performance Fig. 1 work flow diagram has followed.
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Fig. 1. Work flow diagram

After getting the dataset is converted into csv file. Then data is preprocessed to prepare for the classification. Data preprocessing includes label encoding, normalizing and standard scaling. The next step is to follow the classification technique which includes training and testing the preprocessed data. In this work five classifiers, Random forest, SVM, XGBoost, ANN and CNN are used to compare the performance. After data training and testing, the system will evaluate the accuracy and predict the label of unseen data. Then finally it will give the result.

4. DATA PREPROCESSING
Data preprocessing is the process of transforming or encoding data into a machine understandable form. In this work, the collected data is preprocessed in three steps.

4.1 Label Encoding
To convert the labels of data into numeric form in order to decide a better of operating the labels by the machine learning algorithms is called label encoding. It converts the data in machine readable form by assigning unique number to each class of data [14]. In this work, benign and malignant cells are classified with 0 and 1. After this encoding, to achieve accuracy, neural network dataset is applied. But the accuracy is still not so good. Fig.2 shows the number of malignant and benign cells and the label encoding method.

![Label Encoding](image)

Fig. 2. Label encoding

4.2 Normalizing
After label encoding, normalization is used to scale the data of an attribute so that it falls in a smaller range. When multiple attributes with values on different scales appear, this may lead poor performance. In this work, after label encoding data set is converted into numeric data set. Then it is normalized and neural network applied to achieve greater accuracy.

\[
V' = \frac{V}{10^j} \tag{1}
\]

Where \(j\) is the lowest integer.

4.3 Standard Scaling
Standard scaling method includes the process of rescaling attributes so that they have a mean value of 0 and standard deviation of 1. After scaling data in standard scaling method, it is seen that the accuracy is greater.

\[
\frac{x_i - \text{mean}(x)}{\text{std}(x)} \tag{2}
\]

5. CLASSIFICATION TECHNIQUES
In machine learning the instance of supervised learning where training set is identified correctly is called classification. The algorithm that gives a concrete implementation of classification is called a classifier. Different classification algorithms are already developed and used in machine learning such as random forest, support vector machine, XGBoost, artificial neural network, convolutional neural network etc. In this work, the performance of these five classification techniques is analyzed.

5.1 Random Forest Classification
The random forest classifier is an ensemble tree based learning algorithm. It creates a randomly selected subset of training set and form a set of decision trees. To decide the final class of the test object it amalgamates the choices from different decision trees. The ensemble
algorithm combines more than one algorithms of same or different kind for classifying objects. It is a highly accurate classifier and runs efficiently on large databases [15].

5.2 Support Vector Machine Classifier
SVM can work on both linear and nonlinear types of data by the conversion of the data fixed for training into a data of higher dimension dataset. It splits the data by a hyperplane or decision boundary to identify different data classes [16]. It gives a better accuracy with less computational power consumption. Following figure shows the data separation process by hyperplane.

Fig. 3. Data separated by hyperplane [17].

5.3 XGBoost Classifier
XGBoost provides a high performance parallel tree boosting to classify. A single model of dataset is simply trained and then boosted. It takes an iterative approach. Rather training all models, it uses single model succession with new model being trained to correct previous models error [18].

5.4 Artificial Neural Network Classifier
ANN is a supervised learning based classification where system performance is indicated by known class labels. ANN classification works through feature selection and feature extraction for predicting. It provides high accuracy rate [19].

5.5 Convolutional Neural Network Classifier
CNN uses multilayered neural network to detect complex features of data with a special architecture. It uses perceptron’s for supervised learning. In convolutional layer, neurons only receive input from previous layer. Each neuron receives input from every element of the previous layer. CNN uses hundreds of hidden layers for detecting features [21].

Fig. 5. Convolutional Neural Network [22].

6. ANALYSIS AND RESULT
The csv file of wisconsin data set is used to process, train and test. After converting it to data frame the some features like mean smoothness, mean area, mean perimeter, mean texture, and mean radius extracted from the frame is pictorially represented in the following figure.

Fig. 6. Sample features

After data preprocessing the preprocessed data has been trained and tested. Finally the accuracy rate and the confusion matrix are resulted as the output. The comparison after normalization and standard scaling for different classifiers is stated in the following Table.

Table.1 Comparison after normalization and standard scaling

<table>
<thead>
<tr>
<th>Classifier name</th>
<th>After normalization</th>
<th>After standard scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random forest</td>
<td>0.97</td>
<td>0.75</td>
</tr>
<tr>
<td>SVM</td>
<td>0.93</td>
<td>0.96</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.98</td>
<td>0.98</td>
</tr>
<tr>
<td>ANN</td>
<td>0.95</td>
<td>0.99</td>
</tr>
</tbody>
</table>
Fig. 7, Fig. 8, Fig. 9, Fig. 10, and Fig. 11 represent the performance as the confusion matrix for random forest, SVM, XGBoost, ANN and CNN respectively.

The confusion matrix is a table that shows the performance of a classification model. The upper left and upper right portion of the matrix indicates the true positive and false positive results respectively. The lower left and lower right portion state false negative and true negative results respectively.

The Accuracy measurement formula is

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \quad \ldots \ldots (3)
\]

Where, TP= Number of True positive  
TN= Number of True negative  
FP= Number of False positive  
FN= Number of False negative

Table 2 states the accuracy comparison for random forest, SVM, XGBoost, ANN and CNN.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest</td>
<td>97%</td>
</tr>
<tr>
<td>SVM</td>
<td>93%</td>
</tr>
<tr>
<td>XGBoost</td>
<td>98%</td>
</tr>
<tr>
<td>ANN</td>
<td>95%</td>
</tr>
<tr>
<td>CNN</td>
<td>99%</td>
</tr>
</tbody>
</table>

The result shows that the accuracy rate of random forest, SVM, XGBoost, ANN and CNN are 97%, 93%, 98%, 95% and 99% respectively. CNN gives the best accuracy rate.
The accuracy and loss graph for CNN is in Fig.12 and Fig.13.

![Accuracy Graph](image1)

**Fig. 12. Accuracy graph for CNN**

![Loss Graph](image2)

**Fig. 13. Loss graph for CNN**

7. **CONCLUSION**

In this paper, the accuracy measurement of different classification technique like random forest, SVM, XGBoost, ANN and CNN are compared which are used to classify and detect breast cancer. This research is conducted on Wisconsin data set. The result shows that CNN classifier is the best among all that can be used to predict breast cancer for benign and malignant cells.
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