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Abstract

Marinoan snowball Earth offers us a set of sedimentary and geochemical records for explor-

ing glacial isostatic adjustment (GIA) associated with one of the most severe glaciations in

Earth history. An accurate prediction of GIA-based relative sea level (RSL) change asso-

ciated with a snowball Earth meltdown will help to explore sedimentary records for RSL

changes and to place independent constraints on mantle viscosity and on the durations of

syn-deglaciation (Td) and cap carbonate deposition. Here we mainly examine post-deglacial

RSL change characterized by an RSL drop and a resumed transgression inferred from the

cap dolostones on the continental shelf in South China. Such a non-monotonic RSL behavior

may be a diagnostic GIA-signal for the Marinoan deglaciation resulting from a significantly

longer post-deglacial GIA-response than that for the last deglaciation. A post-deglacial RSL

drop followed by transgression in South China, which is significantly affected by Earth’s ro-

tation, is predicted over the continental shelf for models with Td ≤ 20 kyr and a deep mantle

viscosity of ∼5 × 1022 Pa s regardless of the upper mantle viscosity. The inferred GIA model

also explains the post-deglacial RSL changes such as sedimentary-inferred RSL drops on

the continental shelf in northwestern Canada and California at low-latitude regions insignif-

icantly affected by Earth’s rotation. Furthermore, the good match between the predicted and

observed RSL changes in South China suggests an approximate duration of ∼50 kyr for the

Marinoan 17O depletion event, an atmospheric event linked to the post-Marinoan drawdown

of CO2 and the concurrent rise of O2.
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Chapter 1

General Introduction

1.1 Snowball Earth and cap carbonate

“Snowball Earth”, in which the Earth was almost entirely covered by ice, has been pro-

posed for glaciations in the Neoproterozoic Era (see reviews by Hoffman & Schrag, 2002;

Hoffman et al., 2017). It is accepted that the last snowball Earth occurred during the Mari-

noan glaciation, which ended at ∼635 million years ago (Ma). Marinoan glacial deposits,

which were formed by glaciers that extended to sea level at low latitudes, are sharply overlain

by carbonate rocks, called “cap carbonates” or “cap dolostones” (Figure 1.1). Cap carbon-

ates can be related to snowball Earth. Once snowball Earth occurs, volcanically outgassed

CO2 must accumulate to very high concentration over millions to tens of millions of years in

order to overcome the cooling effect of ice albedo and trigger deglaciation. However, once

the deglaciation begins, it proceeds rapidly due mainly to ice albedo feedback. In the result-

ing hothouse climate, enhanced weathering provides large inputs of alkalinity to the ocean,

leading to rapid carbonate precipitation. This process consumes atmospheric CO2 until a new

steady state is reached. Cap carbonates are important for understanding the recovery of the

Earth system from a snowball state. This thesis explores sea level changes inferred from the

deposition of cap carbonates.
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Figure 1.1. Marinoan glacial deposit and overlaying cap carbonate, Otavi group, Namibia.

Adopted from Hoffman et al. (2017).

1.2 Glacial isostatic adjustment

The knowledge of the sea level changes following the Last Glacial Maximum (LGM, ∼21

kyr before the present (BP)) would be instructive in considering sea level variations associ-

ated with Marinoan snowball deglaciation. During the LGM, much of North America and

Northern Europe were covered by thick ice sheets (Figure 1.2a). These ice sheets vanished

by ∼6 kyr BP. During the last deglaciation, water mass is transferred from the ice sheets to

the ocean, causing an equivalent sea level (ESL) rise of ∼130 m (Figure 1.2b). The removal

of the ice load results in a rebound of the surface in order to restore isostasy. On the other

hand, the ocean loading depressed the surface below. The response of the Earth to changes

in surface loading is referred to as glacial isostatic adjustment (GIA). Observations related

to GIA due to the last deglaciation have provided constraints on the Earth’s viscosity struc-

ture and the history of the ice sheet change. One such GIA-related observations is sea level

change, which is preserved in the geological record as a shoreline migration or a change in
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water depth. Sea level change is caused by ESL change as well as GIA processes such as

vertical motions of the Earth’s surface and gravity field. Moreover, GIA causes changes in

Earth’s rotational axis and these changes feedback on sea level change. Accurate modeling

for sea level change due to GIA is important for inferring the Earth’s viscosity structure and

the ice sheet change.
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Figure 1.2. (a) Spatial distribution of total melted ice thicknesses during the last deglaciation

for the Northern Hemisphere ice sheets of IA20 ice model by Nakada & Okuno (2017). (b)

The equivalent sea level (ESL) history for IA20 ice model. The ESL is defined by the change

in meltwater volume divided by the surface area of the ocean at the present day.

We briefly outline mantle viscosity structure inferred from GIA studies associated with the

last deglaciation (see a review for mantle viscosity by Forte, 2015). Many GIA studies have

adopted a simple three-layer viscosity model characterized by elastic lithosphere thickness,

upper mantle viscosity above 670 km depth and lower mantle viscosity. It is a general agree-
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Figure 1.3. Viscosity profiles in the mantle. The gray regions represent a range of man-

tle viscosity inferred from GIA studies associated with the last deglaciation. Blue and red

dotted lines show viscosity models adopted in Chapter 3. Orange dashed line shows the vis-

cosity model preferred by Nakada et al. (2018), and the viscosity model with temperature

distribution ∼50 K higher than that is shown by purple dashed line.

ment that the lower mantle viscosity (5 × 1021–1023 Pa s) is higher than the upper mantle

viscosity (1020–1021 Pa s) (Figure 1.3). On the other hand, some recent GIA sudies have

yielded a deep mantle viscosity of ∼1023 Pa s adopting a more complex lower mantle viscos-

ity structure (Lau et al., 2016; Nakada & Okuno, 2016). Most recent study by Nakada et al.

(2018) examined the GIA-related observations such as sea level changes and secular rate of

change of the degree-two zonal harmonic of the geopotential, J̇2, based on a depth-dependent
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viscosity model with an exponential profile described by temperature, pressure, activation

energy, and activation volume. Their preferred viscosity structure is described by a laterally

heterogeneous upper mantle viscosity of (1–10) × 1020 Pa s, ∼1022 Pa s at 670 km depth (a

significant viscosity jump at 670 km depth), and smooth depth variation in the lower mantle

viscosity (an order of gradual increase).

1.3 Structure of this thesis

In Chapter 2, we describe the mathematical formulation for modeling the Earth response to

surface loading, GIA-induced variations in Earth’s rotation, and sea level change due to GIA.

In Chapter 3, we examine sea level changes due to the Marinoan snowball Earth deglaciation,

which are inferred from cap carbonates, and try to put some constraints on Marinoan mantle

viscosity structure and the durations of deglaciation and cap carbonate deposition, the last

two of which are linked to the rate of atmospheric CO2 drawdown.
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Chapter 2

Mathematical formulatoin

2.1 Solid Earth deformation

This section deals with the viscoelastic response of the solid Earth to external forces, and

the response is described by the Love numbers. The formulation follows that of Wu & Peltier

(1982) and Chapter 1 of Sabadini et al. (2016).

2.1.1 Field equations

The equation of motion is

0 = −ρ∇ϕ + ∇ · σ (2.1)

wherer ρ is the density, ϕ is the graviational potential, and σ is the stress tensor. The gravita-

tioanal potential satisfies the Poisson’s equation

∇2ϕ = 4πGρ (2.2)

where G is the gravitational constatnt.

We assume that the initial state is in a hydrostatic equilibrium. The total fields σ, ϕ, and ρ
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are decomposed into the initial fields and perturbations

σ = −P01 + (u · ∇P0) 1 + τ (2.3)

ϕ = ϕ0 + ϕ1 (2.4)

ρ = ρ0 + ρ1 (2.5)

where P0 is the initial hydrostatic presurre, u is the displacement vector, and τ is the stress

tensor for which the onstitutive equation of viscoelasticity holds. The second term on the

right of (2.3) is required in order that the correct boundary condition is satisfied (Wolf, 1985).

The potential perturbation ϕ1 is the externally applied potential ϕ2 plus the perturbation due

to internal mass redistribution ϕ3. The density perturbation ρ1 is obtained from the continuity

equation

ρ1 = −∇ · (ρ0u) . (2.6)

In spherical coordinates, the equation of motion and Poisson’s equation in the initial state

are

0 = −ρ0g0er − ∇P0 (2.7)

∇2ϕ0 = 4πGρ0 (2.8)

where er is the unit vector in the radial direction and g0 is the gravitational acceleration

(∇ϕ0 = g0er). The equation of motion and Poisson’s equation in the perturbed state are

0 = −ρ0∇ϕ1 + ∇ · (ρ0u) g0er − ∇ (u · ρ0g0er) + ∇ · τ (2.9)

∇2ϕ1 = −4πG∇ · (ρ0u) (2.10)

in which only first-oder terms enter.

We consider a Maxwell viscoelastic body. In Cartesian coordinate, the constitutive equa-

tion is

∂tτi j +
µ

η

(
τi j −

1
3
τkkδi j

)
= λ∂tϵkkδi j + 2µ∂tϵi j (2.11)
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where ∂t denotes the partial derivative with respect to time t, λ and µ are the Lame parameters,

and η is the visocisy. The strain tensor ϵi j is defined by

ϵi j =
1
2

(
∂ui

∂x j
+
∂u j

∂xi

)
. (2.12)

The Laplace transform of a function f (t) is defined by

f̃ (s) = L
[
f (t)

]
=

∫ ∞

0
f (t)e−stdt (2.13)

where s is the Laplace transform variable. The Laplace transform of the time derivative of

the function f (t) is

L
[
∂t f (t)

]
= s f̃ (s) − f (0). (2.14)

Using Equations (2.13) and (2.14), the Laplace transform of the constitutive equation (2.11)

becomes

sτ̃i j − τi j(0) +
µ

η

(
τ̃i j −

1
3
τ̃kkδi j

)
= λsϵ̃kkδi j − λϵkk(0) + 2µsϵ̃i j − 2µϵi j(0). (2.15)

This can be rewritten as

τ̃i j = λ(s)ϵ̃kkδi j + 2µ(s)ϵ̃i j　 for　 t > 0 (2.16)

with the following condition

τi j = λϵkk + 2µϵi j　 at　 t = 0 (2.17)

where

λ(s) =
λs + µ

η
K

s + µ
η

,　µ(s) =
µs

s + µ
η

,　 K = λ +
2
3
µ. (2.18)

Equation (2.16) has the same form as the constitutive equation for a Hook elastic body (2.17).

Also, the equation of motion (2.9) and Poisson’s equation (2.10) for the viscoelastic body are

equivalent to those for the elastic body. We thus solve the equivalent elastic problem with

parameters (2.18) and will inverse the Laplace transform to obtain the viscoelastic solution.
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We consider spherically symmetric Earth models, for which the toroidal and spheroidal

motions decouple. For the problem of deformation due to a point mass load located on θ = 0,

the toroidal motion is zero. The spherical harmonic expnasiosons of u and ϕ1 are

u(r, θ) =
∞∑

n=0

[
Un(r)Pn(cos θ)er + Vn(r)

∂

∂θ
Pn(cos θ)eθ

]
(2.19)

ϕ1(r, θ) =
∞∑

n=0

Φn(r)Pn(cos θ). (2.20)

The radial and tangential components of the equation of motion (2.9) and the Poisson’s equa-

tion (2.10) become the following set of three differential equations of second-order

0 = −ρ0Φ̇n + ρ0g0χn − ρ0
d
dr

(g0Un) +
d
dr

(λχn + 2µU̇n)

　　　　 +
µ

r2 [4U̇nr − 4Un + n(n + 1)(−Un − rV̇n + 3Vn)] (2.21)

0 = −ρ0Φn − ρ0g0Un + λχn + r
d
dr

[
µ
(
V̇n −

Vn

r
+

Un

r

)]
　　　　 +

µ

r
[5Un + 3rV̇n − Vn − 2n(n + 1)Vn] (2.22)

Φ̈n +
2
r
Φ̇n −

n(n + 1)
r2 Φn = −4πG(ρ0χn + ρ̇0Un) (2.23)

where the dots denote the differenciation with respect to r. χn is obtained from the spherical

harmonic expantion of the volume change

∇ · u =
∞∑

n=0

χn(r)Pn(cos θ) (2.24)

χn = U̇n +
2
r

Un −
n(n + 1)

r
Vn. (2.25)

It is useful to transform these three differential euqations of second-order into six differential

equations of first-order. We therefore introduce the radial and tangential stresses and the

potential stress

Tr,n = λχn + 2µU̇n (2.26)

Tθ,n = µ
(
V̇n −

1
r

Vn +
1
r

Un

)
(2.27)

Qn = Φ̇n +
(n + 1)

r
Φn + 4πGρ0Un. (2.28)
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In terms of the vector Y = (Un,Vn,Tr,n,Tθ,n,Φn,Qn)t, Equations (2.21–2.23) and (2.26–2.28)

can be written in the form

dY
dr
= AY (2.29)

where

A =



− 2λ
rβ

n(n+1)
r

λ
β

1
β

0 0 0
− 1

r
1
r 0 1

µ
0 0

4
r

(
γ
r − ρ0g0

) −n(n+1)
r

(
2γ
r − ρ0g0

)
− 4µ

rβ
n(n+1)

r
−ρ0(n+1)

r ρ0
1
r

(
ρ0g0 − 2γ

r

)
− 1

r2

[
2µ − n(n + 1)(γ + µ)

] −λ
rβ

−3
r

ρ0
r 0

−4πGρ0 0 0 0 − (n+1)
r 1

−4πGρ0
(n+1)

r
4πGρ0n(n+1)

r 0 0 0 n−1
r


(2.30)

with

β = λ + 2µ,　γ = µ
(

3λ + 2µ
λ + µ

)
. (2.31)

2.1.2 Boundary conditions

We include an inviscid core in which the rigidity is zero, µ = 0. The tangential stress (2.27)

becomes Tθ,n = 0. The field equations (2.21–2.23) become

− Φ̇n + g0χn −
d
dr

(g0Un) +
Ṫr,n

ρ0
= 0 (2.32)

− Φn − g0Un +
Tr,n

ρ0
= 0 (2.33)

Φ̈n +
2
r
Φ̇n −

n(n + 1)
r2 Φn = −

4πGρ̇0

g0
Φn. (2.34)

If the radial derivative of Equation (2.33) is subtracted from Equation (2.32), then we obtainρ̇0 +
ρ2

0g0

K

 χn = 0. (2.35)

We consider the case χn = 0 (if the quantity in the bracket is zero, then the Adams-Williamson

condition is required in the core). The radial stress (2.26) becomes Trn = 0. Equations (2.32)

and (2.33) reduce to the following equation

Un = −
Φn

g
. (2.36)
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This means that the radial displacemt coincides with the displacement of an equipotential

surface. The six differential equations (2.29) reduce to two differential equations in the com-

ponents of the vector Y = (Φn,Qn)t. From Equations (2.28) and (2.34), the matrix A corre-

ponding to Equation (2.30) becomes

A =
4aπGρ0/g0 − (n + 1)/r 1

8πGρ0(n−1)
g0r

(n−1)
r

4πGρ0
g0

 . (2.37)

Around the Earth centre, the density is contant, ρ̇0 = 0. The Poisson equation (2.34)

becomes the Lapace equation, and the solution must be regualr at r = 0. We thus obtain

Y =
Φn

Qn

 = 1C
 rn

2(n − 1)rn−1

 (2.38)

where 1C is a constatnt of intergration. Equation (2.38) is employed as a starting solution

in the core. This starting solution is propagated to the core-mantle boundary (CMB) using

Equation (2.37). The CMB is a free-slip baoundary, and the tangential displacement just

above the CMB is treated as a constant 2C. If Φn(b−) and Qn(b−) are the solutions just below

the CMB (r = b), then the solution just above the CMB is expressed as

Un(b+)
Vn(b+)
Tr,n(b+)
Tθ,n(b+)
Φn(b+)
Qn(b+)


= 1C



−Φn(b−)/g(b)
0
0
0

Φn(b−)
Qn(b−)


+ 2C



0
1
0
0
0
0


+ 3C



1
0

ρ0(b−)g0(b)
0
0

4πGρ0(b−)


. (2.39)

The third constant 3C is the discontinuity of the radial displacement at the CMB, and this

means that the CMB boundary penetrates equipotential surfaces determined by Equation

(2.36) (Chinnery, 1975). The three linearly independent vectors at the CMB (2.39) are prop-

agated to the Earth surface using Equation (2.30). We write the three solutions at the Earth
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surface (r = a) as

Un(a, s)
Vn(a, s)
Tr,n(a, s)
Tθ,n(a, s)
Φn(a, s)
Qn(a, s)


= 1C(s)



1Un(a, s)
1Vn(a, s)

1Tr,n(a, s)
1Tθ,n(a, s)
1Φn(a, s)
1Qn(a, s)


+ 2C(s)



2Un(a, s)
2Vn(a, s)

2Tr,n(a, s)
2Tθ,n(a, s)
2Φn(a, s)
2Qn(a, s)


+ 3C(s)



3Un(a, s)
3Vn(a, s)

3Tr,n(a, s)
3Tθ,n(a, s)
3Φn(a, s)
3Qn(a, s)


(2.40)

where we explicitly write the dependence on the Laplace transform variable s.

The three constans 1C, 2C, and 3C are determined by the surface boundary conditions for

Tr,n(a, s), Tθ,n(a, s), and Qn(a, s). We consider a surface point load of unit mass located on

θ = 0. The spherical harmonic expnasioson of the surface density γ is (Longman, 1962)

γ =

∞∑
n=0

ΓnPn(cos θ)　 where　Γn =
2n + 1
4πa2 . (2.41)

It excerts the radial stress, Tr,n(a) = −g0(a)Γn. The tangential stress is zero, Tθ,n(a) = 0. In

addition, the load produces a potential inside the Earth

ϕ2 =

∞∑
n=0

Φ2,n(r)Pn(cos θ)　 where　Φ2,n(r) = Φ2,n(a)
( r
a

)n
= −4πaGΓn

2n + 1

( r
a

)n
(2.42)

Let Φ3,n(r) be the spherical harmonic coefficient of the potential perturbation due to internal

mass redistribution ϕ3. Outside the Earth

Φ3,n(r) = Φ3,n(a)
( r
a

)−n−1
. (2.43)

The required conditions across the surface are

Φ2,n(a−) = Φ2,n(a+) (2.44)

Φ3,n(a−) = Φ3,n(a+) (2.45)

Φ̇3,n(r)
∣∣∣
r=a− + 4πGρ0Un(a−) = Φ̇3,n(r)

∣∣∣
r=a+ (2.46)

The potential stress (2.28) just below the surface is

Qn(a−) = Φ̇2,n(r)
∣∣∣
r=a− +

(n + 1)
a
Φ2,n(a−) + Φ̇3,n(r)

∣∣∣
r=a− +

(n + 1)
a
Φ3,n(a−) + 4πGρ0(a−)Un(a−)

(2.47)
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Using Equations (2.42–2.46), we have

Qn(a−) =
2n + 1

a
Φ2,n(a−). (2.48)

If we define b =
[
Tr,n(a, s),Tθ,n(a, s),Qn(a, s)

]t, then the boundary conditions are

b =


−g0(a)Γn

0
2n+1

a Φ2,n(a)

 (2.49)

If we define C(s) =
[
1C(s), 2C(s), 3C(s)

]t
, then

C(s) =
M∗(s)

det M(s)
b　 where　M(s) =


1Tr,n(a, s) 2Tr,n(a, s) 3Tr,n(a, s)
1Tθ,n(a, s) 2Tθ,n(a, s) 3Tθ,n(a, s)
1Qn(a, s) 2Qn(a, s) 3Qn(a, s)

 (2.50)

where M∗ is the transpose matrix of the cofactors. If we define Y(s) = [Un(a, s),Vn(a, s), Φn(a, s)]t,

then

Y(s) = N(s)
M∗(s)

det M(s)
b　 where　 N(s) =


1Un(a, s) 2Un(a, s) 3Un(a, s)
1Vn(a, s) 2Vn(a, s) 3Vn(a, s)
1Φn(a, s) 2Φn(a, s) 3Φn(a, s)

 . (2.51)

If we denote the zeros of det M(s) as s j (for j = 1, · · · ,N) and assume that they are simple

poles, the application of Cauchy’s residue theorem yields

　 Y(t) = YEδ(t) +
N∑

j=1

N(s j)M∗(s j)b
d
ds [det M(s)] |s=s j

es jt (2.52)

where δ(t) is the Dirac delta function and

YE = lim
s→∞

Y(s). (2.53)

The elastic component YEδ(t) is added in order to satisfy the condition (2.17). Using these

solutions, Love numbers are defined by
Un(a, t)
Vn(a, t)
Φ3,n(a, t)

 = Φ2,n(a)


hn(a, t)/g0(a)
ln(a, t)/g0(a)

kn(a, t)

 . (2.54)
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Using Equations (2.52) and (2.54), we obtain

kn(t) = kE
n δ(t) +

N∑
j=1

βn, jesn, jt (2.55)

hn(t) = hE
n δ(t) +

N∑
j=1

γn, jesn, jt (2.56)

where N is the number of eigenmode, s j is the inverse relaxation time of eigenmode j, and

β j and γ j are strengths of eigenmode j. The relative strengths of eigenmode j for both Love

numbers are given by γ j

s j
/
∑N

j=1
β j

s j
and γ j

s j
/
∑N

j=1
γ j

s j
.

2.2 Earth rotation variation

This section explains the linearized Liouville equation which is usually used for the Earth

rotation variation in ice age problems. The formulation follows that of Nakada (2009), Mitro-

vica & Wahr (2011), and Chapter 3 of Sabadini et al. (2016).

2.2.1 Fundamental equation

If we assume that no external torques act on the system, then in an Earth fixed refrence

frame, Euler’s equation (or Liouville’s equation) becomes

dH(t)
dt
+ ω(t) × H(t) = 0 (2.57)

where H is the angular momentum and ω is the angular velocity. Using the inertia tensor

I, H is given by H = I · ω. The term dH(t)/dt is safely neglected in evaluating the secular

variations due to the GIA process (Nakada, 2009). The angular velocity and the inertia tensor

are decomposed into initial states and perturbations

ω(t) =


0
0
1

Ω +

m1(t)
m2(t)
m3(t)

Ω (2.58)

I(t) =


A 0 0
0 A 0
0 0 C

 +

∆I11(t) ∆I21(t) ∆I31(t)
∆I12(t) ∆I22(t) ∆I32(t)
∆I13(t) ∆I23(t) ∆I33(t)

 (2.59)
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where Ω is the mean angular velocity of the Earth and A and C are the equatorial and polar

moments of inertia for a hydrostatic equilibrium state of the Earth (see Section 2.2.2). By

putting Equations (2.58) and (2.59) into Equation (2.57) and neglecting second order terms,

we obtain

m1(t) =
∆I13(t)
C − A

(2.60)

m2(t) =
∆I23(t)
C − A

(2.61)

m3(t) = −∆I33(t)
C

. (2.62)

The change in the orientation of the rotational axis, m1(t) and m2(t), is termed as true polar

wander (TPW).

m1(L)
m1(T)

m1(L)

m1

Solid surface

�

�

(a) (b)

Figure 2.1. Schematic illustrations of GIA-induced true polar wander.

The inertia tensor perturbation, which will be derived in Section 2.2.2, is

∆Ii j(t) =
a5

3G
kT

2 (t) ∗
[
ωi(t)ω j(t) −

1
3
ω2(t)δi j

]
+ IL

i j(t) + kL
2 (t) ∗ IL

i j(t) (2.63)

where kT
2 and kL

2 are tidal and load Love numbers. The first term is due to the inertia tensor

perturbation driven by changes in the centrifugal potential (Figure 2.1b). The second and

third terms are the inertia tensor perturbation due to the surface load and load induced defor-

mation (Figure 2.1a). Using Equation (2.63), the linearized Liuville’s equations (2.60)–(2.62)

17



become

m1(t) =
a5Ω2

3G (C − A)
kT

2 (t) ∗ m1(t) +
1

C − A

[
IL
13(t) + kL

2 (t) ∗ IL
13(t)

]
(2.64)

m2(t) =
a5Ω2

3G (C − A)
kT

2 (t) ∗ m2(t) +
1

C − A

[
IL
23(t) + kL

2 (t) ∗ IL
23(t)

]
(2.65)

m3(t) = − 1
C

[
IL
33(t) + kL

2 (t) ∗ IL
33(t)

]
. (2.66)

2.2.2 MacCullagh’s formula and inertia tensor

�
��

�

��

Figure 2.2. Geometry involved in the integration of graviational potential. ri is the radius

vector to the mass dM from the centre of mass. r is the corresponding radius vector to the

unit point mass.

First we derive MacCullagh’s formula following Section 5.8 of Goldstein (1980). Consider

the geometry in Figure 2.2. The integration of the gravitational potential at r due to the mass

element dM is expaded as

ϕ = −G
r

∫ ∞∑
n=0

(
r′

r

)n

Pn (cosα) dM. (2.67)

The term for n = 2 can be written in dyadic form

ϕn=2 =
G

2r5

∫
r ·

(
r′21 − 3r′ ⊗ r′

)
· rdM (2.68)

18



where ⊗ denotes the dyadic product (or the tensor product). On the other hand, the inertia

tensor of the body can be written in dyadic form

I =
∫ (

r′21 − r′ ⊗ r′
)

dM, (2.69)

and the trace of the inertia tensor is

TrI = 2
∫

r′2dM. (2.70)

Using Equations (2.69) and (2.70), Equation (2.68) becomes

ϕn=2 =
G

2r5 r · [(−TrI) 1 + 3I] · r. (2.71)

This is known as MacCullagh’s formula.

�

�

�

Figure 2.3. Geometry involved in centrifugal potential.

Next we derive the inertia tensor perturbation driven by changes in the centrifugal potential.

Consider the geometry in Figure 2.3 . The centrifugal potential at r is

ϕR(t) = −1
3
ω2(t)r2 +

1
6
ω2(t)r2P2 (cosα) (2.72)
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Similar to (2.68), the second term can be written in dyadic form

ϕR
n=2(t) = −1

6
r ·

[
ω2(t)1 − 3ω(t) ⊗ ω(t)

]
· r. (2.73)

The degree-2 potential purturbation at the Earth surface(r = a) due to internal mass redistri-

bution driven by changes in the centrifugal potential is kT
2 (t) ∗ Λn=2(t) where r = a in Λn=2(t)

and ∗ denotes a time convolution. Substituiting it into the MacCullagh’s formula (2.71) for

r = a,

kT
2 (t) ∗

{
−1

6

[
ω2(t)1 − 3ω(t) ⊗ ω(t)

]}
=

3G
2a5

{[
−1

3
TrI(t)

]
1 + I(t)

}
(2.74)

and we obtain

I(t) = INR +
a5

3G
kT

2 (t) ∗
[
ω(t) ⊗ ω(t) − 1

3
ω2(t)1

]
(2.75)

where INR = 1
3 TrI(t) is the inertia tensor of the Earth in the absence of rotational defromation

(see Munk & Macdonald, 1960, p25).

If we assume that the Earth is in hydrostatic equilibrium state with the constant angular

velocity ω = (0, 0,Ω), then the equilibrium polar and equatorial inertia moments are given

by 
A 0 0
0 A 0
0 0 C

 = INR +
a5

3G


− 1

3Ω
2 0 0

0 − 1
3Ω

2 0
0 0 2

3Ω
2

 lim
t→∞

kT
2 (t) ∗ H(t) (2.76)

where H(t) is a Heavisde step function.

Finaly we derive the inertia tensor perturbation due to load induced deformation. Let the

surface load L(θ, ψ, t), where θ and ψ are the colatitude and longitude, represent the redis-

tribution of ice and water (the details will be described in Section 2.3). The inertia tensor

perturbation due to the surface load is

IL(t) =
∫

s
L(θ′, ψ′, t)

(
a21 − r′ ⊗ r′

)
ds (2.77)

where ds is the element of are on the Earth’s surface.
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Similar to (2.71), the gravitational potential at r due to the surface load is

ϕL
n=2(t) =

3G
2r5 r · IL(t) · r (2.78)

where TrIL(t) = 0 if we assume that the total mass of ice and water is conserved. The degree-

2 potential purturbation at the Earth surface due to internal mass redistribution driven by

surface loading is kL
2 (t)∗ϕL

n=2(t) where r = a in ϕL
n=2(t). Substituiting it into the MacCullagh’s

formula (2.71) for r = a, we obtain

I(t) = INR + kL
2 (t) ∗ IL(t). (2.79)

The second term is the inertia tensor perturbation due to load induced deformation.

2.3 Sea level change

This section explains the “sea level equation” which describe sea level change due to GIA

(Farrell & Clarck 1976; Milne & Mitrovica 1998). The ocean surface is constrained to remain

an equipotential surface of gravitational field (geoid). Sea level is defined as height of geoid

relative to height of solid Earth surface.

2.3.1 Sea level change due to surface load

First we derive sea level change due to the surface point mass. Consider the geometry in

Fig (2.4). The graviational potential at the surface due to the point mass is expanded as

ϕL(α, t) =
∞∑

n=0

GMP(t)
a

Pn(cosα) (2.80)

Using the load Love numbers kL
n and hL

n defined by Equation (2.54), sea level change due to

the point mass is given by

S P(α, t) =
ϕL(α, t)

g0
+

1
g0

∞∑
n=0

GMP(t)
a

∗ kL
n (t)Pn(cosα) −

∞∑
n=0

GMP(t)
a

∗ hL
n (t)
g0

Pn(cosα)

(2.81)
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Figure 2.4. Geometry involved in gravitational potential due to a point mass.

where g0 is the gravitational acceralation at the Earth surface. The first term is the geoid

perturbation due to the point mass. The second term is the geoid perturbation due to internal

mass redistribution. The third term is the minus of the radial displacement of the solid surface.

Writting g0 = GME/a2 where ME is the Earth’s mass, Equation (2.81) can be rewritten as

S P(α, t) =
a

ME

∞∑
n=0

MP(t) ∗
[
δ(t) + kL

n (t) − hL
n (t)

]
Pn(cosα). (2.82)

Next we derive sea level change due to surface load redistribution. The surface load,

L(θ, ψ, t), where θ and ψ are respectively the colatitude and longitude, can be written as

L(θ, ψ, t) = ρI I(θ, ψ, t) + ρWW(θ, ψ, t) (2.83)

where ρi and ρW are the density of ice and sea water and I and W are changes in ice and

water thichness. Consider the geometry in Fig (2.5). The sea level change due to surface load

redistribution is given by the convolution integral

S L(θ, ψ, t) =
∫

s

a
ME

∞∑
n=0

L(θ′, ψ′, t) ∗
[
δ(t) + kL

n (t) − hL
n (t)

]
Pn(cosα)ds (2.84)

where ds is the element of area on the surface.
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Figure 2.5. Geometry involved in gravitational potential due to a surface mass.

2.3.2 Sea level change due to Earth rotation

Using Equations (2.58) and (2.72), we obtain the following expression for the degree-2

perturbation to the centrifugal potential from equilibrium value (Millne & Mitrovica 1998)

Λ(θ, ψ, t) =
2∑

m=0

[
ΛC

2m(t) cos mψ + ΛS
2m(t) sin mψ

]
P2m(cos θ) (2.85)

where

ΛC
20(t) =

a2Ω2

6
√

5

[
m2

1(t) + m2
2(t) − 2m2

3(t) − 4m3(t)
]

P20

ΛC
21(t) = −a2Ω2

√
15

m1(t) [1 + m3(t)] cosψP21

ΛS
21(t) = −a2Ω2

√
15

m2(t) [1 + m3(t)] sinψP21 (2.86)

ΛC
22(t) = − a2Ω2

2
√

15

[
m2

1(t) − m2
2(t)

]
cos 2ψP22

ΛS
22(t) = −a2Ω2

√
15

m1(t)m2(t) sin 2ψP22.

Similar to Equation (2.81), the sea level change due to the perturbation in the centrifugal

potential is given by

S R(θ, ψ, t) =
1
g0

[
Λ(θ, ψ, t) + Λ(θ, ψ, t) ∗ kT

2 (t) − Λ(θ, ψ, t) ∗ hT
2 (t)

]
. (2.87)
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2.3.3 Mass conservation

Ice

Whole 
ocean

Equivalent sea level change

Whole ocean

(a) (b)

Figure 2.6. Schematic illustrations of sea level components associated with mass conserva-

tion.

The sea level equation is given by

S (θ, ψ, t) = S L(θ, ψ, t) + S R(θ, ψ, t) + c(t). (2.88)

c(t) is a globaly uniform shift in sea level which is determined to satisfy the mass conservation

MI(t) + MW (t) = 0 (2.89)

where MI(t) and MW (t) are changes in ice and water mass, respectively. We obtain

c(t) = − MI(t)
ρW AO(t)

−
⟨
S L(θ, ψ, t) + S R(θ, ψ, t)

⟩
O

(2.90)

where AO(t) is ocean area and <>O means average over ocean area. The first term is the

equivalent sea level change (Figure 2.6a). Figure 2.6b shows the contribution of the second

term, which is termed syphoning (Mitrovica & Milne, 2002).

Equation (2.88) is an integral equation because the sea level change appears on the right-

hand side through water thickness change. The equation is solved iteratively by successively

refining an initial approximation to the sea level change.
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Chapter 3

Non-monotonic post-deglacial

relative sea level changes at the

aftermath of the Marinoan snowball

Earth meltdown

3.1 Introduction

The Earth system, including its hydrosphere, atmosphere, and biosphere, must have expe-

rienced dramatic transformations to a new steady state after a large perturbation such as a

snowball Earth global glaciation. One such Earth system response is the large magnitude rel-

ative sea level (RSL) change that occurred in association with a snowball episode (Hoffman,

2011). The Marinoan snowball Earth, which ended at ∼635 Ma, offers us the best sedimen-

tary and geochemical records for studying the RSL history of Earth system response to such

a large perturbation and its accompanied changes in the atmosphere and biosphere.

RSL changes in the aftermath of Marinoan snowball meltdown have been inferred from the

deposition of cap dolostones (Hoffman et al., 2007), and a 1–1.5 km eustatic sea level (ESL)

rise for the Marinoan deglaciation was estimated from the Otavi Group sediment of Namibia

25



(Hoffman, 2011). Hoffman and Macdonald (2010) examined the depositional environments

of cap dolostones for the Congo and Kalahari cratons in Namibia and inferred a sequence

of transgression, regression, and transgression during the melting phase, referred to as the

syn-deglacial phase here (see Figure 3.1b). They proposed that both transgression phases are

due to ice sheet melting, and that the regression interrupting the transgressive cap dolostone

sequence is caused by the loss of gravitational attraction between ice sheet and seawater, as

analogous to the RSL change in Greenland from the last deglaciation in the Late Pleistocene

(Clark, 1976). The regression is inferred from the presence of deeper water turbidites at the

base of the lower-slope sections associated with the Otavi bank (Hoffman et al., 2007), and

from the interpretation of the formation of sheet cracks near the base of the cap dolostones on

the margins of the Congo and Kalahari cratons (Hoffman & Macdonald, 2010). Zhou et al.

(2010) inferred a sequence of transgression, regression and transgression based on the strati-

graphic studies of cap dolostones in South China. They proposed that the first transgression

is due to a rapid ice sheet melting in the syn-deglacial phase. However, they interpreted the

karst-like dissolution features at the top of the cap dolostones as a brief disruption or hiatus

in carbonate sedimentation, possibly a brief time window of RSL drop when the rate of iso-

static rebound exceeded that of the general transgression. The subsequent growth of crystal

fans of barite, or in some cases perhaps aragonite, occurring in the inner surface of cavities

or outer surface of boulders or breccia in some topographically high areas marks a second

transgression at a time after the complete glacial meltdown, referred to as the post-deglacial

phase here.

Predictions for RSL changes due to glacial isostatic adjustment (GIA) associated with a

snowball Earth would be crucial in interpreting the sedimentary-inferred RSL changes such

as those in Congo/Kalahari and South China cratons. Liu and Peltier (2013) examined the

RSL changes due to snowball glaciation based on the model with a 570 Ma continental con-

figuration, a flat land surface and ocean bottom, and a ∼1000 m ESL change. They estimated

the RSL drop along continental coastlines at equilibrium state during the snowball period

and concluded that the predicted elevations of the land surface above the ocean surface are
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broadly consistent with the estimate of the depth difference between a carbonate platform and

its lower-slope from the Otavi Group sediment of Namibia.

Creveling and Mitrovica (2014) were the first to examine the spatial and temporal patterns

of GIA-based RSL changes due to Marinoan snowball deglaciation. They adopted a 635

Ma paleogeographic reconstruction and topography consistent with mean values in modern

topography. Their results show that: (i) the predicted RSL changes exhibit significant geo-

graphic variability, including a syn-deglacial RSL drop or stillstand at some sites, and (ii) that

sea level continues to rise in the post-deglacial phase in some areas and thus the timescale for

transgressive cap dolostone deposition needs not to be confined to the syn-deglacial phase. It

is instructive that the variability in their sea level histories encompasses the range of variabil-

ity in sedimentary-inferred RSL changes for specific geologic sites. However, their results

did not include non-monotonic RSL behavior in the post-deglacial phase characterized by

an RSL drop and a resumed transgression, such as that inferred in South China. We note

that such a non-monotonic RSL behavior is not expected in the post-deglacial phase for the

last deglaciation (e.g. Tushingham & Peltier, 1991). The post-deglacial phase of the Last

Glacial Maximum (LGM) that peaked at ∼21 kyr ago was of duration ∼10 kyr (e.g. Lam-

beck et al., 2014). That is, non-monotonic RSL behavior arises from a significantly longer

post-deglacial GIA-response than that for the last deglaciation, and may be a diagnostic GIA-

signal for Marinoan snowball deglaciation.

Here we evaluate RSL changes associated with Marinoan snowball deglaciation by con-

sidering the effects of time-dependent shoreline migration and ocean bathymetry (Milne et

al., 1999; Lambeck et al., 2003) and their uncertainties, as well as Earth’s rotation (Milne &

Mitrovica, 1996; Mitrovica et al., 2005). We must also consider paleotopography describing

the location of paleo-shorelines and paleo-water depths when we discuss the RSL change

inferred from sedimentary records. Our focus here will be to examine post-deglacial RSL

change characterized by an RSL drop and a resumed transgression such as those in South

China, and this history may also be sensitive to mantle viscosity structure. Moreover, the

results may help to constrain the rate of an expectedly drastic evolution of the Earth system
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in the aftermath of a snowball state, for example, the duration of the syn-deglaciation, the

duration of cap dolostone deposition, and the recovery rate of the biosphere. All are closely

linked to a global rate of weathering, organic burial, changing ocean chemistry, the rise of

atmospheric O2 and fall of atmospheric CO2 concentrations (Bao et al., 2008; Cao & Bao,

2013). Thus, our modeling study can offer an independent test on the timing and duration of

the Marinoan 17O depletion (MOSD) event as recorded in basal Ediacaran sedimentary rocks

world-wide.

The paper is organized as follows. In Section 3.2, we describe the viscosity and ice models,

as well as models for continental distribution, topography, and ocean bathymetry. In Section

3.3, we examine the syn- and post-deglacial RSL changes by considering the impacts of

coastline geometry, syn-deglacial duration and mantle viscosity on the syn- and post-deglacial

RSL drops. In Section 3.4, we compare sedimentary-inferred and predicted RSL changes

and try to establish some constraints on the syn-deglacial duration, mantle viscosity and the

duration of the MOSD. The results obtained in this study are summarized in Section 3.5.

3.2 Model descriptions

The numerical method adopted here follows Nakada et al. (2016). Briefly, solving the sea

level equation for the GIA processes (Farrell & Clark, 1976) requires an input of viscoelas-

tic Earth structure, geography/topography and ice sheet models. We use the seismological

Preliminary Reference Earth Model (PREM, Dziewonski & Anderson, 1981) for density and

elastic constants. We adopt two types of rheological model (see Figure 1.3). One is a simple

three-layer viscosity model characterized by elastic lithospheric thickness (H), upper mantle

viscosity (ηum) and lower mantle viscosity (ηlm). The adopted values for H, ηum, and ηlm are:

H = 65, 100 and 200 km, ηum = (2, 4, 7) × 1020 Pa s and ηlm = (5, 10, 50) × 1021 Pa s.

Lambeck et al. (2014) indicated a typical value of 2 × 1020 Pa s for the oceanic upper mantle

viscosity from analyses of far-field ocean islands and continental margin RSL data largely

influenced by isostatic response due to the oceanic upper mantle viscosity. Lambeck et al.

(2017) have also inferred an average continental upper mantle viscosity of (3.5 – 7.5) × 1020
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Figure 3.1. (a) Schematic figure for the cross section of the assumed topography of the solid

Earth surface at the reference time (initial topography prior to Marinoan snowball glaciation).

(b) Schematic ESL histories illustrating syn-deglacial phase with a duration Td and post-

deglacial phase (t > 0), and the approximate time of the transgressions (T) and the interrupting

regression (R) in South China. The duration of the regression and transgression in the post-

deglacial phase is based on the reference time adopted in this study (1 Myr). (c) Grounded

ice thickness distribution at the maximum glaciation.
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Pa s and effective lithospheric thickness of (85 – 120) km from GIA-related geological and

geophysical data in the glaciated region for the North American Late Wisconsin ice sheet.

The values of H = 65 km and ηum = 4 × 1020 Pa s are the same as those inferred from the

observed RSL changes due to the melting of British and Scandinavian ice sheets (Lambeck

& Johnston, 1998). The upper mantle viscosity of 4 × 1020 Pa s may be an average value

for the above references (e.g. Nakada & Lambeck, 1991; Lambeck et al., 2017). The lower

mantle viscosity of 5 × 1021 Pa s may be a lower bound as inferred from the Holocene sea

level observations in the Australian region (Nakada & Lambeck, 1989) and joint inversion

using GIA and convection data sets (Mitrovica & Forte, 2004). The values of ηlm = 5 × 1022

Pa s are consistent with recent estimates from GIA studies based on far-field sea level data

by Lambeck et al. (2014) and from LGM sea levels at Barbados and Bonaparte Gulf and

the rate of change of degree-two zonal harmonic of Earth’s geopotential due to GIA process

by Nakada et al. (2016). More recent analyses using GIA data sets due to the last deglacia-

tion yield a deep mantle viscosity of ∼1023 Pa s (Lau et al., 2016; Nakada & Okuno, 2016;

Nakada et al., 2018). We therefore adopt a two-layer lower mantle viscosity model defined

by η670,1191 = 5 × 1021 Pa s (viscosity for 670–1191 km depth) and η1191,2891 = 5 × 1022 Pa s

(viscosity for 1191–2891 km depth). The values for Hand ηum are the same as those for the

simple three-layer viscosity model. Creveling and Mitrovica (2014) adopted lower mantle

viscosities of 5 × 1021 and 2 × 1022 Pa s and evaluated the RSL change relative to a reference

time of up to 100 kyr after the complete melt. The highest lower mantle viscosity adopted

here is 5 × 1022 Pa s, and we therefore evaluate the RSL change relative to sea level predicted

at a reference time of 1 Myr after the complete melt. We ran tests by calculating RSL over

longer periods than 1 Myr, and did not see significant changes in the predicted RSL changes.

From the above, we see that these parameters for our earth models are deduced for the last

Ice Age. Since the earth has been cooling and mantle viscosity is temperature-dependent, the

parameters for lithospheric thickness and mantle viscosities should be changing with time

too. In Section 3.4.1, we will investigate the effects of this change in average temperature

between the Marinoan and the present.
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We explain geography/topography models adopted here. The continental distribution, to-

pography of the land, and ocean bathymetry are uncertain yet important in evaluating the

RSL changes at 635 Ma. Here we adopt the continental distribution of the 635 Ma from

Li et al. (2013) (see Figure 3.3a) and the ratio of ocean area over Earth’s surface area is

0.73. The assumed topography at the reference time (initial topography prior to Marinoan

snowball glaciation) is based on mean values in modern topography and is shown in Figure

3.4a. This topography model is the same as that used by Creveling and Mitrovica (2014).

The continental margin areas shallower than ∼ –1000 m depth (Figure 3.4a) are main de-

positional places of cap dolostones for sedimentary-inferred RSL changes. Particularly, the

post-deglacial RSL changes examined in this study areinferred from cap dolostones for the

continental shelf areas. We therefore examine the impacts of the coastline geometry and

ocean bathymetry and their uncertainties on RSL changes by considering cases with a gulf

or a peninsula. A paleotopography TP(x, t) at a time t and position x, which is required in

discussing sedimentary-inferred RSL change, is related to the RSL(x, t) by TP(x, t) = T(x)

+ I(x, t) – RSL(x, t) where T(x) and I(x, t) are the topography at the reference time and the

grounded ice thickness, respectively (e.g. Lambeck, 1997). Our studied GIA-based RSL

changes occurred in a total period of less than 1 Myr, from the syn- to post-deglacial phases.

The mean topography will change with time, but we think that those long-term changes prob-

ably introduce uncertainties less than what the different coastline geometry models would in

our modeling study.

Next, we explain the ice model (see Figures 3.1b–3.1c). We assume that ice covers all

continents during glacial maximum and the total ESL change is 1000 m, as assumed by

Creveling and Mitrovica (2014). From the conservation of ice and water mass for the assumed

ocean area (73% of the Earth’s surface area), we get a mean ice thickness of about 3000 m.

ESL linearly decreases within a period of 1 Myr followed by a constant value of –1000 m

for a period of 10 Myr reflecting a full snowball phase (Figure 3.1b). In the syn-deglacial

phase, we assume a globally synchronous melting for all ice sheets, which is one of the

cases considered by Creveling and Mitrovica (2014), and ESL linearly increases starting at
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the onset of syn-deglacial phase. The duration of syn-deglaciation is represented by Td.

The value of Td is treated as variable. Rapid deglaciation with a duration of 2–10 kyr has

been inferred from ice sheet dynamics (Hyde et al., 2000) and by analogy with Quaternary

deglaciation (Hoffman et al., 2007). Such a rapid deglaciation is also consistent with an

estimate of Td ∼ 6 kyr based on a paleohydraulic analysis of wave ripples and tidal laminae

of the Elatina Formation, Australia (Myrow et al., 2018). Paleomagnetic polarity reversals

from the analyses of cap dolostones suggest a deposition duration of longer than 100 kyr

(Trindade et al., 2003; Kilner et al., 2005; Hoffman et al., 2007), although this inference is

not necessarily equal to the syn-deglacial duration. On the other hand, Creveling et al. (2016)

suggested that the cap carbonate platform of the Noonday Formation in SE California records

crustal rebound (1–100 kyr) for the whole syn-deglacial phase. Here, we adopt Td = 2, 5, 7.5,

10, 20, 50, and 100 kyr to examine its effects on RSL change. The distribution of ice thickness

is constructed based on the method by Lambeck (1993) in which the maximum ice thickness

at the center of ice sheet is proportional to the square-root of the distance of the ice margin

from the center (Paterson, 1969). The grounded ice thickness distribution at the maximum

glaciation is shown in Figure 3.1c. The grounded ice at this phase covers all continents and

continental shelves and also continental slope areas shallower than ∼ –1000 m depth (Figure

3.1a) as inferred from ESL value shown in Figure 3.1b. That is, these continental margin

areas would be main depositional places for cap dolostones in the syn- and/or post-deglacial

phases. The impacts of their uncertainties on RSL changes are examined based on a coastline

geometry model with a gulf or a peninsula. Here the glaciated area at an arbitrary time is

estimated based on an assumption that the glaciated area decreases in proportion to the ice

volume derived from the ESL component (Nakada et al., 2016).

Finally, our model carries an assumption in calculating Earth’s rotation and rotational feed-

back on sea level change. Changes in Earth’s rotational axis due to GIA-based Earth defor-

mation perturb the centrifugal potential causing the redistribution of water load, which also

causes an additional solid Earth deformation (Milne & Mitrovica, 1996; Mitrovica et al.,

2005). The 635 Ma paleogeographic reconstruction adopted here (Li et al., 2013) assumes
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that the geomagnetic pole approximates the position of the geographic pole. Here we assume

that the position of the rotation axis at the onset of the snowball glaciation was coincident

with the geographic pole for the 635 Ma paleogeographic reconstruction (Figure 3.1c).

3.3 Results

In this section, we report the syn- and post-deglacial RSL changes by considering the

impacts of coastline geometry, syn-deglacial duration and mantle viscosity on the syn- and

post-deglacial RSL drops. It would be useful to mention sea level components for GIA-

based RSL change before discussing the results. The RSL change is contributed by eustatic

sea level (ice-volume equivalent sea level) component (RSLesl, see Figure 3.1b), sea level

component due to the gravitational attraction between ice sheet and seawater loads (RSLatt),

and the viscoelastic response of the Earth to ice sheet (RSLice) and seawater (RSLwater) loads,

i.e., RSL = RSLesl + RSLatt + RSLice + RSLwater (e.g. Farrell and Clark, 1976; Nakada and

Lambeck, 1987). In this study, the term RSLwater includes the contribution to sea level change

from Earth’s rotation. The terms RSLesl and RSLatt are zero in the post-deglacial phase, and

the RSLatt term was proposed by Hoffman and Macdonald (2010) to explain the regression

interrupting the transgressive cap dolostone sequence in Namibia.

Also, we briefly explain the relaxation process of the Earth to the loading. The relaxation

process is approximately described as follows (e.g. Wu & Peltier, 1982): the relaxation pro-

ceeds through the Earth’s deformation associated with the surface displacement (M0 mode)

followed by the Earth’s deformation associated with the return of the core-mantle boundary

(CMB) to its undeformed horizontal state (C0 mode). If the density discontinuity at 670

km depth behaves as a chemical boundary as assumed here, and also assumed in most GIA

studies (e.g. Lambeck et al., 2014), the relaxation should proceed through the Earth’s defor-

mation in associated with the return of the 670 km density discontinuity to its undeformed

position (M1 mode). The impact of the M1 mode is, however, negligible if the 670 km den-

sity discontinuity is not a chemical boundary but a phase boundary (e.g. Johnston et al.,

1997). L0 mode is related to the presence of the elastic lithosphere. These processes depend
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Figure 3.2. The relaxation time for load Love numbers kL
2 and hL

2 based on the model with H

= 65 km, ηum = 4 × 1020 and ηlm = (5, 50) × 1021 Pa s.

on the viscosity structure of the mantle and the magnitude of density jumps at the bound-

aries. Figure 3.2 shows the relaxation time for load Love numbers kL
2 and hL

2 . The M0 mode

is dominant over degree n, and the relaxation time increases with increasing the wavelength.

For long-wavelength (low-degree), the deep part relaxation processes are significant.

This section is organized as follows. In Section 3.3.1, we show the syn-deglacial RSL drop
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by considering the impact of coastline geometry on the syn-deglacial RSL change. In Sec-

tion 3.3.2, we demonstrate the post-deglacial RSL change by focusing on cases with an RSL

drop followed by a transgression in the post-deglacial phase, a pattern inferred from sedimen-

tary records such as those in South China. In Section 3.3.2.1, we show that RSL change in

South China is affected significantly by Earth’s rotation and that RSL changes at low-latitude

regions are driven largely by the collapse of the peripheral bulge. In Section 3.3.2.2, we

examine the sensitivities of RSL change in South China to mantle viscosity, syn-deglacial

duration and changes in the location of South China. In Section 3.3.2.3, we examine the sen-

sitivities of RSL changes at low-latitude regions to coastline geometry, mantle viscosity and

syn-deglacial duration.

3.3.1 Syn-deglacial RSL change

In the syn-deglacial phase, the continental slope would be a main depositional place for

cap dolostones. Here we examine the GIA-based syn-deglacial RSL change for the continen-

tal slope by considering an episode of regression interrupting a cap dolostone transgressive

sequence inferred from the stratigraphic studies of cap dolostones in Namibia. Creveling and

Mitrovica (2014) analyzed the syn-deglacial RSL drop in detail, and they indicated that the

RSL drop interrupting a cap dolostone transgressive sequence is only one of the GIA-based

RSL patterns and it can be attributed to one of the three processes (or their combination) of

local melting, crustal uplift in regions of significant ice loss, and an extended syn-deglacial

phase of duration ∼50 kyr or greater, with all scenarios of RSL drop to be confined to the

syn-deglacial phase. Adopting a viscosity model with H = 65 km, ηum = 4 × 1020 Pa s, ηlm

= 1022 Pa s and a syn-deglacial duration of 20 kyr (Td = 20 kyr), our model predicts an RSL

drop followed by transgression in the syn-deglacial phase for shaded blue and gray regions

(Figure 3.3). The shaded blue regions (Figures 3.3d–3.3e) signify ocean areas as defined by

the paleotopography (i.e., site below sea level at a time when RSL drop occurs), and gray

regions signify land areas (i.e., site above sea level at a time when RSL drop occurs). In the

following we use "ocean" to refer to points with negative paleotopography values and "land
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" to refer to points with positive paleotopography values. Figures 3.3b–3.3e show contour

maps of the syn-deglacial RSL drop (red colour) for regions A and C–E in Figure 3.3a. The

contour line for the initial topography is shown by the black line. The RSL drops for regions

A and C occur within land areas, and those in ocean areas are predicted to occur at the inner

part of the gulf in region D and at the channel in region E.

We explore the syn-deglacial RSL changes at sites C1 to C3 in Figure 3.4a. Sites C1

and C2 are located on the coastline and outer edge of the continental shelf at the initial

topography, respectively. Site C3, which is located on the continental slope, corresponds to

the site in Namibia where Hoffman and Macdonald (2010) inferred an episode of regression

interrupting a cap dolostone transgressive sequence. Figure 3.4b shows RSL changes at sites

C1 to C3. The RSL changes predicted for ocean sites are shown by solid lines, and those for

land sites are shown by dotted lines. The RSL at site C3 in the ocean gradually rises from

–20 to 0 kyr, and that for site C1 on land shows an RSL drop with a magnitude of ∼30 m

from –20 to –17 kyr followed by an RSL rise from –17 to 0 kyr.

We now explore the impact of coastline geometry on the predicted syn-deglacial RSL drop.

Within Region C we observe a fall in RSL for land-based sites (Figures 3.4a–3.4b), but the

inner part of the gulf in region D clearly shows an RSL drop within the ocean (Figure 3.3d).

This is consistent with the results by Creveling and Mitrovica (2014) that regions of signif-

icant ice loss are subject to large land rebound and are characterized by the syn-deglacial

RSL drop. We also consider the coastline geometry models M1 with a gulf of width and

length (4◦, 4◦) for region C (Figure 3.4c), and M2 (Figure 3.4e) characterized by a peninsula

of width and length (4◦, 4◦). The peninsula in M2 is located on the continental shelf (see 0

m contour line for the topography in Figure 3.4e). These coastline geometry models reflect

uncertainties of the paleogeography and have analogies in present-day coastline geometries.

For example, the gulf for M1 is like Bay of Biscay and the peninsular for M2 is like Grand

Banks of Newfoundland.

Our coastline geometry model M1 predicts a syn-deglacial RSL drop within the conti-

nental slope (Figure 3.4c). This is because the crustal uplift (RSL fall) at the continental
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Figure 3.3. (a) Spatial distribution for RSL drop in the syn-deglacial phase based on the

model with the coastline geometry model M0, Td = 20 kyr, H = 65 km, ηum = 4 × 1020

and ηlm = 1022 Pa s. Regions lying below sea level that experience a fall in RSL are shaded

blue (see panels d and e), and regions lying above sea level that experience a fall in RSL

are gray. Labels refer to the following locations: SC - South China; WA - West Africa; MO

- Zavkhan Terrane of southwestern Mongolia; SA - South Australia; NA - Namibia; AM -

southern Amazon; CA - California; MM - Mackenzie Mountains, northwestern Canada; SV

- Svalbard; NO - East Finnmark of Norway. (b) – (e) The contour maps of the RSL drop

(red colour) in the syn-deglacial phase for regions A and C–E. The contour line for the initial

topography is shown by the black line.
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Figure 3.4. (a) Contour map of the RSL drop (red colour) in the syn-deglacial phase for
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experience a fall in RSL are shaded blue (see panels c and e), and regions lying above sea

level that experience a fall in RSL are gray. The contour line for the initial topography is

shown by the black line. (b) RSL changes at sites C1–C3 shown in panel (a) based on the

model with Td = 20 kyr, H = 65 km, ηum = 4 × 1020 and ηlm = 1022 Pa s. The RSL change

predicted at ocean site for the paleotopography is shown by the solid line, and that at land
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topography, respectively.
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slope site for M1 is significantly larger than that for M0, and consequently, the magnitude of

RSL fall due to the loss of gravitational attraction between ice and ocean loads (RSLatt term)

and local crustal uplift (RSLice term) exceeds the eustatic sea level rise (RSLesl term). The

predicted syn-deglacial RSL drop is consistent with a regression in the syn-deglacial phase

inferred from the cap dolostones on the lower-slope sections of the Congo and Kalahari cra-

tons (Hoffman & Macdonald, 2010). We next consider the coastline geometry model M2

(Figures 3.4e–3.4f). An RSL drop within the ocean is not predicted for the region around the

tip of the peninsula (site g6), but it is predicted for the region around the base of the peninsula

with a coastline geometry similar to a gulf (site g3). Although we do not show the results, the

magnitude of the RSL drop increases as the size of the gulf and ratio of the length to width

of the gulf is increased. However, our numerical experiments for such coastline geometry

models do not predict a syn-deglacial RSL drop within the continental shelf because the con-

tinental shelf lies above sea level until the late stage of the syn-deglacial phase. This remains

true if the syn-deglacial RSL drop is attributed to a rapid localized melting event, as indicated

by Creveling and Mitrovica (2014).

3.3.2 Post-deglacial RSL change

3.3.2.1 Impacts of Earth’s rotation and collapse of peripheral bulge on RSL change

In the post-deglacial phase, continental shelf becomes a main depositional setting for cap

dolostones. Here we examine the post-deglacial RSL change in continental shelf areas by

focusing on cases with an RSL drop followed by a transgression in the post-deglacial phase,

a pattern inferred from sedimentary records such as those in South China (Zhou et al., 2010).

Figures 3.5a–3.5c show the spatial and temporal variations of post-deglacial RSL changes

(black contour lines) based on a model with Td = 2 kyr, H = 65 km, ηum = 4 × 1020 Pa s,

ηlm = 5 × 1022 Pa s and coastline geometry model M0. We explain these spatial variations

by considering GIA response to surface load distribution (Figure 3.6). Ice and water loads

are assumed to be zero before the glaciation. In the glacial phase, ice load is positive in the

continent and water load is negative in the ocean. Both the ice loading and the water un-
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Figure 3.5. (a) – (c) RSL changes at t = 0, 10 and 50 kyr and (d) rotational component at t =

50 kyr based on the model with the coastline geometry model M0, Td = 2 kyr, H = 65 km, ηum

= 4 ×1020 and ηlm = 5 ×1022 Pa s. Contour intervals for panels (a) – (d), solid black line for

positive value and dashed black one for the negative, are 200, 90, 30 and 10 m, respectively.

Red line shows the boundary between the RSL fall region and RSL rise one (referred to as

hinge-line here). Labels for panel (a) are the same as those for Figure 1a. The gray regions

represent land areas for the initial topography.

loading cause downward crustal movement in the continent and upward crustal movement

in the ocean. Here we use "peripheral bulge" to refer to the upward displacement in the

ocean due to both loads. In the post-deglacial RSL changes shown in Figures 3.5a–3.5c,

continental regions exhibit RSL fall due to the crustal rebound, and their peripheral areas

exhibit RSL rise due mainly to the crustal subsidence (collapse of the peripheral bulge). Red

lines show the boundary between the RSL fall region and the RSL rise one (referred to as

hinge-line here). Continental margins are almost equivalent with the hinge-lines at t = 0
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kyr. Over time, the hinge-lines move outward or seaward as a whole and long-wavelength

RSL components become dominant (for example, see RSL changes at t = 50 kyr in Figure

3.5c). These temporal and spatial variations are related to the time-dependent behavior of

the peripheral bulge when the adopted viscosity model is characterized by ηlm ≫ ηum (e.g.

Cathles, 1975), and may be crucial in interpreting the post-deglacial RSL change for some

continental shelf areas, a depositional location for cap dolostones. Creveling and Mitrovica

(2014) discussed the post-deglacial RSL change, but did not describe sedimentary-inferred

non-monotonic post-deglacial RSL behavior such as that inferred in South China. Here we

explore the non-monotonic RSL behavior by considering the impact of the collapse of periph-

eral bulge, Earth’s rotation, coastline geometry and the paleogeography on the GIA-based

RSL change.

Post-deglaciation

Mantle 
flow

Ocean surface

Glaciation

Solid surface

Continent Ocean

Mantle 
flow

Equivalent sea level fall

Post-deglaciation

Mantle 
flow

Ice sheet

Ocean surface

Glaciation

Solid surface

Continent Ocean

Negative RSL
Positive RSL

Mantle 
flow

Ice loading

Water loading

(a)

(b)

Figure 3.6. Schematic illustrations of GIA response to ice and water loads.

Evaluating a GIA-based RSL change needs to take Earth’s rotation into consideration

(Milne & Mitrovica, 1996). Figure 3.5d shows the difference between the RSL changes

at t = 50 kyr for rotating and non-rotating Earth models. The impact of Earth’s rotation on
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the RSL change is dominated by a degree-two and order-one harmonic signal. The RSL at

t = 50 kyr for region A is ∼ –30 m (Figure 3.5c) and its rotational component is ∼ –40 m

(Figure 3.5d), implying that the magnitude of the rotational component is significantly larger

than the other components associated with ice sheet and seawater loads (∼10 m). At region

E, located close to the opposite side of region A, the RSL change at t = 50 kyr is positive

and its rotational component is negative, implying that its RSL change is dominated by ice

unloading and meltwater loading effects. That is, the Earth’s rotation has significant impacts

on the RSL change at mid-latitude and isolated region, like South China.

The peak value for an adopted ESL history model (Figure 3.1b) depends insignificantly on

the ice thickness distribution, geography and topography models, but is proportional to the

peak ESL amplitude and is affected by the presence of a saw-tooth ESL history. Figure 3.7

shows rotational component at t = 50 kyr based on the viscosity model with H = 65 km, ηum

= 4 ×1020 and ηlm = 5 ×1022 Pa s. We examine the rotational effects on the RSL change based

on six geography/topography and ice sheet models (models A–F). Model A is the same as

that used in Figure 3.5d, except for Td = 10 kyr. The peak value of rotational component for

model A (Figure 3.7a) is ∼±50 m and almost the same as that shown in Figure 3.5d. The total

ESL change for model B is 130 m and the ESL value at time t is (130/1000) × ESL value at

time t for the model shown in Figure 3.1b. The glaciated areas at time t are the same as those

for model A, and the ice thickness distribution is based on the ESL history. The total ESL

change of 130 m corresponds to that for the last deglaciation inferred from the GIA studies

by ANU group (e.g., Lambeck et al., 2014), that is, ∼1/8 (130/1000) of that for the Marinoan

snowball Earth. The peak value for model B (Figure 3.7b) is ∼±6 m, that is, ∼1/8 of that for

model A (Figure 3.7a). That is, the peak value is proportion to the total ESL change.

Model C is defined by the ESL history with a 100 kyr glaciation phase (growth phase of the

ice sheet), 1 Myr full glacial phase and 10 kyr deglacial phase shown by the black solid line

in Figure 3.7c. The glaciated areas and the ice thickness distribution at time t are based on

the ESL value at time t as discussed in the text. The peak value for model C (Figure 3.7d) is

∼±6 m and almost the same as that for model B (Figure 3.7b). This is a natural consequence
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Figure 3.7. Rotational component at t = 50 kyr based on the viscosity model with H = 65

km, ηum = 4 ×1020 and ηlm = 5 ×1022 Pa s.
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of an adopted reference time of 1 Myr. Model D uses the present geography and topography

models and the ice thickness distribution at the LGM for the ice model IA20 (Figure 1.2a )

nearly identical to the ANU model by Lambeck et al. (2014) Nakada et al., 2018). The ESL

history for model D is the same as that for model C (black solid line in Figure 3.7c), and the

glaciated areas and the ice thickness distribution at time t are based on the ESL value at time

t as discussed in the text. The peak value for model D (Figure 3.7e) is ∼±6 m and almost the

same as that for model C (Figure 3.7d). That is, the peak value depends insignificantly on the

ice thickness distribution model and geography/topography models related to the water load.

The ESL history for models E and F is defined by a simple 10 saw-tooth glacial cycle model

with a 100 kyr glaciation phase and a 10 kyr deglaciation phase characterizing the Quaternary

glaciation (red dashed line in Figure 3.7c). The glaciated areas and the ice thickness distri-

bution at time t are also based on the ESL value at time t as discussed in the text. The peak

value for model E (Figure 3.7f) is ∼±3 m, ∼1/2 of that for model D (Figure 3.7e). That is,

the peak value is significantly affected by the ESL history, which is true for the results using

models C and F.

Next, we examine the spatial distribution of non-monotonic RSL behavior by considering

the time-dependent hinge-line movement. Figures 3.8a–3.8d show the transition time from

post-deglacial RSL fall to rise for four lower mantle viscosity models. We only show the

transition that occurs on land or continental shelf for t ≤ 80 kyr. The transition area increases

with increasing lower mantle viscosity, and the general pattern for ηlm = 5 × 1022 Pa s is

similar to that for a two-layer lower mantle viscosity model with η670,1191 = 5 × 1021 and

η1191,2891 = 5 × 1022 Pa s. Figures 3.8e–3.8g show the hinge-lines at t = 0, 10, 20, 50

and 70 kyr for regions L–N (Figure 3.8c) based on the model with ηlm = 5 × 1022 Pa s.

We first examine the overall relationship between RSL change and hinge-line movement by

considering typical spatial patterns of hinge-line movement predicted for regions M and N.

Figure 3.9a illustrates the relationship between RSL change and outward migration of hinge-

point for a period from 0 to 30 kyr based on the RSL change for the transect shown in Figure

3.8f. The hinge-points at t = 0 and 30 kyr (X0 and X30) divide the RSL change into three
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Figure 3.8. (a) – (d) The transition time from post-deglacial RSL fall to rise based on the

coastline geometry model M0, Td = 2 kyr, H = 65 km and ηum = 4 ×1020 Pa s. (a) – (c)

The transition time for simple three-layer viscosity models with ηlm = (5, 10, 50) × 1021 Pa s

and (d) the transition time for a two-layer lower mantle viscosity model with η670,1191 = 5 ×

1021 and η1191,2891 = 5 × 1022 Pa s. Labels for panel (a) are the same as those for Figure 1a.

(e) – (g) The hinge-lines at t = 0, 10, 20, 50 and 70 kyr for regions L–N in panel (c) based

on the model with ηlm = 5 × 1022 Pa s. The gray regions represent land areas for the initial

topography.
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types; RSL changes in regions I, IIa and III. RSL change in region I, landward side for the

hinge-points from 0 to 30 kyr, is characterized by an RSL fall from 0 to 30 kyr. RSL change

in region IIa, seaward side for X0 and landward side for X30, is characterized by an RSL rise

followed by an RSL fall. RSL change in region III, seaward side for the hinge-points at t =

0 and 30 kyr, is characterized by an RSL rise from 0 to 30 kyr. Figure 3.9b illustrates the

RSL change for the transect shown in Figure 3.8g. RSL patterns in regions I and III are the

same as those for the outward migration of hinge-point. However, RSL change in region IIb,

landward side for X0 and seaward side for X30, is characterized by an RSL drop followed by

an RSL rise.

We next consider the post-deglacial RSL change in regions L, M and N (Figures 3.8e–

3.8g). The hinge-line for region L (South China), which is affected significantly by Earth’s

rotation (Figure 3.5d), migrates outward for t ≤ 50 kyr and migrates inward for t > 50 kyr.

Therefore, the RSL change at site A, landward site of the hinge-line for t ≤ 50 kyr and sea-

ward site for t > 50 kyr, shows an RSL fall for t ≤ 50 kyr and RSL rise for t > 50 kyr. We

discuss the post-deglacial RSL change in South China in more detail below (Section 3.3.2.2).

However, the post-deglacial RSL changes in regions M and N have a negligible RSL contri-

bution from Earth’s rotation compared with South China (Figure 3.5d) and the post-deglacial

RSL changes are significantly affected by time-dependent behavior of peripheral bulge. The

hinge-lines for the northern part of region M show a continuous (monotonic) outward migra-

tion with the collapse of peripheral bulge, indicating a monotonic post-deglacial RSL fall on

the landward side of the hinge-line at t = 0 kyr and an RSL rise followed by an RSL fall on

the seaward side (see Figure 3.9a). The hinge-lines over the southern portion show an inward

migration until ∼20 kyr and then migrate outward, indicating a non-monotonic RSL behavior

characterized by an RSL drop for t < 20 kyr and a transgression for t > 20 kyr. The hinge-lines

for region N show inward migration over a duration longer than 20 kyr (see Figure 3.9b). We

can explore the mechanism for the non-monotonic hinge-line movement by considering the

impact of the adopted paleogeography model on the RSL change. Region N faces a relatively

small ocean surrounded by continents ("X" in Figures 3.5a and 3.8c referred to as ocean "X"
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Figure 3.9. (a) – (b) Schematic illustrations of the relationship between RSL change and

hinge-point movement based on the RSL change for the transect (dark gray line) shown in

Figures 3.8f and 3.8g. RSL changes at t = 0 and 30 kyr are shown by red and blue solid lines,

respectively, and RSL changes at t = 1 and 35 kyr are shown by red and blue dashed lines,

respectively. Note that the difference between solid and dotted lines are enlarged in order to

emphasize the hinge points. The hinge-points at t = 0 and 30 kyr (X0 and X30) divide the

RSL change into three types; RSL changes in regions I, IIa and III for panel (a) and RSL

changes in regions I, IIb and III for panel (b). The gray regions represent land areas for the

initial topography.
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here). The inward migration of the hinge-line is primarily related to the subsidence of the

ocean "X" due to ice unloading and meltwater loading effects as inferred from RSL changes

predicted for the ocean "X" (Figures 3.5b–3.5c). That is, the GIA response with a spatial-

scale of ocean "X" is probably a main cause for the non-monotonic hinge-line movement for

regions N. This is true for other regions showing non-monotonic RSL behavior, which face

a small ocean surrounded by continents such as the ocean "X" or oceans (gulfs) indicated by

arrows in Figure 3.8c (see also RSL changes in Figure 3.5b for these regions). We discuss

the post-deglacial RSL changes for these regions in Section 3.3.2.3 in more detail.

3.3.2.2 Post-deglacial RSL change in South China

We discuss the post-deglacial RSL change in South China. The following results are con-

sistent with those derived from the hinge-line movement shown in Figure 3.8. Figure 3.10a

shows an enlarged map for region A based on the coastline geometry model M0. Sites A1

and A2 are located on the coastline and outer edge of the continental shelf in the case of the

initial topography, respectively. A post-deglacial transgression is not predicted for the viscos-

ity model with ηlm = 5 × 1021 Pa s (Figure 3.10b), and is not clear for the model with ηlm =

1022 Pa s (Figure 3.10c) (see also Figures 3.8a–3.8b). However, the viscosity model with ηlm

= 5 × 1022 Pa s predicts an RSL drop followed by transgression in the post-deglacial phase

over the continental shelf area between sites A1 and A2 (Figure 3.10d). The RSL change at

site A4 is nearly identical to that for site A1. Site A4 lies below sea level in the post-deglacial

phase (denoted by a solid line), but site A1 lies above sea level from 30 to 200 kyr (denoted

by a dotted line). That is, the region between sites A1 and A4 undergoes subaerial exposure

at the regression-transgression transition. In this region, cap dolostones may undergo karstic

dissolution, which is consistent with observed karst-like dissolution features at the top of the

cap dolostones in South China. Zhou et al. (2010) interpreted these as requiring a brief dis-

ruption or hiatus in carbonate sedimentation, possibly reflecting a brief time window of an

RSL drop.

We next consider a two-layer lower mantle viscosity model with η670,1191 = 5 × 1021 and
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Figure 3.10. (a) An enlarged map for region A. The shaded blue region represents the conti-

nental shelf for the initial topography and the gray regions represent land areas. The contour

line for the initial topography is shown by the black line. (b) – (d) RSL changes at sites A1–

A4 based on the models with Td = 2 kyr, H = 65 km, ηum = 4 × 1020 Pa s and ηlm = (5, 10,

50) × 1021 Pa s. The RSL change predicted at ocean site for the paleotopography is shown by

the solid line, and that at land site is shown by the dotted line. (e) – (h) RSL changes for the

region between sites A1 and A4 based on the model with η670,1191 = 5 × 1021 and η1191,2891 =

5 × 1022 Pa s. (e) – (g) RSL changes for Td = (2, 10, 20, 50, 100) kyr, H = 65 km and ηum =

(2, 4, 7) × 1020 Pa s and (h) RSL changes for Td = 10 kyr, H = (65, 100, 200) km and ηum =

4 × 1020 Pa s. The coastline geometry model is M0.
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η1191,2891 = 5 × 1022 Pa s (Figures 3.10e–3.10h). Figures 3.10e–3.10g show the predicted RSL

changes between sites A1 and A4 for each Td value, and those for each Hvalue are shown in

Figure 3.10h. The thickness of the lines in Figures 3.10e–3.10h changes with time because

the difference between the RSL changes at sites A1 and A4 decreases with time. The two-

layer lower mantle viscosity model with ηum = 4 × 1020 Pa s predicts an RSL drop followed

by transgression (black line in Figure 3.10f), as is also predicted for the model with ηlm = 5 ×

1022 and ηum = 4 × 1020 Pa s (Figure 3.10d). These results indicate that an RSL drop followed

by transgression in the post-deglacial phase is robust when we adopt a viscosity of ∼5 × 1022

Pa s for the deep mantle. We also consider the effects of the lithospheric thickness (H), upper

mantle viscosity (ηum) and syn-deglacial duration (Td) on post-deglacial RSL change. The

general feature of the RSL change for H = 100 and 200 km is similar to that for H = 65 km

(Figure 3.10h). Furthermore, the post-deglacial RSL changes for this region have the same

sensitivities to syn-deglacial duration, and a distinct RSL drop is predicted for the models

with Td ≤ 20 kyr regardless of the upper mantle viscosity (Figures 3.10e–3.10g).

The exact paleogeography of South China or Yangtze Block at ∼635 Ma has uncertain-

ties (e.g. Hoffman & Li, 2009; Li et al., 2013). We therefore examine the sensitivity of the

predicted RSL change at site A1 to changes in the location of South China (Figure 3.11a).

The ten different locations of South China denoted by "P" to "Y" in Figure 3.11a are ob-

tained by shifting the block in longitude by 30◦ to 270◦ relative to the original location of

South China (location "P"), respectively. With increasing displacement in the longitude di-

rection, the onset time of the second RSL rise increases and the magnitude of the second

transgression decreases (Figure 3.11b). A second transgression is not predicted at locations

"T" to "Y". This exercise shows that one must take into account uncertainties of the paleo-

geography when discussing the observationally inferred post-deglacial RSL change in South

China. Conversely, it may be possible to put some constraints on the paleogeography from

the observationally inferred RSL change.
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Figure 3.11. Illustrations to show the effects of paleogeography on RSL change in South

China based on the model with Td = 10 kyr, H = 65 km, ηum = 4 × 1020, η670,1191 = 5 × 1021

and η1191,2891 = 5 × 1022 Pa s. (a) Ten different locations of South China denoted by "P" to

"Y" obtained by taking the displacement in longitude direction of 30◦ to 270◦ relative to the

original location of South China (location "P"). (b) The RSL changes at site A1 for locations

"P" to "Y" in panel (a). The RSL change predicted at ocean site for the paleotopography is

shown by the solid line, and that at land site is shown by the dotted line.

3.3.2.3 Post-deglacial RSL change at low-latitude regions

In this section, we discuss the post-deglacial RSL changes for regions B and C (Figure 3.5a)

based on a model with Td = 2 kyr, H = 65 km, ηum = 4 × 1020 Pa s, ηlm = 5 × 1022 Pa s and

coastline geometry models M0 and M2 (Figures 3.12 and 3.13). The discussion for region B

applies to other monotonic hinge-line movement regions and that for C applies to other non-

monotonic ones. The difference between the RSL changes for regions B and C is attributed

to the subsidence of the ocean "X" due to the ice-sheet unloading and meltwater loading.

We therefore examine the post-deglacial RSL change by decomposing the RSL change into

ice (RSLice) and water (RSLwater) loading components, i.e., RSL = RSLice + RSLwater. The

terms RSLesl and RSLatt are zero in the post-deglacial phase. The term RSLice represents the

variation in sea level associated with the loading and unloading of the ice sheets. The term
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RSLwater represents the contribution to sea level change caused by the seawater unloading and

meltwater loading.

Figures 3.12a–3.12g show the hinge-lines at t = 0, 10, 20, 50 and 70 kyr, RSLice and

RSLwater terms and RSL change for region B based on the coastline geometry model M0.

The RSL changes for this region bear similar RSL patterns as shown in Figure 3.9a. The

height of the peripheral bulge relative to the initial topography is approximately given by the

negative value of predicted RSL change shown in Figure 3.12d, and the maximum height at

t = 0 kyr is ∼200 m around –91◦E. Those for RSLice and RSLwater terms are ∼120 and ∼70

m, respectively (Figures 3.12b–3.12c). We next examine the RSL change by considering the

RSLice and RSLwater terms shown in Figures 3.12e–3.12g. The RSL changes at ocean sites

B4–B7, the maximum height region of the peripheral bulge at t = 0 kyr (Figure 3.12d), show a

transgression followed by an RSL drop, which is mainly due to the RSLice term (e.g. Cathles,

1975). The prediction at coastline site B2 for the initial topography shows a continuous RSL

fall in "ocean areas", which is largely due to the RSLwater term. The RSL change at site B3

is equally contributed by RSLice and RSLwater terms. These spatial variations are attributed

to the outward migration of hinge-line associated with the collapse of the peripheral bulge,

resulting in a typical RSL pattern along lines that cross the coastline (Creveling & Mitrovica,

2014).

Paleogeographic reconstructions following Marinoan snowball Earth in Namibia (C in Fig-

ure 3.5a) suggest that the lateral distance of the cap dolostone deposition may have extended

longer than 100 km over shallow platforms (Hoffman, 2011). We therefore examine the post-

deglacial RSL change for the coastline geometry model M2 with a peninsula described by

width and length of (4◦, 4◦) (Figure 3.12h). The RSL changes are affected by local crustal

uplift (RSL fall) associated with ice load melting in the peninsula area and crustal movement

due to the hinge-line motions (Figure 3.12h). Those at sites b1–b7 are almost the same as

those at sites B1–B7 for M0, respectively, as inferred from the hinge-line movement. The

migration rate of the hinge-line exhibits significant spatial variability for t ≤ 20 kyr and the

hinge-line at the tip of peninsula is nearly stationary until ∼20 kyr. However, the migration
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Figure 3.12. (a) Hinge-lines at t = 0, 10, 20, 50 and 70 kyr for region B (see Figure 3.8a).

The predictions are based on the model with Td = 2 kyr, H = 65 km, ηum = 4 × 1020 Pa s,

ηlm = 5 × 1022 Pa s and coastline geometry model M0. The shaded blue region represents

the continental shelf for the initial topography and the gray region represents land area. The

contour line for the initial topography is shown by the black line. (b) – (d) RSLice and

RSLwater terms and RSL changes at t = 0, 10, 20, 50 and 70 kyr for the transect (dark gray

line) shown in panels (a). (e) – (g) RSLice and RSLwater terms and RSL changes at sites

B1 – B7 shown in panel (a). In panel (g), the RSL change predicted at ocean site for the

paleotopography is shown by the solid line, and that at land site is shown by the dotted line.

The predictions in panels (e) and (f) are shown by solid lines. (h) – (n) As in panels (a) – (g),

except for the coastline geometry model M2.

rate after ∼20 kyr is spatially uniform. Also, RSL changes at sites B1–B7 after t∼20 kyr

are nearly identical to those for M0 (Figures 3.12g and 3.12n). These spatial variations in

RSL change are explained by considering the interaction between the collapse of the periph-

eral bulge and local crustal uplift within the peninsula area. We examine these variations by

considering the effects of RSLice and RSLwater terms on RSL change.

The maximum height of the peripheral bulge at t = 0 kyr moves westward (Figure 3.12k)

locally as inferred from the hinge-line movement at sites b1–b7 in Figure 3.12h, and conse-

quently, the peninsula region locally uplifts t < 20 kyr. However, the RSLice and RSLwater

terms for t > 20 kyr at sites B1–B7 are insensitive to the coastline geometry model (see Fig-

ures 3.12e–3.12f and 3.12l–3.12m), and therefore, the RSL changes after t∼20 kyr for M2

are nearly identical to those for M0 (Figures 3.12g and 3.12n). Figure 3.12l shows that the

RSLice term for t < 20 kyr is significantly affected by the melting in the peninsula and the

RSLice terms at sites B1–B4 monotonically fall for t > 0 kyr (see also Figure 3.12e). Also,

the RSLwater term for M2 at sites B1–B6 shows a fall in the post-deglacial phase (Figure

3.12m) as is predicted at sites B1–B3 for M0 (Figure 3.12f). These effects for t < 20 kyr due

to the RSLice and RSLwater terms are limited to the peninsula region, and consequently, the
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RSL changes at continental shelf sites B2–B6 show a gradual RSL fall in ocean area (Figure

3.12n). That is, the RSL changes at sites B1–B7 for t ≤ 20 kyr reflect mainly the local crustal

uplift and those for t > 20 kyr reflect the behavior of the peripheral bulge for t > 20 kyr almost

identical to that for M0.

We next examine the RSL change for region C based on the coastline geometry model

M0 (Figures 3.13a–3.13g). The difference between regions C and B (Figure 3.5a) is due to

the spatial scale of the adjacent ocean. Region C faces a relatively small ocean surrounded

by continents (ocean "X"). The hinge-line shows an inward migration for t ≥ 0 kyr and

the RSL changes bear similar RSL patterns as shown in Figure 3.9b. The maximum height

of the peripheral bulge at t = 0 kyr inferred from the RSL change is ∼450 m around –6◦E

(Figure 3.13d) and significantly higher than ∼200 m in region B for M0 (Figure 3.12d).

Particularly, the height for RSLwater term (Figure 3.13c) is ∼250 m (∼200 m for RSLice term)

and significantly higher than ∼70 m in region B for M0 (Figure 3.12c). This probably depends

on the magnitude of the peripheral bulge at the maximum glaciation and the collapse of the

peripheral bulge in the syn- and post-glacial phases. The peripheral bulge at the maximum

glaciation is related to the Earth response to the ice loading and seawater unloading, and the

collapse of the peripheral bulge in the syn- and post-deglacial phases is caused by the ice-

sheet unloading and meltwater loading. That is, the significant contribution of the RSLwater

term is probably attributed to the GIA response due to the seawater unloading and meltwater

loading with a spatial-scale of ocean "X" (Figure 3.8c). This would be a main cause of the

inward migration of the hinge-line for region C responsible for the difference between the

RSL changes for regions B and C.

We next examine the RSL change at each site shown in Figures 3.13e–3.13f. The RSL

change at inland site C4 shows a monotonic RSL fall, which is largely contributed by the

RSLice component. Those at ocean sites C7–C11 show a transgression followed by an RSL

drop, which is equally contributed by the RSLice and RSLwater terms. The RSL changes at

ocean sites B4–B7 are, however, mainly due to the RSLice term (Figures 3.12b–3.12c and

3.12e–3.12f). The prediction at coastline site C7 shows a gradual transgression until ∼100
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Figure 3.13. As in Figure 3.12, except for region C (see Figure 3.8a).
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kyr (on "land area" for t < 30 kyr), which is significantly different from that at coastline site

B2 (see also RSL changes at sites B3 and C8). Also, the RSL change at site C6 shows a non-

monotonic RSL behavior characterized by an RSL drop for t < 20 kyr and a transgression for

t > 20 kyr on "land area", which is mainly contributed by RSLwater component (Figure 3.13f).

These differences between the RSL changes for regions B and C are related to the crustal

movements around their coastline areas that reflect different hinge-line behaviors (Figures

3.12a, 3.13a and 3.8c). Also, we point out that region B, a coastal area in the case of the

geometry M0, may be a more suitable depositional place for cap dolostones than that for

region C (see RSL changes at sites B2 and C7).

We next consider the RSL changes for region C based on the coastline geometry model

M2 (Figures 3.13h–3.13n). The RSL changes for t >20 kyr at all region C sites are nearly

identical to those for M0 (Figure 3.13g) as inferred from the hinge-line movements after

t∼20 kyr for both geometry models (Figures 3.13a and 3.13h). Of course, the RSLice and

RSLwater contributions for M2 are nearly the same as those for M0 (Figures 3.13e–3.13f and

3.13l–3.13m). However, the RSL changes at sites C7–C9 located on the continental shelf

show a non-monotonic RSL behavior characterized by a significant RSL drop for t < 20 kyr

followed by a transgression (Figure 3.13n), which reflects the local hinge-line movement in

the peninsula region. The RSLice term for t < 20 kyr is significantly affected by the local

uplift associated with ice load melting in the peninsula, which contributes to an RSL drop

followed by transgression at sites C6–C9 (Figures 3.13l and 3.13n). The RSLwater terms at

sites C4–C6 (continent sites for the initial topography) are nearly the same as those for M0.

However, those at sites C7–C11 for t < 20 kyr are significantly larger than those for M0

(Figures 3.13f and 3.13m), which also contributes to an RSL drop followed by transgression

at sites C7–C9. Consequently, the RSL changes at sites C7–C9 show an RSL drop followed

by transgression for the continental shelf (Figure 3.13n). That is, relaxation processes for t <

20 kyr are controlled primarily by ice load melting with a spatial-scale of the peninsula for M2

(Figures 3.13l–3.13m), and subsequently by the ice-sheet unloading and meltwater loading

with a spatial-scale of the ocean "X". The RSL drops occur within ocean area (denoted by the
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solid line), and site C7 lies above sea level from 20 to 30 kyr (denoted by the dotted line). We

also point out that such non-monotonic post-deglacial RSL behavior would not be expected

if we evaluate the RSL change relative to a reference time ∼10 kyr after the complete melt,

corresponding to the post-deglacial RSL change in the case of the post-LGM deglaciation.

We have also examined the predicted post-deglacial RSL changes for other viscosity mod-

els in terms of the monotonic and non-monotonic RSL behaviors described above. The RSL

behaviors for M0 and in region B sites for M2 do not change when other viscosity models

are considered, although we do not show the results. In region C sites for M2, however,

non-monotonic RSL behavior is predicted by several viscosity models. We therefore briefly

discuss the post-deglacial RSL changes at region C sites for M2. Figures 3.14b–3.14d show

RSL changes at sites C7–C11 for three lower mantle viscosity models. The general feature

of the RSL change for ηlm = 5 × 1021 Pa s (Figure 3.14b) is similar to that for ηlm = 1022

Pa s (Figure 3.14c) and an RSL drop followed by transgression is not evident for these mod-

els. Figure 3.14d shows the RSL changes for a two-layer lower mantle viscosity model with

η670,1191 = 5 × 1021 and η1191,2891 = 5 × 1022 Pa s. This two-layer model predicts an RSL drop

followed by transgression at sites C7–C9, a trend that is also predicted for the model with ηlm

= 5 × 1022 (Figure 3.13n). That is, the sea level peak at ∼100 kyr predicted for these two

viscosity models, which is largely driven by the ice-sheet unloading and meltwater loading

with a spatial-scale of the ocean "X", can be attributed mainly to the viscosity in the deep

mantle, i.e., the viscosity below 1191 km depth assumed in this study. Although we only

show the results for Td = 2 kyr, the sensitivity of the post-deglacial RSL change to the lower

mantle viscosity is also evident for the cases of Td >2 kyr.

Figures 3.14e–3.14h explore the sensitivities of predicted RSL changes to the lithospheric

thickness (H), upper mantle viscosity (ηum) and syn-deglacial duration (Td) in the case of

the two-layer lower mantle viscosity model. For the models with Td = 2 and 5 kyr, a post-

deglacial RSL drop followed by transgression is predicted for all upper mantle viscosity mod-

els. For the models with Td = 7.5 and 10 kyr, however, a non-monotonic RSL behavior is

predicted for 4 × 1020 < ηum ≤ 7 × 1020 Pa s (Figures 3.14e–3.14g). These results are related
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Figure 3.14. (a) An enlarged map for region C with the coastline geometry model M2. The

shaded blue region represents the continental shelf for the initial topography and the gray

regions represent land areas. The contour line for the initial topography is shown by the

black line. (b) – (d) RSL changes at sites C7–C11 in panel (a) for Td = 2 kyr, H = 65 km and

ηum = 4 × 1020 Pa s (thick line). (b) – (c) RSL changes for simple three-layer viscosity models

with ηlm = (5, 10) × 1021 Pa s and (d) RSL changes for a two-layer lower mantle viscosity

model with η670,1191 = 5 × 1021 and η1191,2891 = 5 × 1022 Pa s. (e) – (h) RSL changes at site

C8 in panel (a) for the two-layer lower mantle viscosity model. (e) – (g) RSL changes for Td

= (2, 5, 7.5, 10, 20) kyr, H = 65 km and ηum = (2, 4, 7) × 1020 Pa s and (h) RSL changes for

Td = 2 kyr, H = (65, 100, 200) km and ηum = 4 × 1020 Pa s. The RSL change predicted at

ocean site for the paleotopography is shown by the solid line, and that at land site is shown

by the dotted line.
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to the trade-off between Td and ηum values. In the case of the model with Td = 10 kyr and

ηum = 2 × 1020 Pa s, for example, the peninsula-scale viscous relaxation occurs largely in the

syn-deglacial phase and its related crustal uplift has a negligible impact on the post-deglacial

RSL change. Figure 3.14h shows the sensitivity to the lithospheric thickness. The general

feature of the RSL change for H = 100 km is similar to that evident for H = 65 km. How-

ever, an RSL drop is not predicted for H = 200 km because the crustal deformation with a

spatial-scale of peninsula for M2 is elastically supported by the thick lithosphere.

3.4 Discussion

3.4.1 Comparison between sedimentary-inferred and predicted RSL

changes

Marinoan cap dolostones are generally accepted to have been deposited during the marine

transgression resulting from snowball meltdown (Hoffman & Schrag, 2002). The transgres-

sion is mainly caused by an ESL rise in the syn-deglacial phase (e.g. RSL change at site C3 in

Figure 3.4b) and by collapse of peripheral bulge in the post-deglacial phase (e.g. RSL change

at site B3 in Figure 3.12g), as demonstrated by Creveling and Mitrovica (2014). Indeed, post-

meltdown sedimentary records such as cap dolostones appear to reflect transgression alone

in, for example, southern Amazon (Nogueira et al., 2007), Zavkhan Terrane of southwestern

Mongolia (Bold et al., 2016), Svalbard (Halverson et al., 2004) and East Finnmark of Norway

(Rice et al., 2011) (AM, MO, SV and NO in Figure 3.8a, respectively). However, an RSL

drop interrupting transgression has been identified in some regions. Stratigraphic records

show a syn-deglacial RSL drop in Namibia (Hoffman & Macdonald, 2010) and South Aus-

tralia (Rose et al., 2013) (NA and SA in Figure 3.8a, respectively). Creveling and Mitrovica

(2014) indicated that such a syn-deglacial RSL drop may be attributed to one of the three pro-

cesses (or their combination) of rapid localized (asynchronous) melting during a global stasis

in melting, crustal uplift in regions previously under significant ice cover, and an extended

syn-deglacial phase of duration ∼50 kyr or greater. In this study, syn-deglacial RSL drop is
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predicted at the continental slope site for the coastline geometry models M1 and M2 (Figure

3.4). This is related to the second process discussed by Creveling and Mitrovica (2014).

On the other hand, non-monotonic RSL behavior in the post-deglacial phase characterized

by an RSL drop and a resumed transgression has been inferred from cap dolostones on the

continental shelf of locations such as the South China. Our numerical experiments indicate

that the non-monotonic post-deglacial RSL behavior is sensitive to the syn-deglacial dura-

tion, mantle viscosity structure and paleogeography. That is, it may be possible to put some

constraints on these model parameters by comparing sedimentary-inferred and predicted RSL

changes at different sites. Any such inferences are bound to be preliminary given the spar-

sity of observationally inferred RSL changes and uncertainties in GIA modeling parameters

associated with melting histories and paleogeography. However, the following discussion is

valid even if we adopt a rapid localized melting event. That is, a rapid localized melting event

has a minor impact on the post-deglacial RSL change because this change is mainly driven

by the relaxation process due to the continent-scale deglaciation rather than by the localized

melting. It is also noted that the post-deglacial RSL change in South China, which is signifi-

cantly affected by Earth’s rotational response to Marinoan snowball meltdown, is thus mainly

sensitive to gross melting history.

Zhou et al. (2010) inferred an RSL change with a syn-deglacial transgression followed

by an RSL drop and a transgression in the post-deglacial phase based on the stratigraphic

studies of cap dolostones in South China (SC in Figure 3.8a). They interpreted the karst-

like dissolution features at the top of the cap dolostones as a brief interval of RSL drop,

which are common throughout most of the platform, shelf, and even shallow basinal facies

in South China. Over the continental shelf area between sites A1 and A2 (Figure 3.10a),

syn-deglacial transgression followed by an RSL drop and transgression in the post-deglacial

phase is predicted for models with a viscosity of 5 × 1022 Pa s in the deep mantle and Td

≤ 20 kyr regardless of the adopted upper mantle viscosity and lithospheric thickness (Figure

3.10). The predicted RSL change is consistent with the inferred RSL change in South China

although only the coastal region between sites A1 and A4 (Figure 3.10a) undergoes subaerial
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exposure.

The cap dolostones on shelf sections in Mackenzie Mountains, northwestern Canada

(James et al., 2001) (MM in Figure 3.8a) and on the topographic highs in West Africa

(Bertrand-Sarfati et al., 1997; Shields et al., 2007) (WA in Figure 3.8a) suggest similar

sedimentary features as those of the cap carbonate sequences in South China. Also, the cap

carbonate platform in California (CA in Figure 3.8a) records karstic features (Creveling

et al., 2016). The karst features at these sites have been interpreted as an RSL drop in

the syn-deglacial phase due to glacial rebound. However, our numerical experiments do

not predict the syn-deglacial RSL drop for ocean sites of the continental shelf because the

continental shelf lies above sea level until the late stage of the syn-deglacial phase. However,

our model suggests that the inferred RSL drop may have occurred during the post-deglacial

phase, which is consistent with the cap dolostones at these sites bearing no ice-rafted debris.

Differing from South China, the RSL changes of Canada and California sites had a negligible

signal from Earth’s rotation because they were at equatorial regions. The same may be true

for the West Africa site (see Figure 3.5d).

Our numerical experiments indicate that non-monotonic post-deglacial RSL behavior re-

quires the following two paleogeographic conditions: (i) an adjacent ocean such as the ocean

"X" or oceans (gulfs) indicated by arrows in Figure 3.8c; and (ii) a wide continental shelf

such as M2 (Figure 3.13h). We therefore discuss the RSL drop at these sites based on the

post-deglacial RSL changes at continental shelf site C8 for the geometry model M2 (Figure

3.13h). We found that an RSL drop followed by transgression in the post-deglacial phase is

evident for models with a viscosity of 5 × 1022 Pa s in the deep mantle and Td < 20 kyr, but

also depends on the upper mantle viscosity (Figure 3.14). It should be noted that the predicted

RSL change in region C is significantly affected by the subsidence of the ocean "X" due to

the ice-sheet unloading and meltwater loading. The northwestern Canada (MM) and West

Africa (WA) sites (Figure 3.8a), which face an ocean (gulf) indicated by arrows in Figure

3.8c, show non-monotonic RSL behaviors for the coastline geometry model M2 as inferred

from the RSL changes for region C (Figures 3.8, 3.13 and 3.14). Also, it may be possible to
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assume that the paleogeography around the California (CA) site (Figure 3.8a) had a compa-

rable geometry to that for region C if we consider uncertainties of the paleogeography (see

paleogeography around California site).

The non-monotonic post-deglacial RSL behavior inferred from the sedimentary records

worldwide may be explained by a synchronous melting model with Td < 20 kyr and a deep

mantle viscosity of ∼5 × 1022 Pa s. A discussion of Neoproterozoic mantle viscosity is

challenging if we consider the thermal history of the Earth (e.g. Ganne & Feng, 2017) and its

impact on the mantle viscosity (Karato, 2008). Nevertheless, a deep mantle viscosity of ∼5 ×

1022 Pa s may be consistent with an estimate of ∼1023 Pa s inferred from the recent analyses

using GIA data sets pertinent to the last deglaciation (Lau et al., 2016; Nakada & Okuno,

2016; Nakada et al., 2018). According to the results of Ganne and Feng (2017), for example,

the average temperature of the mantle at 0.6–0.7 Gyr was ∼50 K higher than at present. This

may suggest that the Neoproterozoic mantle viscosity is approximately half of the present

one for an assumed temperature distribution by Nakada et al. (2018). Nakada et al. (2018)

examined the GIA-related observations such as RSL changes and secular rate of change of

the degree-two zonal harmonic of the geopotential, J̇2, based on the temperature-dependent

viscosity model. Although the results are not shown here, the non-monotonic post-deglacial

RSL behavior inferred from the sedimentary records worldwide can be explained based on the

viscosity model with temperature distribution ∼50 K higher than the deep mantle viscosity

of 1023 Pa s and average upper mantle viscosity of 4 × 1020 Pa s preferred by Nakada et

al. (2018) (see Figure 1.3). A post-deglacial RSL drop followed by transgression is also

predicted for the viscosity model with an upper mantle viscosity of 1020 Pa s and lithospheric

thickness of 50 km as inferred from the results shown in Figures 3.10e–h and 3.14e–h.

Finally, we discuss the syn-deglacial duration. The numerous positive feedbacks in the

climate system suggest that once deglaciation begins, it proceeds rapidly to a globally ice-

free state (Pierrehumbert et al., 2011; Hoffman et al., 2017). The duration of ∼2 kyr has

been inferred from ice sheet dynamics (Hyde et al., 2000). For a melting model with Td ∼ 2

kyr, syn-deglacial RSL drop would be predicted in the case of a melting model with a rapid
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localized melting event (Creveling & Mitrovica, 2014). More recently, Myrow et al. (2018)

examined a rate of sea level rise during the deglaciation based on a paleohydraulic analysis of

wave ripples and tidal laminae for ∼100 yr sediment records of the Elatina Formation, South

Australia (SA in Figure 2a), and estimated a rate equivalent to a syn-deglacial duration of ∼6

kyr. Our estimate of Td < 20 kyr inferred from non-monotonic RSL behavior in the post-

deglacial phase is not inconsistent with these estimates, but we cannot put a tight constraint

on the syn-deglacial duration.

3.4.2 Inference of MOSD duration

Our modeling exercise allows us to place some constraints on the duration of the MOSD

event, a transient episode of extremely 17O-depleted atmospheric O2, recorded in the sed-

iments immediate after the onset of the Marinoan meltdown. Figure 3.15a shows Mari-

noan cap dolostone sections on South China craton (Zhou et al., 2010; Jiang et al., 2011;

Killingsworth et al., 2013), and Figure 3.15b shows the Nantuo diamictites and a basal Edi-

acaran stratigraphic sequence at Wushanhu (section 12 in Figure 3.15a), Hubei Province,

China. Zhou et al. (2010) and Killingsworth et al. (2013) define the cap carbonates as the car-

bonates overlying the Nantuo diamictite that deposited before the occurrence of a disrupted

(dissolution or karst) surface that hosts barite crystal fans. The disrupted features at the top of

the cap carbonates are common throughout most of the platform, shelf, and even shallow basi-

nal facies in South China (Zhou et al., 2010) (section 1–11 in Figure 3.15a). Therefore, if we

can correlate the sedimentologically-inferred sea level change to the Wushanhu section where

the MOSD has been pinned to the post-meltdown sedimentary sequence (Killingsworth et al.,

2013) (section 12 in Figure 3.15a), we can provide an independent estimate of the duration

of the cap carbonate deposition, the timing of the barite fan deposition, and the duration of

the MOSD event, based on our modeled RSL pattern and durations. The MOSD signature

is recorded by sulfate deposits such as the unusual barite fans (Bao et al., 2008). Since the

MOSD window is not coeval with the time of the highest pCO2 when the meltdown began

but rather a time when the atmospheric O2 and CO2 had comparable concentrations (Cao &
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Bao, 2013), the MOSD duration can provide an important constraint on the rates of pCO2

drawdown by weathering and pO2 rise due to biological recovery and organic burial in the

aftermath of Marinoan snowball meltdown.

100˚ 105˚ 110˚ 115˚ 120˚
20˚

25˚

30˚

35˚

1 2
34
5

6
7

8 9

10 11

12(a)

−600

−400

−200

0

R
S

L 
(m

)

−10 −5 0 5 10
−40

−20

0

20

40

60

100 101 102 103

A1

A4

(c) (d)

Time from the end of syn−deglaciation (kyr)

0

20

40

60

80

100

120

M
O

S
D

S
tr

at
ig

ra
p
h

ic
 h

ei
g

h
t 
(c

m
)

ca
p
 

d
o
lo

st
o
n

e 

3

1

2

Diamictite

Dolostone

Shale

Disrupted

surface

(b)

Figure 3.15. (a) Marinoan cap dolostone sections on South China (or Yangtze) craton: sec-

tions 1–11 investigated by Zhou et al. (2010) and section 12 investigated by Killingsworth

et al. (2013). (b) The post-Marinoan or basal Ediacaran stratigraphic sequence at Wushanhu

(section 12), Hubei Province, China (modified from Killingsworth et al. 2013). (c) – (d) Syn-

and post-deglacial RSL changes at sites A1 and A4 (Figure 3.10a) for the model with Td =

10 kyr, H = 65 km, ηum = 4 × 1020, η670,1191 = 5 × 1021 and η1191,2891 = 5 × 1022 Pa s. The

RSL change predicted at ocean site for the paleotopography is shown by the solid line, and

that at land site is shown by the dotted line.

Figures 3.15c–3.15d show the RSL changes at sites A1 and A4 (Figure 3.10a) based on

the model with Td = 10 kyr (see also Figure 3.10). The Nantuo diamictites should have been

deposited by the end of the syn-deglacial transgression. If the predicted post-deglacial RSL
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drop or regression-transgression transition occurred at the top of the cap carbonates or at the

onset of the barite fan deposition, the inferred period for cap carbonate deposition (Figure

3.15b) would be ∼50 kyr (Figure 3.15d). Also, if we assume that the deposition of the cap

carbonates in South China started at the end of syn-deglacial phase, the maximum duration

of the cap carbonate deposition would also be ∼50 kyr. If an equal deposition rate for the cap

dolostones and the overlying dolostones, where the MOSD period resides, is assumed, the

maximum duration of the MOSD is also estimated to be also ∼50 kyr. If we consider Le Hir

et al.’s (2008) ocean chemistry constraint that it would take a minimum of 20 kyr to bring the

ocean alkalinity to the level of carbonate precipitation via continental weathering, then the

corresponding durations of the cap carbonate deposition and the MOSD event will both be

30 kyr. These estimates are consistent with the previous estimate of a < 1 Myr duration for

the MOSD event, as inferred independently from two radiometric dates for nearby sections

correlated to the Wushanhu section (Killingsworth et al., 2013), and also from a coupled,

four-box and quick-response biosphere-atmosphere model (Cao and Bao, 2013). Added the

<20 kyr syn-deglacial duration, the total duration starting from the onset of deglaciation to

the end of the MOSD episode is within 100 kyr. The 100 kyr is therefore the total time the

post-Marinoan Earth took to draw a pCO2 at >100 present atmospheric level down to a level

within 1-2 magnitudes of present atmospheric level.

3.5 Conclusions

Marinoan snowball Earth offers us a set of sedimentary and geochemical records for ex-

ploring GIA associated with one of the most severe glaciations in Earth history. Moreover,

an accurate prediction of GIA-based RSL change associated with a snowball Earth will help

to interrogate sedimentary records to place constraints on mantle viscosity structure, the pa-

leogeographic details associated with cap carbonate deposition, and the durations of syn-

deglaciation and cap carbonate deposition. We have assumed a globally synchronous melting

for all ice sheets and have evaluated GIA-based RSL changes by considering the impacts of

paleotopography and coastline geometry on inferred GIA model parameters. The main pur-
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pose of this study is to discuss the post-deglacial RSL change characterized by an RSL drop

followed by a transgression inferred from sedimentary records such as those in South China

(Zhou et al., 2010). This is because such a non-monotonic RSL behavior may be a diagnostic

suggesting that the Marinoan deglaciation was characterized by a significantly longer post-

deglacial GIA-response than the last deglaciation. A post-deglacial RSL drop followed by

transgression in South China, which is significantly impacted by changes in Earth’s rotation,

is predicted over the continental shelf area for models with Td ≤ 20 kyr and a deep mantle

viscosity of ∼5 × 1022 Pa s regardless of the adopted upper mantle viscosity and lithospheric

thickness (Figure 3.10). On the other hand, post-deglacial RSL changes at low-latitude re-

gions (e.g. NA, MM and CA sites in Figure 3.8a), having a negligible RSL contribution from

Earth rotation, are driven largely by the collapse of the peripheral bulge and also by pale-

ogeographic considerations, such as the scale of adjacent ocean and size of the continental

shelf. Our GIA modeling of the RSL change in South China also explains the sedimentary-

inferred RSL drops on the continental shelf in northwestern Canada (James et al., 2001) and

California (Creveling et al., 2016) if these sites were adjacent to an ocean such as the ocean

"X" (oceans in Figure 3.8c indicated by arrows) and located on a wide continental shelf such

as in the geometry model M2 (Figures 3.13 and 3.14). Furthermore, the good match between

the predicted and the observed RSL change in South China suggests an approximate dura-

tion of ∼50 kyr for the Marinoan 17O depletion event, an atmospheric event linked to the

post-Marinoan drawdown of CO2 and the concurrent rise of O2 (Figure 3.15).
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