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Abstract In this paper, we propose an associative learning method in Hyper-Column Model
(HCM). HCM is a model to recognize images, and consists of Hierarchical Self-Organizing Maps
(HSOM) and Neocognitron (NC). HCM complements disadvantages of HSOM and NC, and
inherits advantages from them. There is a problem, however, that HCM does not suit general
image recognition in HCM since its learning method is an unsupervised one with competitive
learning which is used by Self-Organizing Map (SOM). Therefore, we extended HCM to a
supervised learnable model with an associative learning of SOM. We have found that an ability
of HCM with the associative learning is superior to the one with unsupervised learning.

1 Introduction

Artificial neural networks (ANNs) were tradition-
ally applied to recognition of handwritten charac-
ters and to pixel wise clustering in remote sens-
ing, in which the dimensionality of the input data
was small. For these applications, it was reported
that ANNs are superior to the principal component
analysis of the linear method and to the k-nearest
neighbor approach of the nonparametric method.
Recently, applications of ANNs have expanded into
general image recognition such as face recognition
and visual surveillance. In these applications, there
are three problems.

1. In spite of the high dimension of the input im-
ages, the regions of object parts occupy small
areas of the whole space. Therefore, it is neces-
sary to reduce the dimension to eliminate the
redundancy and to allow the network to learn
according to the region actually expanding the
object.

2. The absolute dimensionality of the image re-
gion is very large even if the redundancy is
eliminated, since images have large variations
as a function of object locale, illuminant, and
so on. Therefore, techniques to reduce the sys-
tem size to a realizable scale are necessary.

3. In such cases, ANNs need a very large number
of neurons. Therefore, learning methods which

depend on the initial states of the connection
weights cannot perform well, even if a network
model such as the multilayered perceptron is
theoretically very powerful. Thus, learning
methods whose performance does not depend
on the initial states of connection weights are
needed.

Tsuruta proposed Hyper-Column Model
(HCM)[5] which is a new image recognition
model combining Hierarchical Self-Organizing
Map (HSOM)[3] and Neocognitron (NC)[4]. The
learning method is quite simple with unsupervised
learning, but it is powerful enough since it does
not depend on the initial states of the connections.
In addition, HCM can reduce the dimensionality of
general images and can perform better than HSOM
and NC, since HCM overcomes the disadvantages
of HSOM and NC and inherits their advantages
directly. HCM cannot, however, show high ability
when the boundary between categories is very
complicated, such a case that objects of different
categories have similar features. Therefore, a new
learning algorithm for the HCM is proposed. The
proposed algorithm is associative learning method,
which is very powerful to separate the similar input
data which should belong to different categories on
the feature map.

In this paper, we propose an associative learn-
ing method. Section 2 presents a description of
HCM. In section 3, we propose an associative learn-
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ing method in HCM. Experimental results of image
recognition are presented in section 4. In addition,
it is shown that HCM with the associative learning
is superior to the one with unsupervised learning.

2 Hyper-Column Model

2.1 Self-Organizing Map (SOM)

Self-Organizing Map (SOM) is one of the most
widely used artificial neural network algorithms
that uses unsupervised learning. This algorithm
was proposed by Kohonen[2]. As shown in Fig. 1,
SOM is usually represented in a two dimensional
neural network. Each input vector I has connec-
tions with all of neurons (1 · · ·u · · ·N). Each neu-
ron has a weight vector W u. In training of SOM, a
neuron c that satisfies equation (1) is chosen as the
winner neuron and then weight vectors are updated
by using equation (2).

||I − W c|| = min
u

(||I − W u||) (1)

W u(t + 1) = W u(t) + hcu(I(t) − W u(t)) (2)

hcu is a neighborhood kernel defined by equation
(3).

hcu = α(t) · exp
(
−||rc − ru||2

2σ2(t)

)
(3)

With increasing ||rc − ru|| and t, hcu converges to
zero. α(t) is a monotonically decreasing function of
t (0 < α(t) < 1), and σ2(t) defines the width of the
kernel.

2.2 Hierarchical Self-Organizing Map
(HSOM)

Hierarchical Self-Organizing Map (HSOM) pro-
posed by Lampinen[3] is a two layer of SOM net-
work. For each input vector I, the winner neuron
is chosen from the first layer map and its index is
given to the second layer.

The advantages of HSOM are summarized into
the following points.

1. HSOM solves the complex region problem,
when a sufficiently dense data set is given for
continuous variation of the input data.

2. HSOM can be a good preprocess to resolve the
dimensional reduction problem.

However, HSOM has the following three disad-
vantages.

1. Image recognition methods based on HSOM
are regarded as a memory-based method.
Therefore, in case where the dimension and the
size of data distribution are large, the network
size increases.

2. Maps are organized according to the continu-
ity of data distribution in the space defined
by the distance between images using template
matching. Therefore, it is hard to organize
maps in cases where the distance between im-
ages does not smoothly vary with locale and
scale of target object. In such cases, a heuristic,
such as image blurry, must be adapted or the
number of training samples must be increased
so that the variations of distance are smooth
enough.

3. The recognition method is also based on the
distance of images and, therefore, is regarded
as one of nearest neighbor method. Therefore,
a high accurate segmentation of target region
and a normalization of locale and size should
be needed.

2.3 Neocognitron (NC)

Neocognitron (NC) is proposed by Fukushima[4] as
a hierarchical network consisting of several layers
of neuron-like cells. The lowest stage of the net-
work is the input layer. Each succeeding stage has
a layer consisting of cells called S-cells followed by
another layer of cells called C-cells. S-cells are the
feature-extracting cells. The C-cells are inserted on
the network to allow for positional errors in the fea-
tures.

The “structural” advantages of NC are summa-
rized in the following two points, which can alleviate
the disadvantages of HSOM.

1. Every feature map is rather small since NC has
a hierarchical structure of divide-and-conquer
type. This characteristic resolves the disadvan-
tage 1 of HSOM.

2. Toward the disadvantage 2 and 3 of HSOM, NC
does not need any preprocesses of blurring nor
normalization due to its shift invariant recogni-
tion mechanism. NC, also, needs small number
of training sample data because of its learning
mechanism.

The original NC has the following two disadvan-
tages when it is directly applied to general image
recognition. The advantages of HSOM match with
those disadvantages.

1. The learning process of NC is strongly depends
on the initial state of weight vectors, and the
feature extraction does not often perform well
due to its simple competitive learning without
neighborhood learning.

279



The 12th Korea-Japan Joint Workshop on Frontiers of Computer Vision, 2–3, Feb.,2006, Tokushima, Japan

Fig. 1: Structure of SOM

Fig. 2: Structure of HCM

2. The shift integration layer integrates only
shifted patterns, and does not requantize fea-
ture spaces. Therefore, its dimension reduc-
tion is not enough for variation of target shape,
which requires large number of network neu-
rons.

2.4 Hyper-Column Model (HCM)

Hyper-Column Model (HCM) is proposed for vi-
sual recognition of objects with variations in its
position, size, and orientation[5]. HCM is a kind
of competitive neural networks with unsupervised
learning. The network is composed of hierarchical
layers derived from NC by replacing the unit cell
plains (each C-cells and the lower directly connect-
ing S-cells) in NC with two-layers HSOM. These
HSOM cell plains allow features extraction through
the first SOM layer followed by features integration
in the second SOM layer, as shown in Fig. 2. This
feature integration process allows the cell plains to
integrate more features in lower number of neurons.
NC does not perform such feature integration pro-
cess.

HCM uses unsupervised learning algorithm to
construct its feature map. The training is per-
formed layer by layer from the bottom layer to the
upper layer. The feature extraction layer in the Lth
HCM layer receives the data from the L−1th HCM
layer as the input. For each input vector, the win-
ner neuron is chosen by using equation (1) and the
weight vectors are updated by using equation (2).
In the feature integration layer, the winner position
index of the previous layer is considered as the in-
put to this layer, and the winner neuron is chosen by
using equation (1). The weight vectors are updated
by using equation (2).

In the recognition phase, the competition also ap-
plies layer by layer starting from the bottom. The
network can use the same competition algorithm

used in the learning phase. The winner position in-
dex of all HSOMs in the first layer (feature extrac-
tion layer) are treated as the input of the second
layer (feature integration layer), and so on until the
last layer.

3 Associative Learning in HCM

The structure of HCM is similar to the one of NC,
but HCM uses unsupervised learning algorithm that
is used in SOM. In general image recognition prob-
lems, it is known that the recognition ability with
supervised learning method is superior to the one
with unsupervised learning method. Therefore, in-
troducing a supervised learning method into HCM
is needed.

We introduce a method of supervised learning in
SOM proposed by Ichiki[1] into HCM. In this learn-
ing method, we can regard the input vector as the
one which is composed of different two components;
an input part I and an associative part T . As a re-
sult, the networks can be considered as a supervised
learning machines.

X = a

(
I
0

)
+

(
0
T

)
(4)

where a > 1 in order that the input part can affect
the information of the map more than the output
part does. The weight vector W u is represented as
follows,

Wu =
(

W I
u

W T
u

)
(5)

In recognition process, an input vector is I.
When input I is input into the network, the neuron
c is the winner neuron. An output O is represented
as follows, where weight vectors ||Wu|| are normal-
ized to n.

O = W T
c × v (6)
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(a) category 1 (b) category 2 (c) category 3 (d) category 4 (e) category 5

(f) category 6 (g) category 7 (h) category 8 (i) category 9 (j) category 10

Fig. 3: Training images in experiment

Fig. 4: Overall view of HCM used in experiment

Table 1: Construction of HCM used in experiment
HSOM C.Area Neurons

Layer 3 Y 1 FIL – – FEL · · · Feature Extraction Layer
(Top) X 1 FEL 8 × 8 100 FIL · · · Feature Integration Layer

Layer 2 Y 8 FIL - 10 C.Area · · · Size of Connection Area
X 8 FEL 5 × 5 100

Layer 1 Y 20 FIL - 5
(Bottom) X 20 FEL 5 × 5 100

v =

√
a2||I||2 + ||T ||2

n
(7)

4 Experimental Results

4.1 Condition

The input data were images of human hands which
consist of 10 categories shown in Fig. 3. Each cat-
egory has 10 images for training data, and 500 im-
ages for test data. The size of images was 100×100,
and each pixel had an 8-bit gray value. The overall
view of HCM used in this experiment is shown in
Fig. 4 and the construction of each layer in HCM
is shown in table 1. The neurons in each feature
extraction layer were arranged in a ring shape. We

performed experiments with following two condi-
tions.

Experiment 1 HCM learned the category 1 ∼ 5.

Experiment 2 HCM learned the category 1 ∼ 10.

In each experiment, training data were learned
by the traditional learning (HCM) and by the asso-
ciative learning (AHCM).

4.2 Experiment 1

4.2.1 Learning result

An example of a feature map obtained using 50
samples is shown in figure 5. The horizontal axis
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(a) HCM (b) AHCM

Fig. 5: Correspondence between maps of HCM and sample data in experiment 1

Table 2: Rates of correct recognition for 5 category test data (%)
Category 1 2 3 4 5 Ave.

HCM 94.8 87.2 99.2 98.2 85.6 93.7
AHCM 99.6 93.0 99.6 100 93.2 97.1

shows the sample number. From number 0, each 10
samples belong to the same category. The vertical
axis shows the neuron number. The results of HCM
and AHCM show that one neuron cluster covers the
whole of one category.

4.2.2 Recognition result

Table 2 shows the recognition result for 2500 test
images. The average rate of correct recognition of
HCM was 93.7%, and the one of AHCM was 97.1%.
In both of cases, HCM performed high recognition
ability.

4.3 Experiment 2

4.3.1 Learning result

The maps generated by each HCM are shown in
Fig. 6. HCM could not generate one neuron cluster
for the whole of one category 1, 2, 6, 7 and 8. On
the other hand, AHCM could do it in most cases.

4.3.2 Recognition accuracy

Table 3 shows the recognition result for 5000 test
images. The average rate of correct recognition of
HCM was 72.5%. The images of category 7 tended
to be misunderstood as category 2. There are some
overlaps between the neurons which belong to cat-
egory 2 and category 7 as can be expected from
Fig. 6(a). The images which belong to category 9,
also, tended to be misunderstood as category 6. In
most images which were not recognized correctly,
the position of thumb was nearby the palm. We
think that HCM could not create an appropriate
boundary between category 6 and category 9 since
the images of category 9 are similar to the ones of
category 6.

On the other hand, the average rate of correct
recognition of AHCM was 93.3%. The associative
learning method gave good results without decreas-
ing the recognition rates.

5 Conclusions

We proposed an associative learning method in
Hyper-Column Model (HCM) and applied to recog-
nition of hand shapes. In the experiments described
in this paper, the recognition ability of HCM with
the associative learning was superior to the orig-
inal HCM. However, HCM has a problem that it
runs out of neuron when the number of category in-
creases. We are now researching for reconstruction
of the network and recognition in complex back-
grounds.
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(a) HCM

(b) AHCM

Fig. 6: Correspondence between maps of HCM and sample data in experiment

Table 3: Rates of correct recognition for 10 category test data (%)
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HCM 75.4 63.4 91.6 72.4 80.2 89.0 57.2 51.4 62.4 82.2 72.5
AHCM 98.4 91.4 98.4 98.2 89.2 90.4 98.2 97.2 80.8 91.0 93.3

Maps and Neocognitron for Image Recognition”,
Systems and Computers in Japan, Vol. 31, No.2,
pp.49–61, 2000

283



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


