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Abstract 

In this paper, we show that for every positive integer k, the class 7p,Ck of unions of 
at  most k tree pattern languages is not learnable unless P = NP in the framework of 
PAC-learnability. 

1 Preliminary 
In this section, we give a brief summary on PAC-leanability. First, we give the following basic 
definitions concerning to PAC-learnability according to Natarajan [4] and Blumer et al. [2]. 
Let C be an alphabet. A concept is a set c C C* of strings and a concept class is a nonempty 
set C of concepts. An example of c is a pair (x, d), where d = 1 if x E c and d = 0 otherwise. 
A concept class C is PAC-learnable if there is an algorithm A which satisfies the following 
conditions: 

1. A runs in polynomial time with respect to the length of the input. 

2. There is a polynomial p(*, +, 0 )  such that for any integer n 2 0, any concept c E C, any 
real number E, 6 (0 5 E, 6 5 l), and any probability distribution P over Csn, if A receives 
~ ( n ,  I/&, 116) examples which are generated randomly according to P, then A outputs a 
representation of a hypothesis h such that P(c  @ h) 5 E with probability at least 1 - 5. 

A concept class C has polynomial dimension if there is a polynomial p(*) such that ICnI 5 
2 ~ ( ~ ) ,  where Cn = ( c  n Csn I c E C} for all n 2 0. A randomized polynomial time hypothesis 
finder is a randomized polynomial time algorithm that, given disjoint finite sets P and N of 
strings such that P n N = 0,  computes the representation of a concept c E C consistent with 
P and N ,  that is, P c and N n c = 0. 

Theorem 1 (Natarajan [4] and Blumer et al. [2]) I f C  is PAC-learnable then there is a 
randomized polynomial time hypothesis finder for C. 

A tree pattern over C is a first-order term p over C, and the language defined by p is the 
set L(p) of all ground instances of p. We say p is regular if any variable occurs at most once 
in p. A set L of ground trees is called a (regular) tree pattern language if L = L(p) for some 
(regular) p. The class to be investigated in this report is the class l?..Ck of unions of at most 
k tree pattern languages [I]. We write p 5 q if p = q0 for some 0 .  



2 The class T P L ~ S  hard to learn 

The problem here is the consistency problem for the class C stated as 

CONSISTENCY (C) 
Instance: Disjoint finite sets Pos, Neg C C* 
Question: Is there a concept L E C consistent with positive examples in Pos and 
negative examples in Neg, that is, Pos C L and Neg n L = 0. 

We use a reduction from the following theorem to the consistency problem for 7? ,Ck  to 
show the hardness of PAC-learning of the class 7 ? , C k .  

Theorem 2 (Theorem 3.2 of [ 5 ] )  For all k > 2, the consistency problem for k-term DNF 
is NP-complete. 

Now, we give the main theorem in this paper. 

Theorem 3 For every k 2 2, the consistency problem for 7Wk is NP-complete. 

Proof. First we see the problem is in NP. If w 5 p then the size of p is less than or equal to 
the size of w. Thus, there is a nondeterministic algorithm that find an answer in polynomial 
time by guessing at  most k tree patterns p with L(p) n P # 0 and checking their consistency. 

We next give a polynomial time reduction from the consistency problem for kterm DNF 
to the problem. Let U = {ul,. . . , u,) be variables, P and N be a set of positive and negative 
examples, respectively, for the consistency problem for k-term DNF. We assume P # 0. We 
use trees over C = {a, f ,  g) to represent assignments in P and N ,  where a is of arity zero, f 
and g are of arity n function symbols. We denote by lo the function symbol a, and for any 
1 5 i < n, we recursively define the term li as Ii = f (a,. . . , a, liVl) that the argument only 
at n-th position is set to be li-1 and other arguments are set to be a. For any 1 < i 5 n, 
we denote by Oi the term g(a , .  . . ,a, li-1) that the argument only a t  n-th position is set to 
be liml and the others are set to a .  Note that any function symbols a t  the same position 
of Ii and Oi are the same symbol, except those at the root position. Given an assignment 
A = 61,. . . , 6, E (0, l),, we define the tree @(A) over C as 

Oi , if Gi = 0, 
@(A) = f (al, . . . , a,), where ai = 

Ii , i f G i = I .  

Then, we define positive examples and negative examples for the consistency problem for 
7?,Ck as @(P) and @(N), respectively. 

First, we assume that there is a set Q = {ql, . . . , ql) (1 < k )  of tree patterns over C 
consistent with @(P) and @(N). Without loss of generality, we can assume that @(P)nL(qj) = 
0 for any 1 < j < 1. By the following claim, we can assume that any tree pattern in Q is 
regular. 

Claim. Let D be any subset of @({0,1)"). Then, for any tree pattern q E Q, there is a 
regular tree pattern q' such that D n L(q) = D n L(ql). 

Proof for Claim. Assume that a variable x occurs more than once in q. Let a and /? be the 
postitions that x occurs. For a position a and a tree pattern p, we denote by q/a the subterm 
of p occurring at a .  Then, if q matches some w E D, that is, w < q then the subterms w/a 
and w/P must be identical because both of q/a and q/P are x. By construction of D, any two 
arguments ai and a j  of w are distinct for i f j .  Thus, if w < q then one of a or P,  say a, must 
be an properly internal position of some argument of q. Let d be w/a. By construction of D, 
the subterm u /a  is d for every u in D. Let q' be the term q' = q{x := d). Then, we know 



u E L(q) iff u E L(ql) for every u in D. In this way, we can eliminate all variables in q that 
occur more than once. (End of the proof for Claim) 

Let F = Tl + + Tl be a k-term DNF to be consistent with P and N ,  where each term 
Tj = L1 L, corresponding to qj = f (tl, . . . , t,) is defined as for any 1 < i 5 n, 

ui , if Oi $ ti and li 5 ti, 
, if Oi 5 ti and Ii $ ti, 

1 , i f O i s t i a n d l i s t i .  

By the assumption, either Oi < ti or li 5 ti for any 1 2 i 5 n. Thus, the above Li is 
well defined. Then, we consider Tj = L1 L,. Assume Tj is true under a truth assignment 
A = 6 , .  . . , 0 1 .  Since each Li is true, if iii = 1, then Li is either 1 or U+ Thus, 
li 5 ti. In this case, a, < ti because ai = l i .  If iii = 0, similar argument also shows that 
ai 5 ti. Since qj is regular, @(A) 5 qj 

Conversely, we assume that @(A) 5 q j  for a truth assignment A = 61,. . . , iin E {O, lIn. 
Let @(A) = f (al, . . . , a,). Since @(A) < qj, a, 5 ti for any 1 < i 5 n. Since ai is either Oi or 
li, we can easily see that each Li is true under A in both cases and that T' is true under A. 
Thus, @(A) < q j  iff Tj is true under A for any A E {0,1)". Hence, F is a consistent k-term 
DNF with P and N. 

Next, we assume that there is a k-term DNF F = Tl + . + Tj (1 5 k) consistent with P 
and N. Without loss of generality, we can assume that Tj does not contain both of ui and 
for any 1 < i 5 n. Then, we construct a set Q = {ql,. . . , ql) of tree patterns over C. For T', 
we put q j  = f ( t l , .  . . ,t,) as for any 1 5 i < n, 

li , if Tj contains ui, but not $, 
Oi , if Tj contains G, but not ui, 

xi , if Tj does not contain both of ~i and G, 

where XI, . . . , x, are mutually distinct variables. Clearly, Tj is true under A iff @(A) < qj for 
any A E (0, I),. Hence, Q is a set of at most k tree patterns consistent with @(P) and @(N). 
Finally, it is not difficult to see that the reduction can be computed in deterministic log space. 

Example 1 For positive examples {0010,0110,1001) and negative examples {0000,0111, 
IOIO), we construct positive examples {f(01,02,13,04), f (01,12,13,04), f (l1,02,03,14)) and 
negative examples {f(01,02,03,04), f(01,12,13,14), f(11,02, 13,  04)) over C = {a, f ,  9). Then, 
there is a set {f (I1, 02, x3, 14), f (01, x2, 13, 04)) of two tree patterns consistent with these ex- 
amples, which corresponds to the 2-term DNF u1 . a2 - u4 + + 113 - $4. 

For the class T'PL;,, of unions of at most k regular tree pattern languages. we know the 
result is also true from the proof of Theorem 3. In this case, we can prove the result even 
for #C = 2 by using a simpler reduction, while Theorem 3 needs #C 2 3. The reduction 
is constructed in a similar way as in the proof of Theorem 3 except that C = {a, f) ,  0, = 
... = 0, = a, and l1 = * . *  = 1 = f a . .  . a). Hence, we have the following corollary from 

Theorem 1. 

Theorem 4 For every k 2 2, the consistency problem for I'PLf,, is NP-complete. 

Corollary 5 For every k 2 2, both of classes I P L ~  and 7'PLfeg are not PAC-learnable unless 
P = NP. 
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