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NP-COMPLETE PROBLEMS ON 
LABEL UPDATING CALCULATION IN 

ATMS 

SHINJIFURUYA* and SATORUMIYANO** 

Abstract 
We investigate the computational complexity of the label updat- 

ing calculation in ATMS and show that the following two decision 
problems are NP-complete. 

(1) The problem of deciding whether there exists a consistent 
environment calculated from a new justification for a node. 

(2) The problem of deciding whether there exists an environment 
calculated from a new justification for a node such that it is not a 
superset of any environment in the label of the node. 

1. Introduction 

ATMS is a truth maintenance system on the basis of assumptions 12, 31. It 
consists of nodes, assumptions, justifications and nogoods. In ATMS, incom- 
plete knowledge is treated as assumption and each node has a collection of 
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sets of assumptions that support it. The task of ATMS is to maintain the 
contexts in which data hold. The database is allowed to contain inconsis- 
tent data, and ATMS provides a function which gives reasonings in multiple 
contexts for a problem solver. 

The complexity involved in ATMS seems fairly large since it executes the 
truth maintenance of a knowledge base by combining assumptions used in 
the system. Various approaches have been proposed to speed up the truth 
maintenance [l, 5, 6, 7, 91. Provan [8] showed that the problem of construct- 
ing maximal consistent sets of assumptions in ATMS is NP-complete. Also, 
it is shown that the membership problem is NP-complete [lo]. Okuno [7] 
mentioned tliat the label updating calculation seems NP-complete. In this 
paper we first show tliat deciding whether there exists a consistent environ- 
ment calculated from a new justification for a node is NP-complete. We also 
prove in a similar way that the problem of deciding whether there exists an 
environinent calculated from a new justification for a node such that it is not 
a superset of any environment in the label of the node is NP-complete. 

2. ATMS 

ATMS consists of the following components: 

Node: It corresponds to a problem-solver datum and represents knowl- 
edge. 

Assumption: It is a special kind of node which is assumed without any 
commitment as to what is assumed. 

Justification: It describes how a node is derivable from other nodes. 
Nogood: It represents a contradiction. 

N = {A,B ,C ,D ,E ,F ,G)  

As = {A,B,C,D)  
J = { E t A  F t B , C  F c D  G t E , F )  

NG = {nogood(A, B)} 

Here N, As, J and NG are the sets of nodes, assumptions, justifications and 
a nogood, respectively. 



DEFINITION 1. An environment E is a set of assumptions. An envi- 
ronment E is said to be consistent if no contradictions are derived from E 
and the current set J of justifications, that is, E ,  J yl, where the symbol 
t represents the derivation in propositional logic. Also, a node v is said to 
hold in an environment E if node v can be derived from E and J, that is, 
E, J t v. An ATMS label L, for node v is a set of environments associated 
with the node v. 

DEFINITION 2. A label L, for node v is said to be consistent if each 
environment E E L, is consistent. The label L, for node v is sound if node 
v holds in each environment E E L,. The label L, for node v is complete 
if every consistent environment E such that E, J t- v holds is a superset of 
some environment E' E L,. Moreover, the label L, for node v is minimal if 
no eliviroliment in L .  is a superset of any other. 

Hereafter we assume that a label for a node is consistent, sound, complete 
and minimal. In Example 1, the label for assumption A is {{A)} and the 
labels for nodes E, F, G {{A)), {{B, C), {D)), {{A, D ) ) ,  respectively. If 
there are no such environments in the label for a node, then the label is said 
to be empty and is denoted by { ). 

When a new justification is added to a node, the label for the node and 
ones which the justification affects must be updated. We call this update the 
label updating calculation. 

Let LH be tlie current label for node H and we assume that a new jus- 
tification r : H t F, G is added to H. The basic algorithm for this label 
updating calculation is described as follows: 

1. Calculate L;I = {EF U EGIEF E LF, EG E LG), where LF and LG are 
tlie labels for F and G, respectively. 

2. Remove environments which are not consistent with L;I. 

3. Add environments in L;I to LH.  

4. Remove environments which are supersets of others from LH. 

The labels of the nodes affected by H are updated in a similar way. 

We call an environment in L;I an environment calculated from the justi- 
fication r. 



3. Computational complexity 

In this section, we consider the computational complexity of label updat- 
ing calculation by analyzing two kinds of decision problems arising the the 
computation. The first decision problem is formulated as follows: 

GOODENV (Good Environment) 
Instance: A set N of nodes, a set As 2 N of assumptions, a set L: of 

labels for nodes in N, a set NG of nogoods, a node t E N and a justification 
r for t .  

Probleltn: Decide whether there exists a consistent environment calcu- 
lated froin the justificatioii r.  

Then we obtain the following theorem. 

THEOREM 1. GOODENV is NP-complete. 

PROOF. First, we show that GOODENV is in NP. A nondeterminis- 
tic Turing machine which accepts GOODENV moves as follows. It chooses 
an eiivironinent from the label for each node in the right side of r nonde- 
termillistically and checlts if the environment constructed by their union is 
consistent. 

Next, we give a reduction from 3-SAT (3-satisfiability problem) (see [4]) 
to GOODENV. For a Boolean formula F = C1C2 C, in three conjunc- 
tive normal form with variables xl, ..., x,. Then we define N, A,, NG, T ,  r 
using 272 nodes corresponding to the literals xl, z l , .  . . , x,, 3, and rn nodes 
corresponding to the clauses Cl , C2, .. ., C, together with a special node t as 
follows: 

NG = {nogood(al, a,), . . . , nogood(a,, a,)). 

The set C = {L, I v E N )  of the labels for the nodes are defined as 
follows: 

(1) For v E {al, a,, . . . ,a,, a,}, let L, = {{v}}. 

(2) For t ,  let Lt = { }. 
(3) For cj ( j  = 1, . .. , m), the label Lcj for cj is defined as follows: For 

a literal a, let & be the node corresponding to the literal a, i.e., Zu = a, if 
a = xu and & =  a, if u = 2,. Then LCj = {ii I a E Cj}. 



The justification r for node t is 

Then we show that F is satisfiable if and only if there exists a consistent 
environment E calculated from r . 

First, we assume that there is a consistent environment E which is cal- 
culated from 7.. Then both a; and ai are not in the environment since 
nogood(ai, a;) for i = 1, ..., n. We define a truth assignment ?I, . . . ,2, to 
the variables X I ,  . . . , x, as follows: If the environment E contains a;, then let 
2 = 1. If E contains a;, then let 2; = 0. Otherwise ki is arbitrary. Then it 
can be easily seen that each clause of F is satisfied by this truth assignment 
n n 

21,. . . , X,. 
Conversely, if F is satisfiable, then let kl, . . . , 2n be a truth assignment 

to the variables z l ,  . . . , x, which satisfies all clauses in F. We can construct 
a consistent environment E from r as follows. For a literal a, we denote 
by & the value under the truth assignment . . ,in. For each clause Cj, 
Cj contains a literal ol with Li = 1. Then we choose ii from LcJ. In this 
way, we can obtain a consistent environment calculated from r by choosing 
these environments. It is not hard to see that this reduction is computable 
in polynomial time or log space. Hence GOODENV is NP-complete. 

By Tlieorem 1, the problem of searching consis tent environments calcu- 
lated from a new justificatioil added to a node is intractable in general. 

We also consider the following decision problem: 

NOSUPER 
Instance: A set N of nodes, a set A, C N of assumptions, a set L of 

labels for nodes in N,  a node t E N and a justification r for t .  
Probleim: Decide whether there exists an environment calculated from 

r which is not a superset of any environment in the label for t. 

THEOREM 2. NOS UPER is NP-complete. 

PROOF. NOSUPER is accepted in polynomial time by a nondetermin- 
istic Turing machine as follows: It chooses an environment from the label 
of each node in the right side of the justification r nondeterministically and 
checks whether the environment E formed from these environments is not a 
superset of a.ny environment in the label for node t .  This is computable in 
polynomial time. Hence NOSUPER is in NP. 



Now we give a reduction from 3-SAT to NOSUPER. For a given Boolean 
formula F = C1C2 . . . Cm in three conjunctive normal form, we construct 
N, As, L, t and a justification r as follows. Let XI, . . . , xn be the variables in 
F. Then we set 

The labels for nodes are defined as follows: 
(1) For v E {al, a l , .  . . , an ,  a,}, let L, = {{v)}. 
( 2 )  For d; ( i  = 1,. . . , n),  let Ldi = {{a;}, {ai)}. 
(3) For each clause Cj of F, the label Lt for t contains {&  I a E Cj}. 
The justification r for t is 

We show that F is satisfiable if and only if there exists an environment E 
calculated from 7- which is not a superset of any environment in the label Lt 
for node t .  Assume that there exists such an environment E calculated from 
r. Then either {ai) or {ai} is chosen from di and either a; or Gi is contained 
in the environment E for eacli i  = 1 , .  . . , n. Then we define a truth assign- 
ment j.l, . . . ,j., to the variables xl, . . . , xn as follows: If the environment E 
contains a;, then let 2; = 1. If E contains a;, then let 2; = 0. We can see 
that each clause of F is satisfied by tlie truth assignment 21, . . . , j.n. 

Conversely, If F is satisfiable, then let 21, . . . ,en be a truth assignment 
to the vaxiables. For eacli i = 1 , .  . . , n, if iil = 1, then we choose {a;} 
from Ldi. If 2l = 0, then we choose {ai) from Ldi We can obtain an 
environment that satisfies the condition by choosing these environments from 
Ldi for i = 1, .. ., n. It is also easy to see that this reduction is computable in 
polynomial time or log space. Hence NOSUPER is NP-complete. 

By Theorem 2, the computational complexity of the label updating cal- 
culation is hard even in tlie case without any nogoods. 

4. Conclusion 

In this paper we showed that two decision problems on label updating calcula- 
tion are NP-complete. These results show that the label updating calculation 



involves computatioilally intractable problems. It  means that it is hard to  
handle many data  in general. ATMS is applied widely in Artificial Intelli- 
gence, but it seems that  some restrictions are required t o  cope with general 
real-time use. 
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