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Abstract: Finite elasticity is introduced by R. Wright as a sufficient condition for 
classes of languages to be inferable from positive data. However i t  is shown that 
there exists a counterexample, that  is, a class of languages that  has finite 
elasticity but cannot be inferred fiom positive data. In this paper, a correct 
definition of finite elasticity is presented and shown to be sufficient for inferability 
from positive data. 

1. Preliminaries 

First we briefly review basic notions and results on inductive inference 
according to literatures [ I ,  2 ,3 ,5 ] .  The reader interested in more details should be 
referred to them. 

Let 2 be a finite set of symbols. A word is a finite string of symbols. By E* we 
denote the set of all words. A formal language (language for short) is a subset of 
Z*. A class of languages C = L1, L2, ... is said to be an indexed family of recursive 
languages if there exists a computable function f :  1' X 2" - (0 , l )  suck that fg i ,  w) 
= I if w C Li and fli, w) = 0 if w Li, where I = ( I, 2, ... ) is the set of indexes. 
Throughout in this paper, we assume classes are indexed families of recursive 
languages. A positiue presentation of a language L is an infinite sequence of all 
words in L. Duplicating occurrences of words are allowed to appear in any positive 
presentation. An inductive inference machine ( I IM for short) is an  effective 
procedure that requests input from time to time and produces output from time to 
time. A sequence is said to converges to s if all but finitely many elements in the 
sequence is equal to s. 



DEFINITION C51 A class of languages C = El, L2, ... is said to be inferable fmm 
positive data  if there exists an IIM M such that the outputs produced by M 
receiving any positive presentation of Li are converges to an index j with Li = Lj, 
for any i. 

Gold 151 proved that any class of languages containing all finite languages and 
a t  least one infinite language is not inferable from positive data. From his result 
we can easily show that even the class of regular Languages can not be inferred 
from positive data. In E51 only trivial classes are shown to be inferable from 
positive data. However Angluin gave a characterizing theorem for classes to be 
inferable from positive data and presented nontrivial classes [I, 21. The class of 
pattern languages is one of the most important classes she presented. Shinohara 
showed the class of unions of two pattern languages is inferable from positive data 
[ 6 ] .  Wright extended this to unions of three or more languages [S]. 

DEFINITION [I, 21 Let C = L1, L2, ... be a class of languages. A finite subset Ti 
Li is said to be a finite tekl-tale if any language Lj T; Li fails to contain Ti. 

THEOREM 11 [I7 23 A class of Languages C = Ll, L2, ... is inferable from positive 
data if and only if there exists an effective procedure that enumerates all words in 
a finite tell-tale ofLi for any given k .  

Wright [8j showed a property as a sufficient condition for languages to be 
inferable from positive data. The following is the defini-eion of the property. 

DEFINITION [8] A class C of languages has infinite elasticity if there exist two 
infinite sequences 

wg, w l ,  w ~ ,  ... of words and L1, L2, L3, ... of languages in C' 
such that wf; C L, if and only if h < n. A class has finite elasticity if i t  does not have 
infinite elasticity. 

In the definition above, wi f wj and Li * Lj whenever i * j. Because wh B Lk 
but wh f Lh+i for any i 2 I. Note that any language Li cannot contain infinitely 
many words w;, wi+ 1, ... . 

2, A Counterexample 

Wright showed a theorem that guarantees classes having finite elasticity to be 
inferable from positive data, However we can show a counterexample, that is, a 
class of languages whieh has finite elasticity but is not inferable from positive 
data. 

Consider a class of languages C' = ( L  j L = E* or L = C* - (w), w C C* ), Since 
the complement of any language in C is empty or singleton, i t  is clear that C does 
not have infinite elasticity. For any finite set S of words there exists a language L 
f C such that S & L but L # E*, Any language other than C* is properly contained 



in C*. Therefore any finite set S of words cannot be a finite tell-tale of C*, Thus we 
can show that C has finite elasticity but C is not inferable from positive data from 
Theorem 1. 

3. Correct Definition of Finite Elasticity 

DEFINITION A class C of languages has infinite elasticity if there exist two 
infinite sequences 

wi), ~ 1 ,  w2, ... of words and L1, Lz, L3, ... of languages in @ 
such that ( wg, wl, ... , w,-1 ) C L, but w,, $? L, for any n 2 1.  A class has finite 
elasticity if i t  does not have infinite elasticity. 

If the property of finite elasticity is defined as the above, the class C presented 
in the previous section has infinite elasticity. Let wg, wl ,  w2, ... be any infinite 
sequence of mutually distinct words and let Lh = C' - (wk) for h = I, 2, 3, ... . 
Then, ( w ~ ,  wl, ... , wlz- 1) C L h  but wh B Lk. Therefore the elasticity of C is infinite, 

THEOREM 2 If a class of languages has finite elasticity then it; is inferable 
from positive data. 
Proof. Let C = L1, L g ,  ... be a class of languages having finite elasticity, Consider 
the following procedure A. 

procedure A; 
input: an index I; 
output: an enumeration of a finite tell-tale of Li; 
method: 

begin 
let LUO, ~ 1 ,  m2, ... be a recursive enumeration of all words in Li; 
output wg; 
T:= (wg]; 
n : =  I; 
do 

find (j, k) such that T C Lj and wh Lj; 
if found then 
begin 

output 
T:= TU(wk); 
n:= n -k 1 

end 
forever 

end; 

First we show procedure A produces only finitely many outputs. Let (j,, k,) be 
the value of (j, k) when the n-th output is produced. Then ( wg, wk,, ... , who - ) 



Lj, but wkn fi7 Ljj2. If A produces infinitely many outputs, then two infinite 
sequences 

WO, W h l ,  wh2, andLjl,Lj2, 4j3t ..- 
show infinite elasticity of C. Therefore, by a contradiction, A produces only 
finitely many outputs. 

Let t be the number of outputs produced by A for an index i. Then T = ( w0, 
whl, ... , wh,-l is a finite tell-tale of Li. Because, if not. so, then T Lj Li for 
some j and u)h f Li - Lj for some h, therefore a pair (j, k) should be found and 
another output should be produced. This contradicts to our assumption that wh,-, 
is the last output. 

By Theorem 1, @ is il~ferable from positive data. 17 

4. Discussion 

We have presented a counterexample for Wright's result [a], and modified the 
definition of finite elasticity to be sufficient for inferability from positive data. 
Wright also showed that finite elasticity is closed under unions. Using the notion 
of finite elasticity, Shinohara showed the class of languages defined by length- 
bounded elementary formal systems [4j with a t  most n axioms is inferable from 
positive data [7]. Fortunately such results are still valid when our new definition 
is adopted. 
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