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Abstract 

In this paper we give a formal definition of exasnples(or trainixg instances) that 
are widely used in the field of concept learning, Based on this definition, we discuss 
the operatom introduced by Rluggieton[2] in Duce system, especially the suldficiency of 
operators identification and inter-construction in the sense that for any given ground 
definite program P we can give out a set of examples(named cl~aracteristic sample) 
from which we can learn P using these two operators. For this purpose, we de- 
fine the concept of unique definition for ideiitification and inter-construction which 
corresponds to the isclated reference defined b y  hIuggleton[.i] for absorption and 
intra-construction. 1Ye also discuss the independence of Duce operatom. 

1 Introduction 

Muggleton[2] has proposed a machine learning systeln Duce based on  a propositional logic. 
Duce can enrich the learner's vocabulary by suggesting new descriptive ternls(new interme- 
&ate concepts) l o  the user. For a practical use of such an inference system it is important 
t o  evaluate the inference rrl-ethod used in the system[6]. 7tTe consider the sufficiency of 
Duce operators as an evaluation critelion. Some operators uesd in  Duce have been proved 
sufficient for a class of logic progral1-s in the other frarne~rork[4]. In this paper, we prove 
that operators iclentification and inter-constructioii are suficient for learning grollnd def- 
inite programs horn examples we are defining. iVe start  with recaiiing the operators in 
&lIuggieton[2] by examples. Ail the atoms in the exa:r:ples below are ground. 



The operator identification(Ident, for short) transforms PJ to  P = (P" ( C ) )  t~ {C2), 
and Ident-%is called the inverse of Ident that transforms P to Pi = ( j B - ( C 2 ] ) ~ ( C ) .  
There is a qilestion whether there are other rilles with head p in the rule base. If 
there are not, the new rule C2 is vdici. Otherwise it will be verified by the oracle. 
This is the same as that pointed orit in [2] about absorption, 

2. Int er-construction 

P' : BB : B1 rc t b,c,d,e 
B2 g+--a.b,d:$ 

4 
P :  C C :  C1 a+--c,e,p? 

Cz y f - a , f : p ?  
A : p? +- b,c i  

Note here that p? i ~ d i c a t e s  that p is a new predicate symbol, i.e,, a new intermechate 
concept; produced by the operator. The operator inter-construction(Inier, for short) 
transforms Y' to P = (P' - BB) U C C  U { A )  and Inter-', the inverse of Inter, 
transform P to Pi=(? - (CC t! (A])) U BB. 

The operator intra-construction(i~a:tra> for short) transforms P-to P = ( P L  BBB) U 
CCL!(A) and Intra-' , the inverse of Inlra, transforms P to P' = ( P -  JCCU{A)))U 
BB. 

4. Absorption 

P ' :  C z+-a,b,c,d,e 
C1 p c a , b , c  

V 
P :  C": p+-a ,b , c  

C2 x t- dl e , p  

The operator absorption(Abs, for short) transforms Pi to P = (P' - (6))  L! (C2)  and 
Abs-l, tile inverse of Abs, transforl-ils P to P' = ( P  - {C2J) u {CQ. 



Note that when we apply truncation, we must check whether the resultant rule C 
conflicts with any other rule in the rule base, 

Tlie operator dichotomisation transforms P' to P. 

2 SuEciency of Identificatin and Inter-construction 

In this section, ti-e define the concept of training instance set as the set of examples given by 
user to learn the desired concept. Tj7e proire that we can learn any ground defir,ite program 
P from a  articular training instance set, ~vilich is called cliaracteristic sample of I?, using 
identification and inter-coi~struction. Here we use the terminology in [I]. 

Definition 1 A ground aioni is an atom not containing variables. 

Defillitiorn 2 A de,iiniiie clause is a clause of the form 

which contains precisely one atom (11) in iis consequent, 11 is called the h e a d  and h i ,  b-, , . , b,  
is called the bod3 of the clause. A groeind d e - f i ~ t t e  clause is a definite clause that ail atoms 
in it are gro~and. 

Definition 3 A definite program is a finite set of definite clauses. A g r o u n d  definite pro- 
gram is a finite set of ground definite clauses. 

Definition 4 We say that def i~i te  clause 

defines the predicate symbol p in P, where a is a conjunction of atoms. Note here that CY 

may be empty. 



De-finiticpn 5 Let E be a ground definite program. 
An i n%erse  der iva t ion  o f E  based o n  zdentificatzn 2nd  z7~ler-construcfbon is a nixed sequence 
of transformations by these two operatars 

from E into other definite program P,: and the P,, is called an ingerse  derivat ive  o j  E. 

Definition 6 Let E be a ground definite program, We say that a definite program P is 
IearnabEe from, E b y  ide7ttiJicaiion and  in ter -co7zs t~uc t io7~  if it is an inverse derivative of E. 

Of course, from a ground definite program ralariy diiferent inverse derivatives may be 
produced by different search strategies or different orders of operator applications. Here 
we do not consider them but put stress on the existence of the desired inverse derivative. 

Definitiol~ 7 Let P be a definite program and a predicate symbol p be defined by -D +- Q 

in P. w e  say that p is an zntermedzate (predicate) symbol  in i) if p occurs in the body of 
some other clauses in P. 

In order to s i ~ o ~ v  the suficiency of iderltification and inter-construction tve need to change 
the definition of the example set because system based on just these two operators can not 
learn any clause with nonernpity body from the unit clauses. Vi7e now give a new definition 
of examples, which should be more natural and usable than the original one in [33. 

Definition 8 Let E be a ground definite program. IA7e say that E is a trainzng ins tance  
se t  if E contains no Intermediate symbols. 

Exanple 1 Consider the following ground definite programs: 

E contains no i~.iterme&ate symbols in i t .  Eence by the definition, E is a training instance 
set. On the other hand, E' contains an intermecbate symbol q in it ,  Hence it is not a 
training instance set. 

Defil~itioll 9 For a ground definite program E, we define 

D U L ~ C ~ ( ~ ~ , , ~ , ~ ~ ~ ~ ~ ~ ~ ( E ) = ( P  / P is an inverse derivative of E), 

and call it an hypothesis space of E. 

The is an algorithm that produces all the inrrerse derivatives of the 
inpul E, and it contains all the definite programs learnalde from E. We are now in a 
position to define those ground definite programs from ~vtihictr the desired definite program 
is learilalle. Clearly, for any definite program, such ground definite programs are not 
uniqi~e. 



Definition 1 0  Given a definite program P, rve say that E is a characteristic sanzple of P 
for algorithm D ~ c e ; ~ ~ ~ , ~ , ~ , ~ , , )  if E is a training instance set  and P E D u c ~ : ~ ~ ~ ~ ~ , ~ ~ ~ ~ ~ ) ~ E ) .  

65. tllie above definitions, now the siifiicie11~:,7 of ide~~tificatin and inter-construction be- 
eolnles a question whether \tre call give o u t  a cllaracteristic san-ipie E for anjr defi~ilte program 
P. The answer will be proved yes. 

Defil~izion I1 i f p  +- a ia  only the clause in definite program P that defines the -predicate 
syirrbol p then we say that P contains a ur,igiie deJfinii"ion of p. 

As in Example 1, Ekontainlj a unique definition of the predicate symbol q, but does not 

Eemark 1 txJe use vocahjP) to indicate -the set of all predicate syn~bols in P. 

Remark 2 Ler, Cl "o a clause which contains p in its body and C2 be a clause which 
defines p. i f  Ident-I is applied to P {C1; C2)  to produce P k  ((P - (C2)j U(Ci * C2) .  
then t i l e  operator IJenz-I reduces the nnun~ber of clauses which define preclicate syn-ibol 
p E r/ocab(F") by one, Kote here that the nurnber of clauses in P 9 s  equal to that in P. 

Remark 3 Let A=p+ o: be the clause that urniqrrely ciefines p in P and CC be the set of 
all clauses in P which contain p in their bodies, i f  inter-' is applied to P 2 ({A) IJ C'C') 
to  produce Pi = ( P  - ({A) C C ) )  U BB, then P' ~ ~ i i l  never contain the predicate symbol 
p. Eote also that the number of clauses in Pi is one less than that in Ff. 

N o i ~  we call use the fofciliorving algorithm c h ~ ~ ( ~ ~ , , ~ , m ~ ~ , )  to generate a characteristic sam- 
ple of a given ground definite program P. 

ililgoritjalll C~~ar(n~,,,t,~~~t~,!(P) 
begin Char(~dent ,~nter)o 

let i=O,Po=P 
until P, is a training instance set do 

if 3A E P, such that ,4 is a unique definition of p in P, 
then 

E+l is the result of applying Inte;-I to remove 
p in B, 

else 
P,,l is the result of applying Ident-I to remove 
the definition A from P, 

let i = i i  l 
done 
13 is P, 
return(E) 

end Cha?~(~cieTat,~nter)(Pj 

We will prove :.hat the output E is a characteristic sample of input P. 

Example 2 Consider the foilori7ing input definite program P: 



The algoriti~m C~G~(~~,,~,~,~,,)(PS ~ ~ o r k s  as f~ l io~vs :  

At the first step, PO(i.e. ,P) is not a training instance set. Mence we choose a c c, d,  e, f as 
A which is a unique definition of a. Then the algorithm uses Inter-' to remore predicate 
symbol a in Po and produces 

Pi is 11ot a training instance set and clause c +- r, s ,  t is not a unique definition of predicate 
symbo! c. Hence we choose c +- r ,  s, t as C2 and p e ,  d,  e, b as C1 which contains c in its 
body. Then tlae aigorithln uses ident-I to remoire c + r, s ,  t from PI and produces 

P2 is not a training instance set and now c + S ,  h, is a unique definition of predicate symbol 
c. Eence rve choose c c s, h 2s A which is a unique definition of a. Then the algorithm 
uses Inter-' to remove p r d c a t e  symbo? c in f2 to get 

it-1licl-i is a training instance set.  tile^; the algorithm C'harjid,,t,~,t,,)(P) terminates and 
returns -p3 a3 t h e  output E. 

Essentially, the characteristic sample illat the dgorithm Cliil~(~~~~~,:~~~~.) loodts for is a 
set of examples which contains only tile c!auses that are described by the low level fea- 
tures(bodies) and tile high level concepts(headsj, but not by any internaediate c~ncept( i .e .~  
those predicate syr1111ois appears in the body of some clauses and are defined by some other 
clauses in the same plogram)[5], Nou r\e can use this dgorithm to prove that there is a 
characteristic salalple for any ground definite program, and to generate it. 

In the follorving, rre apply the operators identification and inter-construction inversely 
to derive aird create ail the clauses of the definite program from E. Of course, the search 
method :or tile i n ~ e r s c  ciciii-aiion plocess is non-deterministic, to which ive do riot refer 
any more in this paper. 



Theore111 1 For any ground definite program P? the algorithm C ~ G T ( ~ ~ ~ ~ ~ , I ~ ~ ~ , ~ ( P >  termi- 
nates, and E = C ~ ~ ~ T ~ ~ ~ , , ~ , ~ , ~ , , ~ ( P )  is a cilaracteristic sample of P. 

Proof First we prove that the algorititrll mle,i(P) terminates in  a finite time. 
Suppose p is an intermediate predicate symbol in P. ?'lien the definition of p in P contains 
at feast one clause. Bence there are two cases to be considered: 

1. If the definition A is a unique definition of p: then at the stage of then statenlent, 
we can erase the occurrence of p. 

2, If there are several definitions, then they will be removed one by one by tire else 
slatensent, and the last one will be renaoved by ihe above 1. 

The processes 1 and 2 above may continue until P, becomes a training instance set, Then 
the algorillim Ciza~*(rdent,~nlcrj(Pj ter111Pilales. Bficause P is a ii~iite set of grozirld definite 
clauses, the algorithm wi!! terminate in a finite time. 

Secondly .;ire prove tiizt E = C h i ~ r ( ~ ~ , , , ~  Int,,j(P) IS a cl~aracieristic sample of P. Since a 
secjnence of programs 

from P to E is obtained, and I?iter-' or ide?zt- '  is applied in each step, Hence we have 
P E D.ilce~Ident,~nter~(E). By the terminatioi: con&l;tio:i, E is a training instance set. Then 
Ly Defi~lition 10, E= C i l ~ ~ ( ~ ~ , , , , , m ~ , , ~ b P )  is a. ciraracicristic sarrlpie clf P. $,E.D 

Theorem 2 Let P be a ground delirite program. E = Gha?.!rd,,t,~71tf,)(P) and F", be the 
set of inter~necliate syllibois in P. Then 

where j X jis the number of clauses in X arid 1 E i; is called the size of the characzerisiic 
sznlple E. 

P m o f  According to the Remark 2,  l~isnt- '  is applied to P 3, (C,, 6 2 )  lo produce 

but the ~iimnber of clauses in P does not decrease. Bence j P' I=/ P 1 .  
iiccoxding to  tile Remark 3, Irzter-<s applied to P 2 ((-4) U CG) to  produce 

P: = (P - ( ( A )  iJ C C ) )  iJ BB, 

and the slumber of clauses in P clecreases by one. Healce j BB j = /  CC' 1 ,  anci I Y' j = j  P j -1. 
in  the proof ol Tiieolem I ,  ri:e hasre s1io.ii.n that the unique definition of an iratermnediate 

predicate symbol i ; ~  P is removed using Inter-' ,  and others are obtained by applying 
1de-2-:  I L L  . If there are Pt 4, iintermecliate predicate symbols in P, then, until the algorithm 
terminates, I?zts~-' m ~ s t  be applied 1 1';t 1 times. Herice j 8 j = i  P j - 1 P, 1 .  Q.E.D 



Ex,ample 3 As in Esar~lple 2, the algorithm applies Inter-I twice and hence I P j=4 and 
1 Ps j=2. The returned value E has two clauses. Thus 1 E ]=I P3 j =  2, and 1 E I=] f - j 
P, j =  2. 

From Theorenn 1 and 2, we have seen that the size of example set for learning a definite 
program is bounded by the size of the desired program. So when the given example set 
is large enough, it ;nay cor-itaiil at  least one cllaracteristic sample sf the desired definite 
program. Thus it is lheoretlcaily guaranteed that by lasing tlre operators identification and 
inter-construction we can learn the desired definite program. 

3 Independence of Duce Operators 

tVe have proved that operaxors identification and inter-construction also have the suffi- 
ciency. For Duce system, Muggleton[2] gave virt six operators in dl, inm this section, we 
disctlss the ixdependence of some of them. IVe show that the operator truncation can be 
replaced by inter-constr~action or intra-construction if we introduce some minute techniques 
to the original system. 

Since we restrict our discussion in propusitiondl logic, we do not need to consider tile 
recursion. He~rce we can assl:-ine the foliorring condition in Duce systen:~. 

Conditiula: IVe suppose there is 410 r-.cursion, that is, there is no such rule whose head 
occurs in the body as a predicate symbol in the r d e  base. If there are such clauses, 
we remove them from rule base. 

Under this conclition, we can call the oraciejuser) to give the new concept an appropriate 
name in the process of executing iilter-construction to realize truncation as shown in the 
foliowing example. 

Ex~anple 4 Consider tile following example in Figure 1, where we want to  learn P : z t 
CL, C from 

P:: 3: +- a, b,  c, ~ 1 7  
x - a, c> j: ik 

by using truncation, or rising inter-consrruction instead of truncation. 

1,?-x 6. z c- j, I:, z? + P :  z t a , ~  
(condition) 

a Z? + Ci,  C 



Figure 1 

As shown in the figure, we can get P : z +-- a: c by an application of truncation. Butwe can 
also get the same result in two steps, that is, at the first step inter-construction is applieci, 
Siiice inter-conslructioli generates new concept? and at the second step the new concept 
is given the name x depending on the oraciejatser). Then, according to the conchtion, the 
recursive clauses in the rule base are removed, and P: z c- a, c is obtained. Note that,  in 
general, tlae operator inter-construction generates nets. concept, but when it is used as in 
the above and it generates no seas7 concept, it irorlcs just like truncation. 

3.2  Replacing Trbasacatiol~ by I~atra-co~~strucdirpn 

In orcies to replace truncation by intra-construction, we need to introduce to the sgrstem a 
special predlcate symbol T i ~ i t i ~  the fallorvini; condition, 

Condition: When the T appears is; tile head of a clause, we remove the ciause from the 
rule base, and when T appears in the body, we remotre T from it, 

Under this condition, w e  can call the oracie(user) to give the new concept the name T 
appropriately in the process of executing intra-construction to realize truncation as shown 
in the following example. 

ExCmlple 5 Consider the folioivi~~g example in Figure 2: where we want to Learn P : z c 
a, c from 

by using truncation, or using intra-construction instead of truncation. 

P ' :  C z c - i z , E , c , d  * P :  3 : - Q , C  
(truncation) 

C1 z c- a,  e ,  j,  k 

z? -T Cz z ? + - j , k  ====-2 P :  z + a , c  
(condition) 

Figure 2 

As shown in the figuze, w7e can get fa : z t a,  c by an application of truncation, But we can 
also get the same result in two steps, that is, at the first step intra-constructiorr is applied. 
Since inira-construction generates new concept, and at the second step the new concept 
is given the name T depending on the oracie(userj. Then, according to  the condition, 
the clausss with the special predicate symbol T in their heacls and the occurrence s f  T 
i;i the body are removed, and P: r + it, t: is obtained. Nate also that,  in general, the 
operaior intra-construction generates nerv concept, but when it is used as in the above and 
i'i generates no nersr concept, i t  ~vorks just like truncation. 



Thus the operator truncation is not necessary for Duce system, but it contributes to 
make the systei~h more efficient. As knoavn from the examples in [2], the tuncation operator 
seduces more symbols than the other operators. 

In this paper, we haye discussed the sufficiency of operators identifica"tion and inter- 
construction based on a new definition of trainirig instance set. Although we have not 
discussed the operators absorption and intra-construction based on the new definition, a 
similar result may b e  obtained for them. As a future work, we are considering the same 
questions in the frame%~orli, of first-order logic. 
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