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Abstract 

'1Zj show that the leficogrsphically first topological order problem is K L 0 6 -  
complete. The algorithm presented here uses the resalt that NLOG is closed under 
comp!cnleat ation. 
Jieytboriis: Comput alionai complexity, topoiogicai sorb-, KLOG-complete 

1, Introduction 

Tlle topological sorting problern is. given a directed acyclic graph G = (V, EE), to find 

a total ordeling of its r~erkices stlcll :hat if (v, ul) is an edge then u is ordered before ul. 

i t  has important applications for andyzing programs and arranging tlie r~ords in tire 

glossary [5], Moreover. it is used in designing many efficient seci~lentid algorithms, for 

example, the r-ilasin~~zrn fiotv problem [I?]. 

Some techniques for sdrting a ilirectucl acyclic glapl: topologically haw been de~e l -  

oped. The algulithrn J>.v Icnuth [57 runs in time O(jE1). This algorithm is essential to 

the lesicographicaliy first topological order. Taljan 1121 also devised an B( /E l )  time 

algoriihm by employing the depth-first search method. Dekel, Nasinli and Sahni 131 

sho\~ed a parallel algorithm xising the parailel matrix nlultipiication technicjlae. Ruzzo 

also c1eT;isecl a simple A2iL*-algorithm as is stated in [2j. IIence this profdem is in iVC2. 

hioaves;er, any- con~pleteness resuit does not seem to be known as to  the exact complexity 

of topological sorting algorithms. 



in this paper, we mill consider tl-ie iesicographically first topological order, abbrevi- 

ated t o  the If topological oriler. imlnerlnan [a] and Szelepcs6n3-i [ l a ]  showed that N LOG 

is closed under comyiex~~entation, By using tlnis result, 1%-e can give an iiiilOG-algorithm 

deciding this topological order. It should be noted that the ":leGcographically firsti9 prop- 

erty often makes some problems P-collqslete [I]. C;)], [GI-[ lOl .  But the topological sorting 

with this property remains in XLOG. 

Let C = (1: E )  be a directed acyclic graph, where 1171 = n and ]El = m, and ave assume 

that a linear order is given to 1'. iT7e use "3" to represent this order. The topological 

order of G is the sequence u l ,  va, . . - ,  21, of verzices such that if s < j then there is no 

path from uJ to % a .  Tile fj toliological order of G is the lesicograpilically first sequence 

154th respect to 4 such -that it is a topological order of @. ?Ye use 2i <if  u to represent 

that u is ordered before u ( u  is located to tile lelt of u) in the If topological order. $Ye 

consider the foilowing problem in the same rt7ay as Zeif j101. 

LFTOP-ORDER 

INSTANCE: A directed acyclic graph G = (I7, E )  with a linear order on 1'; and is\--o 

distinguished vertices s and f . 

QUESTION: Is s <ff t ? 

ilTe can define the lexicograpliicallj7 first topological sorting algorithm as a special 

version of the one by li;lli~th [5j. The I<nutli's algorithnll l-vorks by repeatedly- cleleti-iag 

a vertex of in-degree zero. Ir generate:, the If topological order if the sma32est vertex of 

in-degree zero is alxvag-,i deleted. TLlus, 11-e can say that LFTOP-ORDER is to determine 

the orcier generated by the Iinuth's algorithm. 

Tlie main result in this paper is the following theorem. 

Thcoreln 2.1. ZFTOP-ORDER is log space complete for LZ'LCBG. 

This theorem fi>llo?~s from the JYL 06-hardness and 12'1 86-algorithm. 



FOP U, u E I/', we de~note v +-* c (resp. u ++ v) if illere is a path (resp. of length greater 

than zero) from u to z. 

Leanma 2 .2 .  f i r  any u, 21 E V, if u < i f  v, thea;- either (1) u -++ .j or j2j there exists a 

vertex w such that 21 <EJ w ,  w i" .tl and u -4 uj. 

Proof. Sr-~ppose v 7, and u ++ v. Lct ui be the smallest vertex with respect to 

<rj such that u <if X I ,  w U* u. Then u # u and the order made by moving u/ just to  

the left of u is also a topological order. Tilerefore u 4 w since <rj  is tile If topological 

order, o 

Lemma 2.3. LFTOP-ORDER is Iog space halei for NLOG. 

Proof. We ~viil give a reduction from the monoto~le graph accessibility problem jhIGAP) 

to  LFTOP-ORDER. It is h o ~ v n  that hllGAP is SLOG-complete and tliis is described as 

follows: Given a directed acyclic graph G anel vertices s and t. then detern?ine whether 

t is reachable from s. For an instance (G, s, i) of YIGAP, me assign a linear order t o  

the wrtiees so that s is the largest vertex with respect to this order. If s it i, s mzist 

he ordered before t in any topological order. Coarersely, if s < j j  1', Lemma 2.1 implies 

s ++ t since .s is the largest vertex. It is clear r hat this reduction is computable in log 

space,E 

The class S L O G  contains the complen~ent of IIGAP (co-llG_4Pj since it is closed under 

comp:ementatio~ [4.31]. We use the A/IIIG_-IP and its con~plcaiieat to  see reacfiabilities 

letween vertices. 

For u E If, R(?L) i iex~tes the set { z  f 1-it 3* ?A). 5JTe assume that s bi t, ii #++ s 

ancl R(s) n Rjii) f 4 since in other cases the order between s and t is easily determined 

in iVLOG. J2-e consicier a sequence u l ,  ?u2, . . v, of vertices defined as folio~vs: 



%\*here r n m  returns the lxgcst  vertex with respect to 4. The vertex a, is defined to he 

the first vertex such that (71  E R(s) si R(t)ju, -++ Q) = $. 

Lemma 2.4. The procedure Eftop-Order sod~es LFTBP-ORDER. 

procedure Lftop-Grder(s,i) 
begin 

$7' := 17; 
while true do 

begin 
L ,  := max(R(sj - R(t))  f7 k : ;  
vt := max(R(t) - R(s))  n Lii;; 
if Rjs) rl Rit) 2 U f @ t h e m  

begin 
u := mas R45) n R(1) n L;; 
C: := (Li E ITju -++ L ] :  

if ti + us or u --: L~ then break 
end 

else 
break 

end; 
if 1 ~ ,  i ut then accept else reject 

end. 

Proof* After the kth iteration of the while loop, tine variable ?I is set to  vk. 8.Ve use zl,,k. 

vt,:, to denote the values ?I , ,  zit just after the Jcth iteration. After at most pi- 7 iterations. 

the while ioop breaks. 

Fact 1. For any .t. f R ~ s )  il f L ( f ) ,  if ~ 1 4  < l f  if. then uk +' 7, (I  5 k < p ) .  

The proof is by incierctian on L. 111 the case of X = 7 ,  the proof is sinlilar to  the case 

k > 2 excluding the induction step. Suppose k 2 2. rlnless ux 1' u, by Lemma 2.2 

there exists w serch that v:, < i f  xi, 01 -+* u anil i ik  4 w. This implies u k - 1  <lf ui and 

w E R(s) n R(t). Thus, hy ille irldvction hypothesis, ( i k - ~  +* w. This contradicts the 

definition of uk. 

Kote t h a u a c t  1 implies that if u, < ~ j  u then 7, ff Rjs) n R(t). The follom7ing fact 

can also be shown in a similar \my. 



Fact 2. Suppose tinat the bth iteration of while loop does not break (1 5 k 5 P). 

For any ?i E jR(s) - R(t ) )  U (Rjt) - R(s)) ,  if uk < i f  u, then lei, -tS v. 

Fact 3. Suppose that the kth iteration of while loop breaks (1 5 k 5 p $ 1). if 

us,+ 4 v t k ,  then 

JVe only g i ~ e  a proof for the case of 2 < I, 5 p. Since the ( k  - l js t  iteration does 

not break, us k = max(b E R(s) - R(t)j~t~-~ < i f  v) by Fact 2. Therefore, ma,'i{u E 

R(s) - Rft)ju, <ij t] -( v, IPI a siixdar m y ,  n-lax(v E R(f) - R(s ) ]u ,  <j j  tr) i_ v i , k .  If 

ut,k <I? up. there exists w such that z ~ A  < i f  W ,  LC! ix up anci at tP 4 a since .r i t i ; . +* up. 

Then, u k - ~  -+' ? i t ! ,  implies Lik-1 < ~ f  u,. Since u: E R(s) 47 R(f), by Fact 1, a ~ : - ~  ii tt. 

This contraciicts the clefillition of 72k since u,+ + zltk 4 u . 

Suppose that the kth iteration of while loop breaks and v, 4 vf.& at that time. 

Then, by Fact 3, .up < i f  ? l t , k  If ut,k < ~ j  s ,  there exists u such that Z Q , ~  W ,  w t* s and 

v t k  + w. Then w E R(sl - R(tf by y+ < i f  uJ. Thus, w 5 iri,,i: by Fact 3 .  f t  contra&cts 

the wsumptiol~ b ,  k ": L ~ , x .  Therefore, s < i f  vt,k. T h i ~  imphes s < i f  t  , in a similar way, 

if vt,k + vS,k,  then t <if  s.0 

This implies the follo~~ing: lemma. 

Len~lraa 2.5. LFTOP-ORDER is in ,tlkOG. 

Proof. It is not difhfficdt to see that the procedure Lftop-Order can be sime~lated in 

IVLOG since the rcachabili-ty between 1-erticea is compatect in X L 8 G  by enumerating 

all ~er t ices  and employing the IfGAP anlci co-3lGAP. D 

3. Concluding Remarks 

The foliowing topological sorting algorithms are also 1moas.n. 

Tarjan [12]: We assume an actjacency list avhicql is ordered lexicograpl~ically. Tfie 

depth-first search is executed to make a fmest. Then x-ve order the eertices in decreasing 

order as they are popped up. 



Dekel, Nassimi ancl Sahni [3j: tVe assume an acljacency rnatdx. By matrix laau1- 

tiplica-tions. we can conlpute the length of the longest path from any vertex with no 

predecessors to each vertex. Then vertices are sorted in nondecreasing order of their 

lengths. 

RUZZO (Cook [2]): compute the transitive closure of an adjacency matrix. This 

gives the number of predecessors of each vertex by s~~mnl ing  the columns. Then we sort 

vertices by these numbers. 

These algorithms generate distinct topological sorted orders and each of them is 

different from the If topological order. 

Generally the problem TOP-ORDER(=l) is defined as follotx-s: Given a directed 

acyclic graph G = (1: E )  and two ciistirzguisheil vertices s and t ,  determine whether s 

is ordered before t in the order generated by a given topological sorting algorithm A. 

ViTe can show illat the prod~lems for the alsove tllree algorithn~s are all SLOG-complete. 

The proofs are similar to that of ,\iLOG-completeness of LFTOP-ORDER. But it is not 

known whether all possible TOP-ORDER(il) problems are at hast  iVLS3G-hard. It is 

an interesting open cpestion to determine tile inherent conlplediy of topological sorting. 
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