
九州大学学術情報リポジトリ
Kyushu University Institutional Repository

Knowledge Discovery from Semistructed Texts

Sakamoto, Hiroshi
Department of Informatics, Kyushu University

Arimura, Hiroki
Department of Informatics, Kyushu University

Arikawa, Setsuo
Department of Informatics, Kyushu University

https://hdl.handle.net/2324/3044

出版情報：DOI Technical Report. 194, 2001-06. Department of Informatics, Kyushu University
バージョン：
権利関係：



Knowledge Disovery from Semistrutured TextsHiroshi Sakamoto, Hiroki Arimura, Setsuo ArikawaDepartment of Informatis, Kyushu UniversityHakozaki 6-10-1, Higashi-ku, Fukuoka-shi 812-8581, Japanfhiroshi, arim, arikawag�i.kyushu-u.a.jpAbstrat. This paper surveys our reent results on the knowledge dis-overy from the semistrutured texts. These texts ontain heterogeneousstrutures whih an be represented by labeled trees. The aim of ourstudy is to extrat useful information from the Web. First, we obtainthe theoretial results on the learning rewriting rules between labeledtrees. Seond, we apply our method to the learning HTML trees in theframework of the wrapper indution. We also examined our algorithmsfor real world HTML texts and present the results.1 IntrodutionThe present paper summarizes our study on the information extration fromsemistrutured texts. The HTML douments distributed on the network an beregarded as a very large text database. These markup texts are strutured bymany tags that have their own speial meanings beforehand. Although omputersannot understand the meaning of languages, they an perform a ompliatedrendering using the strutures. Reently the XML have been reommended bythe World Wide Web Consortium (W3C), whih are expeted to realize moreintelligent information exhange.We begin with the investigation of the data exhange model for semistru-tured texts like markup texts. The aim of this study is to onstrut a frameworkof useful rewriting for tree like strutures. A markup text is expressed by a rootedordered tree. The root is the unique node whih denotes the whole doument,the other internal nodes are labeled by tags, and the leaves are labeled by theontents of the doument or the attributes of the tags. Thus, the objet onsid-ered in this paper is the translation between input and output trees. For thispurpose, we produe some lasses of appropriate translations and analyse theirlearning omplexity.For example, an XML doument is translated to an HTML for the use ofbrowsing. This doument may be translated to another XML doument in dif-ferent format in data exhange. These translations are desribed by the languageXSLT, whih is also reommended by W3C in 1999. This language is very pow-erful beause regular expression and reursion are allowed in this language, andthus, it seems that it is hard to learn this language from given examples alone.Thus, we introdue more restrited lasses for tree translations.



We introdue two types of data exhange models in this paper. One is alledthe extration and the other is alled the reonstrution. The extration is avery simple translation T ! t suh that a small tree t is obtained by only (1)renaming labels of T or (2) deleting nodes of T . This model is suitable for thesituation that a user takes out spei� entries from a very large table as a smalltable, or renaming a spei� tag without hanging the struture of the doument.On the other hand, the reonstrution is more ompliated. It is haraterizedby term rewriting f ! g for term f and g with variables. In this model, we ando more powerful translation of trees so that exhanging any two subtrees ofan input tree and renaming labels depending on anestors or desendants ofthe urrent node. For example, it is possible to hange the order of title andauthor in digital books ard. This translation an not be de�ned by the erasinghomomorphism beause the order of any two node must be preserved.The rewriting problem under the extration is haraterized by the deisionproblem to �nd the rules whih maps the input tree to the output tree. Theomplexity of this problem is shown as well as several restrited problems. Therewriting problem under the reonstrution is learly more diÆult. Thus, weassume an additional information for this problem. We onsider the learningproblem suh that an algorithm an use the membership query and the equiv-alene query [2℄. We show that the rewriting lass introdued is learnable inpolynomial-time using the queries.Next we apply the obtained learning theory to the real world data, like theHTML texts. The information extration from the Web have been widely studiedin the last few years. In ase of the Web data, this problem is partiularlydiÆult beause we an not represent a rih logial struture by the limitedtags of the HTML. The framework of wrapper indution by Kushmerik [16℄ is anew approah to handle this diÆulty, whih is a natural extension of the PAC-learning [20℄. The result of his study is to show the e�etiveness and eÆienyof simple wrappers with string delimiters in the information extration tasks.In the wrapper indution, an HTML doument is alled a page and theontents of the page is alled the label . The goal of the learning algorithm is, giventhe sequene of examples hPn; Lni of pages and labels, to output the programW suh that Ln = W (Pn) for all n. Other extrating models, for example, arein [10, 12, 13, 17℄. The program W is alled Wrapper .In this model, we assume a speial struture in the pages as follows. Everytext ontaining in a page belongs to a lass and the name of the lass is alledthe attribute. Then, the label L of a page P is a set of ti = hta1; : : : ; taKi, wheretaj is a set of texts ontained by P . We all ti the i-th attribute. The numberK is a onstant depending on the target. The aim of wrapper algorithm is toextrat all texts from input page and lassi�es them into the orret attributes.For example, the strings beginning with mailto: must be the email attribute.We propose a new wrapper lass alled the Tee-Wrapper over the tree stru-tures and present the learning algorithm of the Tree-Wrappers. This is an ex-tension of Kushmerik's LR-Wrapper [16℄. The aim of the learning algorithm isto �nd a small tree whih is a generalization of input trees.



For eah node n of an HTML tree, we de�ne the node label onsisting ofthe node name, the position number, and the set of HTML attributes. Then, theTree-WrapperW is the sequene hEP1; : : : ; EPKi. The EPi, alled the extrationpath, is of the form hENLi1 ; : : : ; ENLi`i, where ENLi1 is alled the extrationnode label whih is a general expression of node label by using the wild ard �mathing any string.For a given tree Pt of an HTML page P and a Tree-WrapperW , the semantisfor extration is as follows. Let EPi = hENLi1 ; : : : ; ENLi`i and p be a path inPt of length `. We all that EPi mathes with p if the node label of j-th node of pmathes with ENLij by a substitution for all � of ENLij . If EPi mathes withp, then the attribute of the last node is extrated. These values are onsideredto be the members of i-th attribute in the page.We experiment the prototype of our learning algorithm for more than 1,000pages of HTML douments and present the performane of our algorithm. More-over, we ompare the eÆieny of our model and Kushmerik's Wrapper modelsfor suÆiently large data.This paper is organized as follows. In Setion 2, the omplexity of announeddeision problem is onsidered. We obtain the NP-ompleteness of this problemwith respet to the restritions either given trees are strings or output tree islabeled by a single alphabet. Moreover we show that a nontrivial subproblem isdeidable in polynomial-time.In this setion we also onsider the learning problem of linear translationsystem by query learning model. We present a learning algorithm based on thetheory of [3, 4℄ and we show that our algorithm identi�es eah target using atmost O(m) equivalene queries and at most O(kn2k) membership queries, wherem is the number of rules of the target and n is the number of nodes of oun-terexamples.In Setion 3, we summarize the results on the Tree-Wrapper. First, we de�nethe HTML trees by ordered labeled trees. Seond we give the syntati de�nitionof the Tree-Wrapper and the semantis of the extration. Third, we desribe thelearning algorithm for Tree-Wrapper. Finally, we explain the examinations ofour algorithm for some popular Internet sites.In Setion 4, we onlude this study and mention the further work.2 Tree TranslationIn this setion, we explain the two models for tree rewriting. First is alledthe extration suh that a target tree is obtained from a tree by erasing nodes.The omplexity of several deision problems are presented. Seond is alled thereonstrution whih is a kind of term rewriting systems. We introdue the lassof k-variable linear translation and show the query learnability of this lass.2.1 Tree rewriting by erasingWe adopt the following standard de�nition of the ordered trees. An ordered treeis a rooted tree in whih the hildren of eah node are ordered. That is, if a node



has k hildren, then we an designate them as the �rst hild, the seond hild,and so on up to the k-th hild.Let � denote the unique null symbol not in �. We de�ne two operations ontree T . One is renaming, denoted by a! b, to replae all labels a in T by b.Another is deleting, denoted by a! �, to remove any node n for `(n) = a in Tand make the hildren of n beome the hildren of the parent of n.Let S = fa! b j a 2 �; b 2 � [ f�gg be a set of operations. Then, we writeT !S T 0 i� T 0 is obtained by applying all operations in S to T simultaneously.De�nition 1. Let (T; P ) be a pair of trees over �. Then, the problem of erasinghomomorphism is to deode whether there exists a set S of operations suh thatT !S P . The input tree T is alled target and P pattern. This problem is denotedby EHP (T; P ). The problem of erasing isomorphism, denoted by EIP (T; P ) isto deide whether T !S P suh that if a! ; b!  2 S, then either a = b or = �, that is, any two di�erent symbols are never renamed to a same symbol.When we onsider the restrition that any two nodes of a pattern tree Pare labeled by distint symbols, this problem is the speial ase of EIP (T; P ).Moreover, this problem is equivalent to the tree inlusion problem [15℄ whih isdeidable in O(jT j � jP j) time.The problem EHP (T; P )k is a restrition of EHP (T; P ) suh that the depthof the tree T is at most k. The problem EIP (T; P )k is de�ned similarly. Firstwe obtain the omplexity of EIP (T; P ) and show that a sublass is in P. Nextwe prove the NP-hardness of more general problem EHP (T; P ). Reall thatEIP (T; P )1 is the problem that T and P are both strings. The following resulttells us that EIP (T; P ) 2 P i� EIP (T; P )1 2 P.Theorem 1 ([18℄). EIP (T; P ) is polynomial time reduible to EIP (T; P )1.By Theorem 1, we an redue the EIP (T; P ) to EIP (T; P )1. Thus, it issuÆient to onsider only the problem EIP (T; P )1. In the following parts, wewrite EIP (T; P ) instead of EIP (T; P )1. Using this result, we derive the resultthat there is a sublass of EIP (T; P ) to be in P.Let w;�; � be strings. There exists an overlap of � and � on w if thereexist ourrenes i and j of � and � on w suh that i < j < j�j + i � 1 orj < i < j�j+ j � 1. If a string is of the form A�A for some A 2 � and A does notour in �, then we all the string an interval of A. A string w 2 �� is alledk-interval free if w ontains an overlap of at most (k � 1) intervals. A stringw 2 �� is said to have a split if an i-th symbol of w does not ontained in anyinterval. The problem EIP (T; P ) is denoted EIP (T; P )k if T and P are bothk-interval free. For this problem, we obtain the following positive result.Example 1. The string ABBCA is an interval of A but ABACA is not. The stringABCADB ontains no split beause eah symbol is ontained in an interval of Aor B. On the other hand, ACADBBB has a split. The followings are example of3-interval string and 3-interval string.Theorem 2 ([18℄). EIP (T; P )3 2 P.



A A ABB C C A ACB B C A

overlap of 3-interval 3-interval freeFig. 1. Intervals in a stringHowever, we obtain the following negative results for the general problemEHP (T; P ).Theorem 3 ([18℄). The EHP (T; P ) is NP-omplete even if (1) P is labeled bya single alphabet, or (2) T is a string.2.2 Tree translation systemsIn this subsetion, we introdue the lass of ranked trees whose node label isranked and the out-degree of a node is bounded by the rank of its node label,where we do not allow any operations suh as deletion and insertion that mayhange the out-degree of a node. Let � = [n�0�n be a �nite ranked alphabetof funtion symbols , where for eah f 2 �, a nonnegative integer arity(f) � 0,alled arity , is assoiated. We assume that � ontains at least one symbol ofarity zero. Let X be a ountable set of variables disjoint with �, where weassume that eah x 2 X has arity zero.We denote by T (�;X) the set of labeled, rooted, ordered trees t suh that{ Eah node v of t is labeled with a symbol in � [X , denoted by t(v).{ If t(v) is a funtion symbol f 2 � of arity k � 0 then v has exatly khildren.{ If t(v) is a variable x 2 X then v is a leaf.We all eah element t 2 T (�;X) a pattern tree (pattern for short).A pattern tree is also alled a �rst-order term in formal logi. We often writeT by omitting � and X if they are learly understood from ontext. For patternt, we denote the set of variables appearing in t by var(t) � X and de�ne thenumber of the nodes of t by size(t). A pattern t is said to be a ground patternif it ontains no variables.De�nition 2. A tree translation rule (rule for short) is an ordered pair (p; q) 2T �T suh that var(p) � var(q). We also write (p ! q) for rule (p; q). A treetranslation system (TT) is a set H of translation rules.



A pattern t is alled linear if any variable x 2 X appears in t at most one.A pattern t is of k-variable if var(t) = fx1; : : : ; xkg. For k � 0, we use thenotation t[x1; : : : ; xk℄ to indiate that pattern t is a k-variable linear patternwith mutually distint variables x1; : : : ; xk 2 X , where the order of variable in tis arbitrary. For k-variable linear pattern t[x1; : : : ; xk℄ and a sequene of patternss1; : : : ; sk, we de�ne t[s1; : : : ; sk℄ as the term obtained from t by replaing theourrene of xi with patterns si for every 1 � i � k.De�nition 3. A translation rule C = (p; q) is of k-variable if ard(var(C)) � k,and linear if both of p and q are linear.For every k � 0, we denote by LR(k) and LTT (k) the lasses of all k-variable linear translation rules, and all k-variable linear tree translation systems,respetively. We also denote by LTT = [k�0LTT (k) all linear tree translationsystems.De�nition 4. Let H 2 LLT be a linear translation system. The translationrelation de�ned by H with the set M(H) � T �T is de�ned reursively asfollows.{ Identity: For every pattern p 2 T , (p; p) 2M(H).{ Congruene: If f 2 � is a funtion symbol of arity k � 0 and (pi; qi) 2M(H)for every i then (f(p1; : : : ; pk); f(q1; : : : ; qk)) 2M(H).{ Appliation: If (p[x1; : : : ; xl℄; q[x1; : : : ; xl℄) 2 H is a k-variable linear rule,and (pi; qi) 2 M(H) for every i then (p[p1; : : : ; pk℄; q[q1; : : : ; qk℄) 2 M(H),where note that p and q are k-variable linear terms.If C 2 M(H) then we say that rule C is derived by H . The de�nition ofthe meaning M(H) above orresponds to the omputation of top-down treetransduer [8℄ or the a speial ase of term rewriting relation [7℄ where onlytop-down rewriting are allowed.We show that there exists a polynomial time algorithm that exatly identi�esany translation system in LTT (k) using equivalene and membership queries.Our problem is identifying an unknown tree translation system H� from exam-ples of ordered pairs E 2M(H�) that are either derived or not derived by H�. Asa formal model, we employ a variant of exat learning model by Angluin [2℄ alledlearning from entailment[3, 4, 9, 14℄, whih is tailored for translation systems.Let H be a lass of translation systems to be learned, alled hypothesis spae,and LR be the set of all ordered pairs, alled the domain of learning . In ourlearning framework, the meaning or the onept represented by H 2 H is theset M(H�). If M(P ) = M(Q) then we de�ne P � Q and say that P and Q areequivalent .A learning algorithm A is an algorithm that an ollet the informationabout H� using the following type of queries. In this paper, we assume that thealphabet � is given to A in advane and the maximum arity of symbols in � isonstant.



De�nition 5. An equivalene query (EQ) is to propose any translation systemH 2 H. If H � H� then the answer to the query is \yes". Otherwise the answeris \no", and A reeives any translation C 2 LR as a ounterexample suh thateither C 2M(H�)nM(H), or C 2M(H)nM(H�). A ounterexample is positiveif C 2 M(H�) and negative if C 62 M(H�). A membership query (MQ) is topropose any translation C 2 LR. The answer to the membership query is \yes"if C 2M(H�), and \no" otherwise.The goal of A is exat identi�ation in polynomial time. A must halt andoutput a rewriting system H 2 H suh that H� � H , where at any stage inlearning, the running time and thus the number of queries must be boundedby a polynomial poly(m;n) in the size m of H� and the size n of the longestounterexample returned by equivalene queries so far.Although this setting �rst seems to be unnatural, it is known that any exatlearnability with equivalene queries implies polynomial time PAC-learnability[20℄ and polynomial time online learnability [2℄ under a mild ondition on thelass of target hypothesis whether additional membership queries are allowed ornot [2℄.Theorem 4 ([18℄). There exists an algorithm whih exatly identi�es any trans-lation system H� in LTT (k) using O(m) equivalene queries and O(kn2k) mem-bership queries.3 Wrapper IndutionIn this setion, we give the de�ne of the HTML tree, the learning algorithm forthe Tree-Wrapper, and the experimental result for the real world data.3.1 Data modelFor eah tree T , the set of all nodes of T is a subset of IN = f0; : : : ; ng of naturalnumbers, where the 0 is the root. A node is alled a leaf if it has no hild andalled an internal node otherwise. If n;m 2 IN has the same parent, then n andm are sibling and n is a left sibling of m if n � m. The sequene hn1; : : : ; nki ofnodes of T is alled the path if n1 is the root and ni is the parent of ni+1 for alli = 1; : : : ; k � 1.For a node n, the node label of n is the triple NL(n) = hN(n); V (n); HAS(n)isuh that N(n) and V (n)are strings alled the node name and node value, respe-tively, andHAS(n) = fHA1; : : : ; HAn`g is alled the set of the HTML attributesof n, where eah HAi is of the form hai; vii and ai; vi are strings alled HTMLattribute name, HTML attribute value, respetively.If N(n) 2 �+ and V (n) = ", then the n is alled the element node and thestring N(n) is alled the tag . If N(n) = ℄TEXT for the reserved string ℄TEXTand V (n) 2 �+, then n is alled the text node and the V (n) alled the textvalue. We assume that every node n 2 IN is ategorized to the element node ortext node.



An HTML doument is alled a page. A page P is orresponding to an orderedlabeled tree. For the simpliity, we assume that the P ontains no omment part,that is, any string beginning the <! and ending the > is removed.De�nition 6. For a page P , the Pt is the ordered labeled tree de�ned reursivelyas follows.1. Eah empty tag <tag> in P orresponds to a leaf n in Pt suh that NL(n) =hN(n); V (n); HAS(n)i, N(n) = tag, V (n) = ", and HAS(n) = ;.2. Eah string w in P ontaining no tag orresponds to a leaf n suh thatN(n) = ℄TEXT , V (n) = w, and HAS(n) = ;.3. Eah string of the form <tag a1 = v1; : : : ; a` = v`>w</tag> orresponds to asubtree t = n(n1; : : : ; nk) suh that N(n) = tag, V (n) = ", and HAS(n) =fha1; v1i; : : : ; ha`; v`ig, where n1; : : : ; nk are the roots of the trees t1; : : : ; tkobtained reursively from the w by the 1, 2 and 3.What the HTML Wrapper of this paper extrats is the text values of textnodes. These text nodes are alled text attributes . A sequene of text attributesis alled tuple. We assume that the ontents of a page P is a set of tuple ti =htai1 ; : : : ; taiK i, where the K is a onstant for all pages P . It means that alltext attributes in any page is ategorized into at most K types. Let us onsiderthe example of an address list. This list ontains three types of attributes, name,address, and phone number. Thus, a tuple is of the form hname; address; phonei.However, this tuple an not handle the ase that some elements ontain morethan two values suh as some one has two phone numbers. Thus, we expand thenotion of tuple to a sequene of a set of text attributes, that is t = hta1; : : : ; taKiand tai � IN for all 1 � i � K. The set of tuples of a page P is alled the labelof P .Example 2. The Fig.1 denotes the tree ontaining the text attributes name,address, and phone. The �rst tuple is t1 = hf3g; f4g; f5; 6gi and the seondtuple is t2 = hf8g; fg; f9gi. The third attribute of t1 ontains two values and theseond attribute of t2 ontains no values.Fig. 2. The tree of the text attributes, name, address, and phone.
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3.2 Tree-WrapperNext we explain the wrapper algorithm and the learning algorithm. The wrapperalgorithm extrats the attributes from the page Pt using a Tree-Wrapper W .On the other hand, the learning algorithm �nds the Tree-Wrapper W for thesequene E = : : : ; hPn; Lni; : : : of examples, where Ln is the label of the pagePn.De�nition 7. The extration node label is a triple ENL = hN;Pos;HASi,where N is a node name, Pos 2 IN [ f�g, HAS is an HTML attribute set. Theextration path is a sequene EP = hENL1; : : : ; ENL`i.The �rst task of the wrapper algorithm is to �nd a path in Pt whih matheswith the given EP and to extrat the text value of the last node of the path.The mathing semantis is de�ned as follows.Let ENL be an extration node label and n be a node of a page Pt. The ENLmathes with the n if ENL = hN;Pos;HASi suh that (1) N = N(n), (2) Posis the number of the left siblings n0 of n suh that N(n0) = N(n) or Pos = �,and (3) for eah hai; vii 2 HAS(n), either hai; vii 2 HAS or hai; �i 2 HAS.Moreover, let EP = hENL1; : : : ; ENL`i be an extration path and p =hn1; : : : ; n`i be a path of a page Pt. The EP mathes with the p if the ENLimathes with ni for all i = 1; : : : ; `.Intuitively, an EP is a general expression of all paths p suh that p is aninstane of EP under a substitution for � in EP .De�nition 8. The Tree-Wrapper is a sequene W = hEP1; : : : ; EPKi of ex-tration paths EPi = hENLi1; : : : ; ENLìii, where eah ENLij is an extrationlabel.Then, we briey explain the wrapper algorithm for given a tree wrapperW = hEP1; : : : ; EPKi and a page Pt. This algorithm outputs the label Lt =ft1; : : : ; tmg of Pt as follows.1. For eah EPi (i = 1; : : : ;K), �nd all path p = hn1; : : : ; n`i of Pt suh thatEPi mathes with p and add the pair hi; n`i into the set Att.2. Sort all elements hi; n`i 2 Att in the inreasing order of n`'s. Let LIST bethe list and j = 1.3. If the length of LIST is 0 or j > m, then halt. If not, �nd the longest pre�xlist of LIST suh that all element is in non-dereasing order of i of hi; niand for all i = 1; : : : ;K, ompute the set tai = fn j hi; ni 2 listg. If the listis empty, then let tai = ;.4. Let tj = hta1; : : : ; taKi, j = j + 1, remove the list from LIST and go to 3.3.3 The learning algorithmLet hPn; Lni be a training example suh that Lt = ft1; : : : ; tmg and ti =htai1; : : : ; taiKi. The learning algorithm alls the proedure to �nd the extra-tion path EPj for the j-th text attribute as follows.



The proedure omputes all paths p` from the node n 2 taij to the root, where1 � i � m. For eah p`, set EP ` be the sequene of node labels of p`. Next, theproedure omputes the omposition EP of all EP ` and sets EPj = EP . Thede�nition of the omposition of extration paths is given as follows. Fig. 3 is anexample for a omposite of two extration path.De�nition 9. Let HAS1 and HAS2 be sets of HTML attributes. The ommonHTML attribute set CHAS of HAS1 and HAS2 is the set of HTML attributessuh that ha; vi 2 CHAS i� ha; vi 2 HAS1 \ HAS2 and ha; �i 2 CHAS i�ha; v1i 2 HAS1, ha; v2i 2 HAS2, and v1 6= v2.De�nition 10. Let ENL1 and ENL2 be extration node labels. The ompo-sition of ENL1 � ENL2 is ENL = hN;Pos;HASi suh that (1) N = N1 ifN1 = N2 and ENL is unde�ned otherwise, (2) Pos = Pos1 if Pos1 = Pos2,and Pos = � otherwise, and (3) HAS is the ommon HTML attribute set ofHAS1 and HAS2.De�nition 11. Let EP1 = hENL1n; : : : ; ENL11i and EP2 = hENL2m; : : : ; ENL21ibe extration paths. The EP = EP1 � EP2 is the longest sequene hENL1̀ �ENL2̀; : : : ; ENL11 � ENL21i suh that all ENL1i � ENL2i are de�ned for i =1; : : : ; `, where ` � minfn;mg.Fig. 3. The omposition of extration paths.
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3.4 Experimental resultsWe equip the learning algorithm by Java language and experiment with thisprototype for HTML douments. For parsing HTML douments, we use theOpenXML 1.2 (http://www.openxml.org) whih is a validating XML parserwritten in Java. It an also parse HTML and supports the HTML parts of theDOM (http://www.w3.org/DOM).



The experimental data of HTML pages is olleted by the iteseers whihis a sienti� literature digital library (http://iteseers.nj.ne.om). The dataonsists of 1,300 HTML pages. We hose the title, the name of authors, andthe abstrat as the �rst, the seond, and the third attributes. All pages areindexed to be P1; : : : ; P1300 in the order of the �le size. The training example isE = fhPi; Lii j i = 1; : : : ; 10g, where the Li is the label made from the Pi inadvane. The result is shown in Fig. 4 whih is the Tree-Wrapper W found bythe learning algorithm.Fig. 4. The Tree-Wrapper found by the learning algorithm
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Next, we pratie the obtained Tree-Wrapper for the remained pages Pi (i =11; : : : ; 1300) to extrat all tuples from Pi. The three pages an not be extrated.The P1095 is one of the pages. We explain the reason by this page. In Fig. 4, wean �nd that the �rst extration path EP1 ontains the extration node label forthe TABLE tag. The HTML attribute set HAS of this node ontains the attribute\ellpadding" whose value is 0. However, the orresponding node in P1095 hasthe HTML attribute value \ellpadding= 1". Thus, the EP1 does not mathwith the path. Any other pages are exatly extrated, thus, this algorithm ise�etive for this site.Moreover we examine the performane of the Tree-Wrapper for several In-ternet sites and ompare the expressiveness of Tree-Wrapper and Kushmerik'sLR-Wrapper. One of the results is shown in the Fig. 5. We selet 9 popular searhengine sites and 1 news site and obtained text data by giving them keywordsonerned with omputer siene. For eah site, we made two sets of trainingdata and test data. An entry of the form n(m) of Fig. 5, for example 2(260),means that n tuples of training samples are suÆient to learn the site by thewrapper lass and the learning time is in m milli-seonds. The symbol F meansthat the algorithm ould not learn the wrapper for the site even though using



all training samples. This �gure shows that almost sites an be expressed byTree-Wrapper and the learning algorithm learn the Tree-Wrappers within a fewsamples. The learning time is about 2 or 3 times slower than the LR-Wrapperlearning algorithm. Thus, we onlude that the Tree-Wrapper lass is eÆientompared with the LR-Wrapper.Resoure & URL LR-Wrapper Tree-Wrapper1. ALTA VISTA (www.altavista.om/) F 2 (260)2. exite (www.exite.om/) F 3 (236)3. LYCOS (www.lyos.om/) F 2 (243)4. Fast Searh (www.fast.no/) 2 (101) 2 (247)5. HOT BOT (hotbot.lyos.om/) F F6. WEB CRAWLER (www.webrawler.om/) F 2 (182)7. NationalDiretory (www.NationalDiretory.om/) F 2 (180)8. ARGOS (www.argos.evansville.edu/) 2 (45) 2 (313)9. Google (www.google.om/) F 2 (225)10. Kyodo News (www.kyodo.o.jp/) 3 (55) 1 (144)Fig. 5. The omparison of the number of training samples and the learning time (ms)of LR-Wrapper and Tree-Wrapper. The symbol F means that the learning is failed.4 ConlusionWe presented the results of our study on information extration from semistru-tured texts. First we investigated the theory of rewriting system for labeled trees.The two models for rewriting trees were introdued. One is extration de�nedby erasing nodes. The other is reonstrution de�ned by a restrition of transla-tion system. For the extration model, the omplexity of the deision problem of�nding a rewriting rule between two trees was proved to be NP-omplete withrespet to several restrited onditions. On the other hand, we proved that thereexists a sub-problem in P. For the reonstrution model, we presented the poly-nomial time learning algorithm to learn the lass of k-variable linear translationsystems using membership and equivalene queries. Seond, in order to applyour algorithm to the real world data, we restrited our data model and intro-dued the Tree-Wrapper lass to express the HTML texts. In the framework ofKushmerik's wrapper indution, we onstruted the learning algorithm for theTree-Wrapper and examined the performane of our algorithm. In partiular weshowed that Tree-Wrapper an express almost data whih an not be expressedby LR-Wrapper.Referenes1. S. Abiteboul, P. Buneman, D. Suiu, Data on the Web: From relations to semistru-tured data and XML, Morgan Kaufmann, San Franiso, CA, 2000.
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