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Abstract

The classical pattern matching problem is to find all occurrences of patterns in a text. In many practical cases, since the text is very large and stored in the secondary storage, most of the time for the pattern matching is dominated by data transmission of the text. Therefore the text compression can speed-up the pattern matching. In this framework it is required to develop an efficient pattern matching algorithm for searching the compressed text directly without decoding. In 1992, Fukamachi et al. proposed a method of constructing pattern matching machine that runs on Huffman coded text, based on the Aho-Coracick algorithm. However, since the Huffman code is optimal only under the assumption of the memoryless source model, the compression ratio is not very high. On the other hand, it is known that English text can be highly compressed by the compression method based on the Markov model. In this paper, we focus our attention on the finite-state model, which subsumes the Markov model as an important special case, and show an algorithm for constructing pattern matching machine for text compressed under the assumption of this model. We also give a proof of the correctness of the algorithm.

1 Introduction

The classical pattern matching problem is to find all occurrences of patterns in a text. In many practical cases, since the text is large and stored in the secondary storage, most of the time for the pattern matching is dominated by the data transmission of the text. It is not easy to decrease the processing time only by improving pattern matching algorithm itself. The data transmission time can be reduced by using text compression. In other words, the text compression can speed-up the pattern matching. In this framework, it is required to develop an efficient pattern matching algorithm for searching directly the compressed text without decoding.

The compressed pattern matching problem has been studied by many researchers [6, 5, 1, 2, 3, 7, 9, 4, 10, 13, 11], mainly from theoretical viewpoints. Most of the
compression methods dealt with are the adaptive compression methods such as the LZ77 compression [15] and the LZW compression [14]. Since in such compression methods the encoding of text substring depends on the previous part of the text, it is needed to keep track of some information about the compression together with the pattern matching. For this reason we shall focus our attention on the non-adaptive compressions in this paper.

Now, the problems to be overcome in the compressed pattern matching are summarized as follows.

(1) It is needed to determine the first bits of codewords in a compressed text when searching for a compressed pattern. That is, a synchronization mechanism is needed to avoid misdetection of the pattern.

(2) Bitwise processing slows down the pattern matching.

(3) The number of the encodings of pattern can grow exponentially, especially in a dictionary based compression method.

In 1994 Manber [11] proposed a simple method that assigns the unused area of the ASCII code to some frequent pairs of characters. A compressed pattern is searched for within a compressed text by an arbitrary algorithm. Since all the codewords are of 8 bits, the problems (1) and (2) do not arise. To avoid the problem (3), he proposed a method of decreasing the number of the encodings of a pattern. The compression ratio is about 70%, and then the running time is reduced to nearly the same rate.

On the other hand, in 1992 Fukamachi et al. [8] presented an algorithm for constructing a pattern matching machine that runs on the Huffman coded text. It is an extension of the Aho-Corasick algorithm. The problem (1) arises since the Huffman code is a variable length code. They solved this problem by incorporating an automaton accepting the set of codewords into the pattern matching machine. This method avoids misdetection of patterns without extra works. Whereas the problem (3) does not arise, the problem (2) is crucial. In fact, we must make state transitions and checks of outputs bit-by-bit. This problem can be overcome by a simple method: Substitute one state-transition for 4 consecutive state-transitions caused by 4 bits of the Huffman coded text. The experimental results on the Brown corpus showed that the running time is reduced to 64% of the uncompressed case [12].

To highly speed-up the pattern matching, we shall consider to improve the compression ratio. The Huffman code is optimal only when the memoryless source model is assumed. It is known that English texts show a good compression ratio when compressed under an assumption of the Markov model. In this paper, we use the finite-state model in which the probability distribution is conditioned by the current state. The Markov model is an important special case of this model.

The compression based on this model can be formalized as a finite-state encoder (FSE, for short). An FSE reads each character of text, emits the corresponding codeword, and then changes its state. That is, an FSE is a kind of Mealy type generalized sequential machine. In this paper we show an algorithm for constructing pattern matching machine that runs on the text coded by FSE. We also give a correctness proof of the algorithm.
2 Finite-State Encoder

Figure 1 shows an example of an FSE with two states, where the source alphabet is \{A, B, C, D\}, and the code alphabet is \{0, 1\}. The code-trees for the two states 1 and 2 are shown in Fig. 2.

Formally, an FSE is a 6-tuple \((Q, q_0, \Sigma, \Delta, \delta, \lambda)\), where \(Q\) is a finite set of states; \(q_0\) in \(Q\) is the initial state; \(\Sigma\) is a source alphabet; \(\Delta\) is a code alphabet; \(\delta : Q \times \Sigma \rightarrow Q\) is a state-transition function; and \(\lambda : Q \times \Sigma \rightarrow \Delta^*\) is a coding function which satisfies the condition that, for all \(q\) in \(Q\) and all \(a, b\) in \(\Sigma\), if \(\lambda(q, a)\) is a prefix of \(\lambda(q, b)\), then \(a = b\). Define for each state \(q\) in \(Q\) the function \(\varphi_q : \Sigma \rightarrow \Delta^*\) by \(\varphi_q(a) = \lambda(q, a)\) (\(a \in \Sigma\)). Then, the above condition means that, for any state \(q\), \(\varphi_q\) is a one-to-one mapping and the set of codewords \(C_q = \{\varphi_q(a) | a \in \Sigma\}\) has the prefix property.
input: D B B D C A B
state: 1 → 2 → 1 → 1 → 2 → 1 → 2 → 1
output: 11 10 01 11 110 00 10

Figure 3: Move of FSE.

Figure 4: Automaton that accepts the set of encoded strings.

The broken line circles indicate the root node with the same number.

Extend $\delta$ into the function from $Q \times \Sigma^*$ to $Q$ by

$$
\begin{align*}
    \delta(q, \varepsilon) &= q, \\
    \delta(q, xa) &= \delta(q, x), a,
\end{align*}
$$

and then extend $\lambda$ into the function from $Q \times \Sigma^*$ to $\Delta^*$ by

$$
\begin{align*}
    \lambda(q, \varepsilon) &= \varepsilon, \\
    \lambda(q, xa) &= \lambda(q, a) \cdot \lambda(q, x), a,
\end{align*}
$$

where $q \in Q$, $x \in \Sigma^*$, and $a \in \Sigma$. The encoding of a text $T \in \Sigma^*$ by an FSE is then defined to be the string $\lambda(q_0, T)$.

For example, the FSE of Fig. 1 takes as input a text $DBBDCAB$, makes state-transitions of $1 \rightarrow 2 \rightarrow 1 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 2 \rightarrow 1$, and emits string $\lambda(1, DBBDCAB) = 11 10 01 11 110 00 10$. See Fig. 3.

To find keywords in a compressed text without decoding, we have to scan the text with recognizing the state changes of the FSE. Figure 4 shows the automaton accepting the set of strings encoded by the encoder of Fig. 1. The automaton is obtained from the code-trees of Fig. 2 in a simple way. Notice that every leaf of the code-trees is replaced by the root of some code-tree. The replacement should be done according to the state-transition function $\delta$ of the encoder. For example, since $\delta(2, C) = 1$ in Fig. 1, the leaf representing the symbol $C$ in the code-tree for state 2 is replaced by the root of the code-tree for state 1.
Figure 5: Keyword-trees for $AB$ and $BD$.

The thick line circles correspond to the first bit of code-words.

Suppose the keywords are $AB$ and $BD$. In state 1 we shall search for the strings $\lambda(1, AB) = 0010$ and $\lambda(1, BD) = 0111$, and in state 2 the strings $\lambda(2, AB) = 11101$ and $\lambda(2, BD) = 1011$. The keyword-trees for states 1 and 2 are shown in Fig. 5.

PMM for text coded by FSE is constructed from the automaton of this kind and the keyword-trees. The next section presents a method of constructing such PMM.

3 PMM for text coded by FSE

A PMM is composed of the goto, the failure, and the output functions, which are denoted by $g$, $f$, and $o$, respectively. Figure 6 shows PMM for the running example. The solid and the broken arrows represent the goto and the failure functions, respectively. The underlined strings adjacent to the nodes mean the outputs from them. The goto function is obtained by combining the keyword-trees of Fig. 5 with the automaton of Fig. 4. Note that the leaves of the code-trees represented by broken circles mean the root nodes of the keyword-trees with the same number.

The computation of the failure function are almost the same as Aho-Corasick’s. It is computed for all nodes in the keyword-trees. Define the depth of a node in a keyword-tree to be the length of the path from the root. We shall compute the failure function for all nodes of depth 0, then for all nodes of depth 1, and so on, until the failure function has been computed for all nodes in the keyword-trees. The difference
Figure 6: Pattern matching machine
is on the values of the failure function for the nodes of depth 0. The computation is as follows: Let $n_i$ be the root node of the keyword-tree corresponding to a state $i$ of the encoder, and set $f(n_i)$ to be the root node of the code-tree corresponding to the state $i$. The values for the nodes of depth $d > 0$ are computed from the failure function for the nodes of depth less than $d$, in exactly the same manner as Aho-Corasick’s algorithm. That is, we consider each node $r$ of depth $d − 1$ and perform the following actions.

1. If $g(r, a) = \text{fail}$ for all $a$ in $\Delta$, do nothing.

2. Otherwise, for each $a$ in $\Delta$ with $g(r, a) = s$, do the following:
   
   (a) Set $t = f(r)$.
   
   (b) Execute the statement $t ← f(t)$ zero or more times, until a value for $t$ is obtained with $g(t, a) \neq \text{fail}$.
   
   (c) Set $f(s) = g(t, a)$.

The computation of the output function is the same as Aho-Corasick’s.

4 \hspace{1em} \textbf{Correctness of Construction of PMM}

A PMM is said to be \textit{valid} for a set of patterns $\Pi$ if it reports that pattern $\pi \in \Pi$ ends at position $i$ of text $T$ if and only if $T = u\pi v$ and $|u\pi| = i$. This section gives a correctness proof of the construction algorithm of our PMM.

Let

$$S = \left\{ (p, x, u) \in Q \times \Sigma^* \times \Delta^* \mid \begin{array}{l} u \text{ is a proper prefix of} \\ \text{the codeword } \lambda(\delta(p, x), a) \\ \text{for some } a \in \Sigma. \end{array} \right\}.$$ 

Let us define an equivalence relation $\equiv$ on $S$ by

$$(p, x, u) \equiv (q, y, v) \iff \delta(p, x) = \delta(q, y) \text{ and } u = v.$$ 

For a subset $X$ of $\Sigma^+$, put

$$S_X = \left\{ (q, x, u) \in S \mid \begin{array}{l} \lambda(q, x) \cdot u \text{ is a prefix of} \\ \text{the encoded string } \lambda(q, w) \\ \text{for some } w \in X \text{ such that} \\ x \text{ is a prefix of } w. \end{array} \right\}.$$ 

Let $K$ be the set of keywords. Then there is a natural one-to-one correspondence between $S_K$ and the set of nodes in the keyword-trees. Every node in the keyword-trees is represented by an element in $S_K$. Similarly, every node in the code-trees is represented by an element in $S_\Sigma$. Of course, an element in $S_K \cap S_\Sigma$ represents both a node in the keyword-trees and a node in the code-trees.

\textbf{Definition 1} For any $(p, x, u)$ in $S_K$ with $x \neq \varepsilon$, let $\Phi(p, x, u)$ be the tuple $(q, y, v)$ in $S_K \cup S_\Sigma$ such that $y$ is the longest proper suffix of $x$ with $(p, x, u) \equiv (q, y, v)$. 
Note that $\Phi(p, x, u)$ is always defined for $x \neq \varepsilon$ because of $\langle p, x, u \rangle \equiv \langle \sigma(p, x), \varepsilon, u \rangle \in S_{\Sigma}$.

**Lemma 1** Let $s$ be a node in the keyword-trees that is represented by $\langle p, x, u \rangle$.

1. When $x = \varepsilon$, $f(s)$ is the node in the code-trees that is represented by the same tuple $\langle p, x, u \rangle$.

2. When $x \neq \varepsilon$, if $\Phi(p, x, u)$ is in $S_K$, $f(s)$ is the node in the keyword-trees that is represented by $\Phi(p, x, u)$; otherwise, $f(s)$ is the node in the code-trees that is represented by $\Phi(p, x, u)$.

**Proof.** By the induction on depth of $s$. It is easy to show (1). To prove (2), we consider the following two cases.

a) When $u \neq \varepsilon$, $u$ is written as $u = wa$ for some $w$ in $\Delta^*$, $a$ in $\Delta$. Then there exist a sequence of states $p_0, p_1, \ldots, p_m$ and a sequence of strings $x_0, x_1, \ldots, x_m$ such that

\[
m > 0; \\
p_0 = p; x_0 = x; \\
\langle p_i, x_i, w \rangle \in S_K \cup S_{\Sigma} \quad (0 \leq i \leq m); \\
\Phi(p_{i-1}, x_{i-1}, w) = \langle p_i, x_i, w \rangle \quad (1 \leq i \leq m); \\
\langle p_i, x_i, wa \rangle \notin S_K \cup S_{\Sigma} \quad (1 \leq i < m); \\
\langle p_m, x_m, wa \rangle \in S_K \cup S_{\Sigma}.
\]

By the definition of $\Phi$ we have

\[
\Phi(p, x, wa) = \langle p_m, x_m, wa \rangle.
\]

By the induction hypothesis and the computation of the failure function, we can see that the node $f(s)$ is represented by $\Phi(p, x, wa)$.

b) When $u = \varepsilon$, we can prove in a similar way that $f(s)$ is represented by $\Phi(p, x, \varepsilon)$.

**Lemma 2** Let $s$ be a node in the keyword-trees that is represented by $\langle p, x, u \rangle$. Then, the state $s$ has $\alpha \in K$ as output if and only if $u = \varepsilon$ and $\alpha$ is a suffix of $x$.

From Lemmas 1 and 2, we have the following theorem.

**Theorem 1** PMM constructed by the algorithm presented in the previous section is valid.

### 5 Concluding remarks

In this paper, we addressed the problem of compressed pattern matching in which texts are compressed by finite state encoders (FSE). We presented an algorithm for constructing pattern matching machine that runs on a text compressed by an FSE. We also gave a correctness proof of the algorithm.

One of the future directions of this study is to establish a way of finding a ‘good’ model for a given text.
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