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Abstract

   For accurate prediction of carbon and oxygen impurities in multicrystalline silicon material for solar cells, 

global simulation of coupled oxygen and carbon transport in a unidirectional solidification furnace was implemented. 
Both the gas flow and silicon melt flow were considered. Five chemical reactions were included during the 

transportation of impurities. The simulation results show good agreement with experimental data. The effect of flow 

rate on impurities was examined. An increase in flow rate can reduce both carbon and oxygen impurities in the 

crystal, though the reduction of carbon is more obvious.
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1. Introduction 

 Multicrystalline silicon has now become the main material 
in the photovoltaic market because of its low production cost 
and because of the high converSiOn efficiency of made from 
this material. The unidirectional solidification method is a 
cost-effective technique for large-scale production of 
multicrystalline silicon material. Similar to the Czochralski 
method for crystal growth, the unidirectional solidification 
method is also related to transport of impurities [1]. The main 
impurities in the crystal are oxygen and carbon. Effective 
control of oxygen and carbon concentrations in a crystal is 
required for the production of a high-quality crystal. 
Experimental exploration [2-4] has been carried out, but 
many limitations such as time, cost and complexity for 
analysis. Developments in computer technology have made it 

possible to simulate the global environments of crystal 
growth and find techniques for improving the purity of 
crystals. Many simulations of impurity transport have been 
done [5-15]; however, most of them were local simulations 

[5-11] that neglected gas transport of impurities. There have 
been a few studies using global simulations [12-151. 
However, neglected the oxygen and carbon impurities in the 

silicon melt were neglected in one of those studies [ 12], and 
the carbon impurity in both gas and silicon melt was in the

other studies [13-15]. There have been no simulations that 
took into account not only the oxygen impurity but also the 
carbon impurity in both cooling gas and silicon melt. We 
therefore developed a set of analysis system that includes all 
of processes in crystal growth. This set of analysis system 
incorporates the silicon melt flow into the global simulation 

of Bornside and Brown [12]. The original boundary 
assumption of constant SiO concentration at the melt surface 

[12] is replaced by a dynamic update of SiO concentration. 
Therefore, this set of analysis system enables prediction of 
the oxygen impurity in a crystal. Another assumption of the 
equilibrium system in the melt [12], i.e., the carbon flux from 
the gas into the melt being equal to that from the melt into 
the crystal, is also replaced by a local nonequilibirum 
consideration. The carbon flux at the gas/melt interface is 
calculated locally and thus carbon accumulation in the melt is 
included. Therefore, the present simulation might be able to 
correct the difference between the simulation data and 

experimental data [12]. 
  On the other hand, almost all of the global simulations 

about impurities [12-15] were based on the Czochralski 
method; there has been no simulation based on the 
unidirectional solidification method for solar cells. Therefore, 
a global simulation in a unidirectional solidification furnace 
that considers all of the processes in crystal growth is needed. 

  Our simulation implementation involves three steps: first, 
the temperature distribution of furnace components due to 
heat transfer and heat radiation is computed without gas flow;
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second, the flow field and temperature field of the cooling 

argon gas are computed using the temperature boundary 

conditions from the first step; and third, carbon and oxygen 

impurities in the gas and melt are computed using the flow 

field and temperature field from the second step. 

2. Simulation procedures 

2.1 Global heat transfer 

  For our studies, a unidirectional solidification furnace is 

assumed to be axisymmetric. All of the components of the 

furnace are subdivided into a set of block regions, each of 

which is covered with a structured grid. The configurations 

of the furnace and its computational grids for global heat 

transfer are shown in Fig. 1. In Fig. 1, the crucible 3 is made 

of quartz; the crucible 4, the heat shields  7-11, the heaters 

12-15 and the pedestal 5 are made of carbon; the pedestal 6 

are made of steel.

  Global modeling of heat transfer in the furnace involves 

convective heat transfer of the melt in the crucible, 

conductive heat transfer in all solid components and radiation 

heat transfer in all enclosures of the furnace. The melt flow in 

the crucible is assumed to be an incompressible laminar flow. 

The radiative heat exchange in all radiative enclosures is 

modeled on the basis of the assumption of diffuse-gray 

surface radiation. The growth system is assumed to be 

quasi-steady. The convective cooling by argon gas is 
neglected in the computation of thermal fields. For details of 

the global heat transfer, refer to Liu and Kakimoto [16]. 

2.2 Argon gas flow 

  The flow of argon gas through the furnace is considered 

to be a compressible and axisymmetric flow. Similar to the 

simulation of global heat transfer, the flow domain is 

subdivided into a set of block regions, each of which is 

covered with a structured grid. The radius of the inlet and 

width of the outlet for the simulation are 3.5 mm and 4 mm, 

respectively.

  Full Navier-Stokes equations without any assumptions 

are used. The conservative compressible Navier-Stokes 

equations for axisymmetric geometry are described in detail 

in the book [17]. A second-order total variation diminishing 

(TVD) scheme is used for convection terms and Davis-Yee 
symmetric TVD is used for the flux limiter vectors [17]. An 

entropy correction term is also introduced to satisfy the 

entropy condition. A fourth-order Runge-Kutta scheme is 

used for time marching and a central difference scheme is 

used for viscous terms. Local time step [17] and low Mach 

number acceleration technique [18] are adopted for 

efficiency. The domain-decomposition method is used to 

solve the whole flow field. 

  The temperatures at all solid surfaces are set to the values 

computed from the global heat transfer. The velocities at all 

solid surfaces are set to zero. For the conditions at inlet and 

outlet, different methods can be used according to our 

practical tests. For the first simulation, inlet flow rate is set to 
0.8 liter/min, inlet static temperature is set to 350K and inlet 

tangential velocity is set to zero. The outlet static pressure is 

set to 0.1 atm. 

2.3 Impurity concentrations 
  It has been known that oxygen impurity originates from 

the dissolution of a silica crucible [12]. The dissolved 
oxygen combines with a silicon atom to form gas-phase SiO 
at the gas/melt interface [12]. The SiO is then carried by 
argon gas flow to all of the graphite components of the 

furnace and reacts with them to form CO [12]. The resultant 
CO is transported back to the melt surface by diffuSiOn or 
convection [12]. Finally, the CO is dissolved into the melt 
and the C and 0 atoms are segregated into the crystal [12]. 

  Present global simulation includes two parts: one is the 
calculation of SiO and CO concentrations in gas; the other is 
the calculation of C and 0 atom concentrations in melt. For 
the first part, refer to the paper of Bornside and Brown [12], 
but the original boundary assumption of constant SiO 
concentration at the melt surface [ 12] is replaced by a 
dynamic update of SiO concentration; for the second part, we 

give a detailed illumination for equations and boundary 
conditions. 
  The C and 0 atom concentrations in melt are assumed to 

be dilute in the melt and modeled as 

ac° +V •(cous,)=V [cs,D,V(c°----)], (1) 
 atcs; 

-----+V (ccus;)=V •[cs,DcV(c)], (2) 
    at                                     s 

where cc is the molar concentration of carbon atoms in the 
melt, cU is the molar concentration of oxygen atoms in the 
melt and c,., the molar concentration of silicon atoms. The 
vector us, is the flow vector of silicon melt. D° and Dc are 
diffusivities of oxygen and carbon in the melt, respectively.

Fig. 1. Configuration of the unidirectional solidification 

furnace and its computational grids for global heat transfer.



Their values are taken to be  5.0x 104 m2 Is [20]. 
   From For boundary conditions of carbon on the crucible 

wall, zero flux is defined; for boundary conditions of oxygen 
on the crucible wall, a dissolution reaction is considered, that 
is 

Si02(s) H Si(m)+20(m).(3) 

  In this paper, the index symbol (s) denotes solid, (m) 
denotes melt, (g) denotes gas, (1) denotes liquid and 

(c) denotes crystal. For the present furnace, the equilibrium 
concentration of oxygen atoms co on the wall of the quartz 
crucible is expressed as [1] 

                   co =  b  x 0.5 x 1023 [atom l cm3 ], 
1—b 

     -7150(4) 
    b= 1.32  x exp -------— 6.99 . 

      \ T / 

  For boundary conditions of carbon and oxygen in the 

gas/melt interface, two chemical reactions are considered: 

0(m)+Si(l) H SiO(g),(5) 

CO(g) H C(m) + 0(m).(6) 

  The equilibrium relationship between the concentration 
of SiO(g) and the concentration of 0(m) is given in the paper 

[12]: 

   c_101325 coe_210001T+n.87  So—(7) 
         RT cs 

  The equilibrium relationship between the concentration 
of CO(g) and the concentration of 0(m) and C(m) is given as 

[12] 

     c_101325 co cce_52ioiz+145  co—(8) 
        RT 

  Eqs. (7) and (8) can be regarded as boundary conditions 
for the gas/melt interface. Other than those, two extra 
boundary conditions are required for solving the four 
unknowns cSiO , cco , co and cc at that interface. We 
introduce the conservation of moles for carbon and oxygen. 
That means the flux of oxygen and carbon at that interface 
should satisfy the following: 

For carbon: 

CArDcoV CC0 = CSiDCO CC(9) 
CAr /\ CSi 

For oxygen: 

/ l!( ^ 

     cArDs,oVCs;o+CArDcoVcco = cs,DoV co (10) 
\ C4r )\ CAr / \ LSi / 

  Eqs. (7), (8), (9) and (10) are a set of nonlinear 
second-order equations. The concentrations of cs,o , cco , co 
and cc at the interface can be expressed by the values of

inner field points if Eqs. (9) and (10) are discretized and 
substituted into Eqs. (7) and (8). However, although those 
concentrations can be solved directly, extremely fine grids at 
the melt side of interface are still required for numerical 
stability. As has already been known, there is a dramatic 
difference between the diffusivity in gas (10-3 m2 I s) and that 
in melt (10-8m2 Is ). The flux of 0(m) and C(m) is negligible 
without fine grids. In the present simulation, the minimum 

grid in the axis direction is about 5 ,um and that in the 
radius direction is about 0.7 mm . Fine grids require a small 
marching time step to keep numerical stability. We set 
At = 0.001s for impurity calculation in both the melt and 

gas field. 

3 Distribution of impurities 

3.1 Distribution of SiO(g) in gas and 0(m) in melt 
  The concentrations of SiO(g) and 0(m) are shown in Figs. 

2 and 3. The basic order of SiO(g) concentration in the gas is 

10' mol I cm3 and the maximum concentration is about 
10-8 mol l cm3 , which are almost same as the simulation 

results of Smirnov and Kalaev [ 14] in a Czochralski furnace. 

The basic order of oxygen atom concentration in the melt is 

1017 atom lcm' , which is consistent with the experimental 

result of Matsuo [1].

  The concentration of SiO is large in the top half of the 

furnace and small in the bottom half of the furnace. SiO(g) 

evaporates from the melt surface and is carried by the gas 

from the top of the furnace to the bottom of the furnace. 

During the transportation, SiO(g) reacts with hot carbon 

walls and reduces gradually. Therefore, the distribution of the 

SiO(g) is valid if the chemical reaction is considered. 

, The concentration of 0(m) is small at the center of the 
crucible and large at the wall of the crucible. At the gas/melt 

interface, the concentration of 0(m) is minimum. 0(m) 

origins from the wall of the crucible and is transported to the 

center of the crucible by convection or diffusivity. At the 

gas/melt interface, 0(m) combines with Si(m) to form SiO 

gas. Thus, the distribution of the 0(m) is also consistent with

Fig. 2. SiO concentration in argon gas.



Fig. 3. Oxygen atom concentration in the melt.

3.2 Distributions of CO(g) in gas and C(m) in melt 

  CO(g) in gas and C(m) in melt are shown Figs. 4 and 5. 

The maximum CO concentration in gas is 

about  10-9 mol /cm3 , which is one order less than the 

maximum SiO concentration. The minimum CO 

concentration is about 10-10 mol / cm3 , which lies on the 

melt surface. Similar to SiO(g), the concentration of CO is 

large in the top half of the furnace except inside the crucible 

and small in the bottom half of the furnace. It is 

understandable that CO(g) is a resultant of reaction, which is 

proportional to SiO(g) concentration. 
  The basic order of C(m) concentrationis 

about 10+18 atom / cm3 , which is the same as the experimental 

result reported by Ganesh et al. [22]. The concentration of 

C(m) in the melt is large at the top of the melt and small at 

the bottom of the melt. This distribution is consistent with the 

process in which CO(g) is first absorbed and dissolved in the 
melt and then carbon is transported to the bottom by 

convection or diffuSiOn.

4 Comparison with experiments 

  Results of the simulation were compared with 

experimental results. Figure 5 shows that the carbon 

concentration at the bottom of the crucible 

is 4.19 x 1018 atom lcm3 .After considering the segregation 

relation, the carbon concentration in the crystal can be 

expressed as 

cc(c) = 0.07 x 4.19 x1018 = 3.0 x l 0'7 atom /cm3. (11) 

  Experimental results for carbon concentration [22] at 

normal freezing are in the range of 2.2 x10" atom / cm3 

to 4.2 x 10" atom / cm3 .The simulated carbon concentration 

falls into this range of experimental data. 

  Figure 3 shows that the oxygen concentration at the 

bottom of the crucible is 5.5 x10" atom / cm3. In a similar 

way, the oxygen concentration in the crystal is given by 

c0(c)=0.85x5.5x10" =4.6x1017 atom / cm' . (12) 

  Experiment results for oxygen concentration [23] at 

normal freezing are in the range of 4 x10" atom / cm3 to 

5 x10" atom / cm3 .The simulated oxygen concentration also 

falls into this range of experimental data. 

5 Effects of flow parameters 

5.1 Flow rate effect 
  The effect of flow rate through the furnace on oxygen and 

carbon concentrations in the crystal was tested. The inlet 

static temperature was fixed at 350 K and the outlet static 

pressure was fixed at 0.1 atm . The simulations was 

performed with flow rates of 0.8 , 1.6 , 2.4 , 3.2 and 
4.0 liter /min . The variations of carbon and oxygen 

concentrations with flow rates at a specific point are shown 

in Figs. 6 and 7. As the flow rate is increased by 5 fold from 

0.8 liter / min to 4.0 liter / min , the carbon concentration 

in the crystal decreases by 6 fold from

Fig. 4. CO concentration in gas.

Fig. 5. Carbon atom concentration in the melt.

the reality.



 3.28  x 101 ~ atom! cm' to 0.54 x 10' atom! cm' and the 

oxygen concentration decreases by 13%. Thus, an increase in 

flow rate can obviously reduce the carbon impurity in the 

crystal.

Fig. 6. Carbon atom concentration in the crystal at a pressure 

of 0.1 atm.

Fig. 7. Oxygen atom concentration in the crystal at a pressure 

of 0.1 atm.

Fig. 8. Stream function of gas flow above the melt at a flow 

rate of 0.8 liter/min and pressure of 0.1 atm.

Stream functions above the melt at flow rates

of 0.8 liter /min and 4.0 liter l min are given in Fig. 8 and 

Fig. 9. When the flow rate is increased by 5 fold, the 

outgoing velocity of a specific point at the gap between 

crucible 3 and heater 12 increases by 2 fold from 0.0089 to 

0.0180 m / s . That gap is an entrance of the carbon from the 

outside of the crucible. Therefore, it becomes more difficult 

for CO(g) to diffuse toward the inside of the crucible. Figures 

10 and 11 show a comparison of the CO(g) concentration 

distributions near that gap when the flow rate is increased. It 

is obvious that large flow rate causes a small CO(g) 

concentration distribution. This effect is reflected in the large 

reduction of carbon concentration in the crystal as the flow 

rate is increased.

Fig. 9. Stream function of gas flow at a flow rate 4.0 liter/min 

and pressure of 0.1 atm.

  Similarly, as the velocity at that gap increases, it becomes 
easier for SiO(g) to be transported toward the outside of the 

crucible. Thus, an increase of flow rate also reduces oxygen 

concentration in the crystal. However, the quantity of SiO 

transported by top convection flow is limited by the quantity 

transported by recirculation. Therefore, an increase in flow 

rate under the condition of pressure of 0.1 atm can reduce 

the oxygen concentration but not obviously. 

6 ConcluSiOns 

  Global simulation of oxygen and carbon impurities in a 

unidirectional solidification furnace for solar cells was 

implemented. Both gas transport and melt transport were 

included. Five chemical reactions were considered. The 

impurity distributions in the gas and melt were given. The 

pilesent simulation results showed good agreement with 
experimental data. Effects of flow rate on impurities was also 

examined. An increase in flow rate can obviously reduce 

carbon impurity in the crystal; Flow rate can also affect the 

oxygen impurity but not obviously.



Fig. 11. Distribution of CO(g) concentration above the melt 

at a flow rate 4.0  liter/min and pressure of 0.1 atm.

Fig. 10. Distribution of CO(g) concentration above the melt 

at a flow rate 0.8 liter/min and pressure of 0.1 atm.
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