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## 1 Introduction

Let $M$ be a compact connected $n$-dimensional Riemannian manifold. Bochner's celebrated theorem asserts that if $M$ has nonpositive Ricci curvature, then the dimension of the space of Killing vector fields, i.e. that of the isometry group $\operatorname{Isom}(M)$, of $M$ is smaller than or equal to $n$. Moreover, if it is equal to $n$, then $M$ is isometric to a flat torus. The purpose of this paper is to give a perturbative result of this theorem. For a Riemannian manifold $M$, we denote by $g_{M}$ the Riemannian metric, by $\operatorname{Ric}_{M}$ the Ricci tensor, and by $\operatorname{diam}(M)$ the diameter of $M$.

First we give the following proposition.
Proposition 1.1. For constants $k, D>0$, there exists a constant $\varepsilon=\varepsilon(n, k, D)>0$ such that if a compact connected n-dimensional Riemannian manifold $M$ satisfies

$$
\begin{gathered}
-k g_{M} \leq \operatorname{Ric}_{M} \leq \varepsilon g_{M}, \\
\operatorname{diam}(M) \leq D
\end{gathered}
$$

then we have

$$
\operatorname{dim} \operatorname{Isom}(M) \leq n
$$

The proof of this proposition can be obtained by an easy modification of the proof due to Gallot [7] for the following theorem, which is a positive counterpart of Proposition 1.1.

Theorem 1.2 (Gromov [10], Gallot [7]). For a constant $D>0$, there exists a constant $\varepsilon=\varepsilon(n, D)>0$ such that if a compact connected orientable $n$-dimensional Riemannian manifold $M$ satisfies

$$
\begin{gathered}
\operatorname{Ric}_{M} \geq-\varepsilon g_{M} \\
\operatorname{diam}(M) \leq D
\end{gathered}
$$

then the first Betti number $b_{1}(M)$ of $M$ satisfies

$$
b_{1}(M) \leq n .
$$

Our main concern is the case when $\operatorname{dim} \operatorname{Isom}(M)=n$. A positive counterpart is already obtained by Colding [6], Cheeger-Colding [4].

Theorem 1.3. For a constant $D>0$, there exists a constant $\varepsilon=\varepsilon(n, D)>0$ such that if a compact connected $n$-dimensional Riemannian manifold $M$ satisfies

$$
\begin{gathered}
\operatorname{Ric}_{M} \geq-\varepsilon g_{M}, \\
\operatorname{diam}(M) \leq D, \\
b_{1}(M)=n,
\end{gathered}
$$

then $M$ is diffeomorphic to an $n$-torus $\mathbb{T}^{n}$.
Note that their proof does not give an explicit estimate of the constant $\varepsilon=\varepsilon(n, D)$ since it utilizes some compactness arguments. Our main result in this note is the followings.

Theorem 1.4. For constants $k, D>0$, there exists a constant $\varepsilon=\varepsilon(n, k, D)>0$ such that if a compact connected $n$-dimensional Riemannian manifold $M$ satisfies

$$
\begin{gathered}
-k g_{M} \leq \operatorname{Ric}_{M} \leq \varepsilon g_{M}, \\
\operatorname{diam}(M) \leq D, \\
\operatorname{dim} \operatorname{Isom}(M)=n,
\end{gathered}
$$

then $M$ is isometric to a flat $n$-torus $\mathbb{T}^{n}$.
The proof of this theorem is different from that of Theorem 1.3. Moreover, since we do not use any kind of compactness or convergence arguments, we can estimate $\varepsilon=$ $\varepsilon(n, k, D)$ explicitly.

This paper ia organized as follows. In section 2, we prepare basic notions and terminologies of Riemannian geometry and Lie group theory. In section 3, we recall basic properties of isometry groups and Killing vector fields. In section 4, we recall the Riemannian curvature tensor of Lie group with left invariant metric. To prove Theorem 1.4, we consider the curvature of isometry group, which is a Lie group, with left ivariant metric. In section 5, we introduce the notion of the isoperimetric constant and recall Gallot's estimate of isoperimetric constant. In section 6, we recall Gallot's two results. One is a Sobolev inequality, and the other is an estimate of $L^{\infty}$-norm by $L^{2}$-norm, which is used the isoperimetric constant. In section 7, we give a proof of Proposition 1.1, which is used Gallot's results in section 5 and section 6. In section 8, we give a proof of Theorem 1.4. To prove this, we shall show that a given Riemannian manifold is homogeneous and almost flat, and apply the structure theorem of compact Lie group to the identity component of the isometry group.
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## 2 Preliminaries

In this section, we prepare basic notion and terminologiy with respect to Riemannian geometry, and Lie group theory. We refer to [15] and [3]. Throughout this paper, we assume that manifold is Hausdorff and second countable.

### 2.1 Vector bundle and linear connection

Definition 2.1 (Vector bundle). Let $M$ and $E$ be smooth manifolds, let $\pi: E \rightarrow M$ be a smooth map, and let $k$ be a nonnegative integer. If the following two conditions are satisfied, then the triple $(E, M, \pi)$ is said to be a vector bundle of rank $k$ over $M$.
(i) For every $p \in M, E_{p}:=\pi^{-1}(p)$ has the structure of a $k$-dimensional real vector space.
(ii) For every $p \in M$, there exists a coordinate neighborhood $U$ of $p$ and a diffeomorphism $\tilde{\varphi}: \pi^{-1}(U) \rightarrow U \times \mathbb{R}^{k}$ such that the following hold:
(a) The equality $\operatorname{pr}_{1} \circ \tilde{\varphi}=\pi \mid \pi^{-1}(U)$ holds, where $\mathrm{pr}_{1}$ is the canonical projection from $U \times \mathbb{R}^{k}$ to $U$.
(b) For all $q \in U$, the map $\operatorname{pr}_{2} \circ \tilde{\varphi} \mid \pi^{-1}(q): \pi^{-1}(q) \rightarrow \mathbb{R}^{k}$ is a linear isomorphism, where $\mathrm{pr}_{2}$ is the canonical projection from $U \times \mathbb{R}^{k}$ to $\mathbb{R}^{k}$.

For a vector bundle $(E, M, \pi)$, the manifold $E$ is called a total space, the manifold $M$ is called a base space, the map $\pi$ is called a projection, and the vector space $E_{p}=\pi^{-1}(p)$ is called a fiber at $p \in M$. A pair $(U, \tilde{\varphi})$ in Definition 2.1 is called a local trivialization. If $(U, \tilde{\varphi}),(V, \tilde{\psi})$ is local trivializations, then the map $\tilde{\psi} \circ \tilde{\varphi}^{-1}:(U \cap V) \times \mathbb{R}^{k} \rightarrow(U \cap V) \times \mathbb{R}^{k}$ is diffeomorphic by the definition of the local trivialization. We also say just vctor bundle $E$ for short, omitting $M$ and $\pi$.

Definition 2.2 (Bundle map and bundle isomorphism). Let ( $E, M, \pi$ ) and ( $F, N, \rho$ ) is vector bundles, let $\Phi: E \rightarrow F, f: M \rightarrow N$ be smooth maps. The map $\Phi$ is called a bundle map from $(E, M, \pi)$ to ( $F, N, \rho$ ) covering $f$ provided the follwing properties hold.
(i) $\rho \circ \Phi=f \circ \pi$,
(ii) for every $p \in M$ the image $\Phi\left(E_{p}\right)$ is a vetor subspace of $F_{f(p)}$,
(iii) for every $p \in M$ the map $\Phi \mid E_{p}: E_{p} \rightarrow F_{f(p)}$ is a linear map.

In Particular, if $M=N, f=\operatorname{id}_{M}$, and the bundle map $\Phi$ is bijective, then $\Phi$ is called a bundle isomorhism and the vector bundle $(E, M, \pi)$ is called to be isomorphic to ( $F, N, \rho$ ).

For a vector space $V$ we denote by $V^{*}$ the space of dual space of $V$, defined by $V^{*}:=\{f: V \rightarrow \mathbb{R} \mid$ linear map $\}$.

Definition 2.3 (Dual bundle). Let $E=(E, M, \pi)$ be a vector bundle and take the dual space $\left(E_{p}\right)^{*}$ of each fibre $E_{p}$. Put

$$
E^{*}:=\bigsqcup_{p \in M}\left(E_{p}\right)^{*}
$$

and define the map $\pi^{*}: E^{*} \rightarrow M$ as

$$
\pi^{*}\left(v_{p}^{*}\right):=p
$$

for any $v_{p}^{*} \in\left(E_{p}\right)^{*}$. Then, we can natulally define the structure of a vector bundle with respect to the triple $\left(E^{*}, M, \pi^{*}\right)$ which is called a dual bundle of $E$.

Definition 2.4 (Tangent bundle and cotangent bundle). Let $M$ be an $n$-dimensional manifold, let $T M$ be the disjoint union of the family of tanget spaces $\left\{T_{p} M\right\}_{p \in M}$, and define the map $\pi_{M}: T M \rightarrow M$ as $\pi_{M}\left(v_{p}\right):=p$ for $v_{p} \in T_{p} M$. Then, we can natulally define the structure of a vector bundle with respect to the triple $\left(T M, M, \pi_{M}\right)$. The vector bundle $T M$ is called a tangent bundle and the dual bundle $T^{*} M:=(T M)^{*}$ of $T M$ is called a cotangent bundle.

Definition 2.5 (Tensor and tensor space). Let $V$ be an $n$-dimensionl real vector space and $V^{*}$ be a dual space of $V$. Then, for nonnegative integers $r, s$, the $(r, s)$-tensor space $T_{s}^{r}(V)$ is defined by

$$
\begin{aligned}
T_{s}^{r}(V):= & \{t: \overbrace{V^{*} \times \cdots \times V^{*}}^{r} \times \overbrace{V \times \cdots \times V}^{s} \rightarrow \mathbb{R} \mid f \text { is a multilinear map }\} \\
& \left(\text { In the case }(r, s)=(0,0), \text { we identify } T_{s}^{r}(V)=\mathbb{R}\right) .
\end{aligned}
$$

A element of the $(r, s)$-tensor space $T_{s}^{r}(V)$ is called a $(r, s)$-tensor on $V$
Let $\left\{v_{i}\right\}_{i}$ be a basis of $V$ and let $\left\{v^{i}\right\}_{i}$ be the dual basis of $\left\{v_{i}\right\}_{i}$. We define $v_{i_{1}} \otimes \cdots \otimes$ $v_{i_{r}} \otimes v^{j_{1}} \otimes \cdots \otimes v^{j_{s}} \in T_{s}^{r}(V)\left(i_{k}=1, \ldots, n(k=1, \ldots, r), j_{l}=1, \ldots, n(l=1, \ldots, s)\right)$ as

$$
v_{i_{1}} \otimes \cdots \otimes v_{i_{r}} \otimes v^{j_{1}} \otimes \cdots \otimes v^{j_{s}}\left(u_{1}^{*}, \ldots, u_{r}^{*}, w_{1}, \ldots, w_{s}\right):=\prod_{k=1}^{r} u_{k}^{*}\left(v_{i_{k}}\right) \prod_{l=1}^{s} v^{j_{l}}\left(v_{l}\right)
$$

Then, $\left\{v_{i_{1}} \otimes \cdots \otimes v_{i_{r}} \otimes v^{j_{1}} \otimes \cdots \otimes v^{j_{s}}\right\}_{i_{1}, \ldots, i_{r}, j_{1}, \ldots, j_{s}}$ becomes a basis of the vector space $T_{s}^{r}(V)$, and $\operatorname{dim} T_{s}^{r}(V)=n^{r+s}$.

Definition 2.6 (Tensor bundle). Let $(E, M, \pi)$ be a vector bundle of rank $k$. Put

$$
T_{s}^{r}(E):=\bigsqcup_{p \in M} T_{s}^{r}\left(E_{p}\right),
$$

and define the map $\pi_{s}^{r}: T_{s}^{r}(E) \rightarrow M$ as

$$
\pi_{s}^{r}\left(t_{p}\right):=p
$$

for any $t_{p} \in T_{s}^{r}\left(E_{p}\right)$. Then, we can natulally define the structure of a vector bundle of rank $k^{r+s}$ with respect to the triple $\left(T_{s}^{r}(E), M, \pi_{s}^{r}\right)$. This vector bundle $T_{s}^{r}(E)$ is called a $(r, s)$-tensor bundle of $E$. In particular, if the vector bundle E is the tangent bandle $T M$, then $T_{s}^{r}(M):=T_{s}^{r}(T M)$ is called a $(r, s)$-tensor bundle over $M$. Note that $T_{0}^{1}(E)=E^{* *}$ and $T_{1}^{0}(E)=E^{*}$.

Remark 2.7. A $(1,0)$-tensor bundle $T_{0}^{1}(E)=E^{* *}$ is identified with the tangent bundle $E$ by the natural bundle isomorphism $T: E \rightarrow E^{* *}$, defined by $\left(T\left(u_{p}\right)\right)\left(v_{p}^{*}\right):=v_{p}^{*}\left(u_{p}\right)$ for $u_{p} \in E_{p}$ and $v_{p}^{*} \in E_{p}^{*}$.

Definition 2.8 (Section of vector bundle). Let $E=(E, M, \pi)$ be a vector bundle. A smooth map $\xi: M \rightarrow E$ is called a section of $E$ if $\pi \circ \xi=\mathrm{id}_{M}$. We denote by $\Gamma(E)$ the space of all sections, which has a structure of a $C^{\infty}(M)$-module.

Remark 2.9. $T_{0}^{0}(E)$ is identified with $C^{\infty}(M) . \Gamma\left(T_{0}^{1}(E)\right)=\Gamma\left(E^{* *}\right)$ is also identified with $\Gamma(E)$ (see Remark 2.7). If $E=T M$, then $\Gamma(T M)$ is the space $\mathcal{X}(M)$ of all vector fields and $\Gamma\left(T^{*} M\right)$ is the space $\Omega(M)$ of all differential 1-forms on $M$. In particular, (1, 0)-tensor fields on $M$ are identified with vector fields on $M$.

Definition 2.10 (Tensor field). Let $E=(E, M, \pi)$ be a vector bundle. Then, a section of $T_{s}^{r}(E)$ is called a $(r, s)$-tensor field.

Let $T \in T_{s}^{r}(E), \omega_{i} \in \Gamma\left(E^{*}\right)(i=1, \ldots, r)$, and $X_{j} \in \Gamma(E)(j=1, \ldots, s)$. The $C^{\infty}$-function $T\left(\omega_{1}, \ldots, \omega_{r}, X_{1}, \ldots, X_{s}\right) \in C^{\infty}(M)$ on $M$ is defined by

$$
T\left(\omega_{1}, \ldots, \omega_{r}, X_{1}, \ldots, X_{s}\right)(p):=T_{p}\left(\omega_{1}(p), \ldots, \omega_{r}(p), X_{1}(p), \ldots, X_{s}(p)\right)
$$

Then, the map $T:\left(\omega_{1}, \ldots, \omega_{r}, X_{1}, \ldots, X_{s}\right) \mapsto T\left(\omega_{1}, \ldots, \omega_{r}, X_{1}, \ldots, X_{s}\right)$ becomes a $C^{\infty}(M)$ multilinear map from $\overbrace{\Gamma\left(E^{*}\right) \times \cdots \times \Gamma\left(E^{*}\right)}^{r} \times \overbrace{\Gamma(E) \times \cdots \times \Gamma(E)}^{s}$ to $C^{\infty}(M)$. Conversely, let $T: \overbrace{\Gamma\left(E^{*}\right) \times \cdots \times \Gamma\left(E^{*}\right)}^{r} \times \overbrace{\Gamma(E) \times \cdots \times \Gamma(E)}^{s} \rightarrow C^{\infty}(M)$ be a $C^{\infty}$-multilinear map. For each $p \in M$ we define the $(r, s)$-tensor $T_{p} \in T_{s}^{r}\left(E_{p}\right)$ as for $\alpha_{i} \in E_{p}^{*}(i=1, \ldots r)$ and for $v_{i} \in E_{p}(j=1, \ldots, s)$

$$
T_{p}\left(\alpha_{1}, \ldots, \alpha_{r}, v_{1}, \ldots, v_{s}\right):=T\left(\omega_{1}, \ldots, \omega_{r}, X_{1}, \ldots, X_{s}\right)(p)
$$

where $\omega_{i} \in \Gamma\left(E^{*}\right)(i=1, \ldots r)$ with $\omega_{i}(p)=\alpha_{i}$ and $X_{j} \in \Gamma(E)(j=1, \ldots, s)$ with $X_{i}(p)=v_{i}$, which is well-difined. These give a correspondence between a $(r, s)$-tensor field and a $C^{\infty}(M)$-multiliniear map from $\overbrace{\Gamma\left(E^{*}\right) \times \cdots \times \Gamma\left(E^{*}\right)}^{r} \times \overbrace{\Gamma(E) \times \cdots \times \Gamma(E)}^{s}$ to $C^{\infty}(M)$.

Example 2.11. The identification between a (1,0)-tensor fields on $M$ and a vector fields on $M$ in Remark 2.9 is also given as follows: Let $X \in \mathcal{X}(M)$. Then, the corresponding element $T_{X} \in \Gamma\left(T_{0}^{1}(M)\right)$, which is is given by $T_{X}(\omega)=\omega(X)$ for $\omega \in \Omega(M)$. Conversely, let $T \in \Gamma\left(T_{0}^{1}(M)\right)$. Then, the corresponding element $X_{T} \in \mathcal{X}(M)$ is given by $X_{T}(f)=T(d f)$ for $f \in C^{\infty}(M)$.

Example 2.12. By Example 2.11, a $C^{\infty}(M)$-multilinaer map

$$
T: \overbrace{\Omega(M) \times \cdots \times \Omega(M)}^{r} \times \overbrace{\mathcal{X}(M) \times \cdots \times \mathcal{X}(M)}^{s} \rightarrow \mathcal{X}(M)
$$

is regarded as a $C^{\infty}$-multilnilear map

$$
T: \overbrace{\Omega(M) \times \cdots \times \Omega(M)}^{r+1} \times \overbrace{\mathcal{X}(M) \times \cdots \times \mathcal{X}(M)}^{s} \rightarrow C^{\infty}(M) .
$$

Thus, we can regard $T$ as $(r+1, s)$-tensor field on $M$.
Definition 2.13 (Linear connection and covariant derivative). Let $(E, M, \pi)$ be a vector bundle. Then, a real bilinear map $\nabla: \mathcal{X}(M) \times \Gamma(E) \rightarrow \Gamma(E),(X, \xi) \mapsto \nabla_{X} \xi$ is called a linear connection on $E$ provided $\nabla$ satisfies that

$$
\left\{\begin{array}{l}
\nabla_{f X} \xi=f \nabla_{X} \xi \\
\nabla_{X}(f \xi)=X(f) \xi+f \nabla_{X} \xi
\end{array}\right.
$$

for any $f \in C^{\infty}(M), X \in \mathcal{X}(M)$, and $\xi \in \Gamma(E)$. A section $\nabla_{X} \xi \in \Gamma(E)$ is also called a covariant derivative of $\xi$ with resoect to $X$.

Definition 2.14 (Positive definite and symmetric ( 0,2 )-tensor field). Let $E$ be a vector bundle and $g$ be a ( 0,2 )-tensor field on $E$.
(i) The ( 0,2 )-tensor field $g$ is called to be positive definite provided for any $X \in \Gamma(E)$ the inequality $g(X, X) \geq 0$ holds, and equality holds if and only if $X \equiv 0$.
(ii) The (0,2)-tensor field $g$ is called to be symmetric provided for any $X, Y \in \Gamma(E)$ the inequality $g(X, Y)=g(Y, X)$ holds.

Definition 2.15 (Bundle metric and Riemannian vector bundle). Let $E$ be a vector bundle. Then, a positive definite symmetric ( 0,2 )-tensor field is called a bundle metric on $E$ and the pair $(E, g)$ is called a Riemannian vector bundle.

### 2.2 Riemannian geometry

Definition 2.16 (Riemannian metric and Riemannian manifold). Let $M$ be a smooth manifold. Then, a positive definite symmetric ( 0,2 )-tensor field $g$ on $M$ is called a Riemannian metric on $M$ and the pair $(M, g)$ is called a Riemannian Manifold. Note that for each $p \in M$ the ( 0,2 )-tensor $g_{p}$ become an inner product on $T_{p} M$.

For simplicity, for tangent vectors $u, v \in T_{p} M$ and vector fields $X, Y \in \mathcal{X}(M)$, we denote the inner product by $\langle u, v\rangle=g_{p}(u, v)$ and $\langle X, Y\rangle=g(X, Y)$, and denote the norm by $|u|=g_{p}(u, u)^{1 / 2}$ and $|X|=g(X, X)^{1 / 2}$.

Example 2.17. Let $(V,\langle\cdot, \cdot\rangle)$ be a finite dimensional real inner product space, $u \in V$. We define the linear isomorphism $\iota_{u}: V \rightarrow T_{u} V$ as $\iota_{u}(v):=\dot{c_{v}}(0) \in T_{u} V$ for any $v \in V$, where $c_{v}$ is the curve on $V$ defined by $c_{v}(t):=u+t v$ for any $t \in \mathbb{R}$. Then, the canonical Riemannian metric $g_{V}$ on $V$ is defined by

$$
\left(g_{V}\right)_{u}\left(\iota_{u}(v), \iota_{u}(w)\right):=\langle v, w\rangle
$$

for any $u, v, w \in V$.
The canonical Riemannian metirc on the Euclidean space $\mathbb{R}^{n}$ is defined as in Example 2.17. For any Riemannian manifold $M$ and $p \in M$ we shall also consider the Riemannian metric on $T_{p} M$ defined as in Example 2.17 (consider $\left(g_{M}\right)_{p}$ as the inner product on $\left.V=T_{p} M\right)$ and identify $\iota_{u}(v) \in T_{u}\left(T_{p} M\right)$ with $v \in T_{p} M$.

Definition 2.18 (Induced metric). Let $(M, g)$ be a Riemannian manifold and let $N$ be a manifold and let $\varphi: N \rightarrow M$ be a immersion map. Then, the map $\varphi$ induces Riemannian metric $h$ on $N$ as follows: for $u, v \in T_{p} N$

$$
h_{p}(u, v):=g_{\varphi(p)}(d \varphi(u), d \varphi(v)) .
$$

The metric $h$ is called a induced metric (pullback metric) of $g$ by $\varphi$, and denoted by $\varphi^{*} g$.
Definition 2.19 (Riemannian submanifold). Let $N$ be a submanifold of a Riemannian manifold $(M, g)$. Then, for the inclusion map $\iota: N$, the Riemannian manifold $\left(N, \iota^{*} g\right)$ is called a Riemannian submanifold of $(M, g)$.

Definition 2.20 (Local isometry and isometry). Let ( $M, g$ ) and ( $N, h$ ) be Riemannian manifolds and let $\varphi: M \rightarrow N$ is a smooth map. If the map $\varphi$ satisfies $\varphi^{*} h=g$, then $\varphi$ is called a local isometry. Moreover, if the map $\varphi$ is diffeomorphism, then $\varphi$ is called a an isometry.

Proposition 2.21. Let $M, N$ be Riemannian manifolds and $f: M \rightarrow N$ be a smooth map. Then, the following are equivalent.
(i) $f$ is an isometry.
(ii) $f$ is a bijective local isometry.

Definition 2.22 (Riemannian covering). Let $M, N$ be Riemannian manifolds and $\pi: M \rightarrow N$ be a covering map. If $\pi$ is a local isometry, then $\pi$ is called a Riemannian covering. In particular, if $M$ is simply connected, then $\pi$ is called a universal Riemannian covering.

Proposition 2.23. Let $M$ be a Riemannian manifold and $N$ be a smooth manifold. Let $\pi: M \rightarrow N$ be a covering map. If for all deck transformations of $\pi$ are isometries, then there exists a unique Riemannian metric on $N$ such that $\pi$ is a Riemannian covering.

Definition 2.24 (Length of curves). Let $M$ be a Riemannian manifold and let $c$ : $[a, b] \rightarrow M$ be a smooth curve on $M$. Then, the length $L(c)$ of the curve $c$, is defined by

$$
L(c):=\int_{a}^{b}|\dot{c}(t)| d t
$$

where $\dot{c}(t) \in T_{c(t)} M$ is the velocity vector of $c$ at $t \in[a, b]$.
Definition 2.25 (Riemannian distance function). Let $M$ be a connected Riemannian manifold. Then, the Riemannian distance function $d: M \times M$ is defined by

$$
d(p, q):=\inf \{L(c) \mid c \text { is a smooth curve from } p \text { to } q\} .
$$

Proposition 2.26. The Riemannian distance function is a distance. Moreover, the topology induced by the Riemannian distance function coincides with the topology as a manifold.

Definition 2.27 (Levi-Civita connection). Let $M$ be a Riemannian manifold. Then, the Levi-Civita connection $\nabla$ is a connection on the tangent bundle $T M$ satisfying that for vector fields $X, Y, Z \in \mathcal{X}(M)$,

$$
\begin{gathered}
\nabla_{X} Y-\nabla_{Y} X=[X, Y], \\
X\langle Y, Z\rangle=\left\langle\nabla_{X} Y, Z\right\rangle+\left\langle Y, \nabla_{X} Z\right\rangle,
\end{gathered}
$$

where $[X, Y]$ is the Lie bracket of vector fields X and Y .
Proposition 2.28. The Levi-Civita connection exists and is unique, and for smooth vector fields $X, Y, Z$ the folloing equality holds:

$$
\begin{aligned}
\left\langle\nabla_{X} Y, Z\right\rangle= & \frac{1}{2}\{X\langle Y, Z\rangle+Y\langle Z, X\rangle-Z\langle X, Y\rangle \\
& +\langle[X, Y], Z\rangle-\langle[Y, Z], X\rangle+\langle[Z, X], Y\rangle\} .
\end{aligned}
$$

Remark 2.29. If vector fields $X, X^{\prime} \in \mathcal{X}(M)$ satisfy that $X_{p}=X_{p}^{\prime}$ for some $p \in M$, then we have $\left(\nabla_{X} Y\right)_{p}=\left(\nabla_{X^{\prime}} Y\right)_{p}$ for any $Y \in \mathcal{X}(M)$. Thus, for $v \in T_{p} M$ and $Y \in \mathcal{X}(M)$ we can define the vector $\nabla_{v} Y \in T_{p} M$

$$
\nabla_{v} Y:=\left(\nabla_{X} Y\right)_{p}
$$

for some $X \in \mathcal{X}(M)$ with $X_{p}=v$, which is well-defined. Moreover, if $Z \in \mathcal{X}(M)$ satisfies that $Y=Z$ on some smooth curve $c:(-\varepsilon, \varepsilon) \rightarrow M$ with $c(0)=p$ and $\dot{c}(0)=v$, then we have $\nabla_{v} X=\nabla_{v} Y$.

Let $M, N$ be Riemannian manifolds and $\varphi$ be a diffeomorphism from $M$ to $N$. For a vector field $X \in \mathcal{X}(M)$, we define the vector field $d \varphi(X)$ as

$$
d \varphi(X)_{p}:=d \varphi\left(X_{\varphi^{-1}(p)}\right)
$$

for any $p \in M$.
Proposition 2.30. Let $M, N$ be Riemannian manifolds and $\nabla, \bar{\nabla}$ be Levi-Civita connectons on $M$ and $N$, respectively. Suppose that a smooth map $\varphi: M \rightarrow N$ is isometric. Then, the follwing holds: for any vector fields $X, Y \in \mathcal{X}(M)$,

$$
d \varphi\left(\nabla_{X} Y\right)=\bar{\nabla}_{d \varphi(X)} d \varphi(Y)
$$

Definition 2.31 (Gradient, Hessian, divergence, and Laplacian). Let $M$ be a Riemannian manifold.
(1) For $f \in C^{\infty}(M)$, the gradient vector field of $f$, denoted by $\nabla f$, is the smooth vector field on $M$ defined by

$$
X f:=\langle\nabla f, X\rangle, \quad X \in \mathcal{X}(M) .
$$

(2) For $f \in C^{\infty}(M)$, the Hessian of $f$, denoted by $\operatorname{Hess}(f)$, is the symmetric ( 0,2 )-tensor field on $M$ defined by

$$
\operatorname{Hess}(f)(X, Y):=\left\langle\nabla_{X} \nabla f, Y\right\rangle, \quad X, Y \in \mathcal{X}(M)
$$

(3) For $X \in \mathcal{X}(M)$, the divergence of $X$, denoted by $\operatorname{div}(X)$, is the smooth function on $M$ defined by

$$
\operatorname{div} X(p):=\operatorname{trace}\left(T_{p} M \rightarrow T_{p} M, u \mapsto \nabla_{u} X\right) .
$$

(4) For $f \in C^{\infty}(M)$, the Laplacian of $f$, denoted by $\Delta f$, is the smooth function on $M$ defined by

$$
\Delta f:=-\operatorname{trace} \operatorname{Hess}(f)=-\operatorname{div}(\nabla f)
$$

Levi-Civita connection is extended on the $(r, s)$-tensor bundle $T_{s}^{r}(M)$ as follows: for any $T \in T_{s}^{r}(M)$ and $X \in \mathcal{X}(M)$, we define $\nabla_{X} T$ as

- $(r, s)=(0,0)\left(T \in C^{\infty}(M)\right)$

$$
\nabla_{X} T:=X(T)
$$

- $(r, s)=(0,1)$

$$
\nabla_{X} T(Y):=X(T(Y))-T\left(\nabla_{X} Y\right)
$$

for any $X \in \mathcal{X}(M)$,

- $(r, s) \neq(0,0),(0,1)$

$$
\begin{aligned}
\nabla_{X} T\left(\omega_{1}, \ldots, \omega_{r}, X_{1}, \ldots, X_{s}\right):= & X\left(T\left(\omega_{1}, \ldots, \omega_{r}, X_{1}, \ldots, X_{s}\right)\right) \\
& -\sum_{i=1}^{r} T\left(\omega_{1}, \ldots, \nabla_{X} \omega_{i}, \ldots, \omega_{r}, X_{1}, \ldots, X_{s}\right) \\
& -\sum_{j=1}^{s} T\left(\omega_{1}, \ldots, \omega_{r}, X_{1}, \ldots, \nabla_{X} X_{j}, \ldots, X_{s}\right),
\end{aligned}
$$

for any $X_{i} \in \mathcal{X}(M)(i=1, \ldots, r)$ and $\omega_{j} \in \Omega(M)(j=1, \ldots, s)$.
For a vector field $X$ on $M$ and a ( 0,1 )-tensor field $T$ on $M$ which corresponds to $X$ in the sense of the identification as in Remark 2.9, $\nabla_{Y} X$ also corresponds to $\nabla_{Y} T$ for every $Y \in \mathcal{X}(M)$ by Example 2.11.

Definition $2.32\left(\nabla T\right.$ and $\left.\nabla X\left(T \in \Gamma\left(T_{s}^{r}(M)\right), X \in \mathcal{X}(M)\right)\right)$. Let $T$ be a $(r, s)$-tensor field on a Riemannian manifold $M$. Then, the $(r, s+1)$-tensor $\nabla X$ is defined by

$$
\nabla T\left(\omega_{1}, \ldots, \omega_{r}, X, X_{1}, \ldots, X_{s}\right):=\nabla_{X} T\left(\omega_{1}, \ldots, \omega_{r}, X_{1}, \ldots, X_{s}\right)
$$

for any $X, X_{i} \in \mathcal{X}(M)(i=1, \ldots, r)$ and $\omega_{j} \in \Omega(M)(j=1, \ldots, s)$. Similarly, for a vector field $X$, we define the $C^{\infty}(M)$-linear map $\nabla X: \mathcal{X}(M) \rightarrow \mathcal{X}(M)$ as

$$
\nabla X(Y):=\nabla_{Y} X
$$

for $Y \in \mathcal{X}(M)$.
Definition 2.33 (Parallel tensor field and parallel vector field). We say that the tensor field $T$ on a Riemannian manifold is parallel provided $\nabla T \equiv 0$. Similarly, we say that the vector field $X$ on a Riemannian manifold is parallel provided $\nabla X=0$.

For a smooth manifolds $M, N$ and a smooth $\operatorname{map} \varphi: N \rightarrow M$, we denote by $\mathcal{X}(\varphi, M)$ the space of smooth functions from $N$ to $T M$ such that for any $p \in N$ the image of $p$ is an element of $T_{\varphi(p)} M . \mathcal{X}(\varphi, M)$ become a $C^{\infty}(N)$-module.

Definition 2.34 (Vector field along curve). Let $M$ be a smooth manifold and $c$ : $(a, b) \rightarrow M$ be a smooth cureve on $M$. Then, an element of $\mathcal{X}(c, M)$ is called a vector field along the curve $c$.

Definition 2.35 (Covariant derivative of $Y \in \mathcal{X}(\varphi, M)$ ). Let $\varphi: N \rightarrow M$ be a smooth map from a smooth manifold $N$ to an $n$-dimensional Riemannian manifold $N$ and $\nabla$ be a Levi-Civita connection on $M$. Then, we define the covariant derivative $\nabla_{X} Y \in \mathcal{X}(\varphi, M)$ of $Y \in \mathcal{X}(\varphi, M)$ with respect to $X \in \mathcal{X}(N)$ as for any $p \in N$

$$
\left(\nabla_{X} Y\right)(p):=\sum_{i=1}^{n}\left(X_{p}\left(Y^{i}\right) \frac{\partial}{\partial x^{i}}(\varphi(p))+\nabla_{d \varphi\left(X_{p}\right)} \frac{\partial}{\partial x^{i}}\right) \quad\left(\in T_{\varphi(p)} M\right)
$$

where $\left(x^{1}, \ldots, x^{n}\right)$ is a coordinate neighbourhood of $\varphi(p) \in M$ and $Y^{i}(i=1, \ldots, n)$ is the smooth function on the coordinate neighbourhood such that $Y(q)=\sum_{i=1}^{n} Y^{i}(q) \partial / \partial x^{i}(\varphi(q))$. This definition is well-defined. Moreover, since for any $f \in C^{\infty}(N), X \in \mathcal{X}(N)$, and $Y \in \mathcal{X}(\varphi, M)$ the equalities

$$
\left\{\begin{array}{l}
\nabla_{f X} Y=f \nabla_{X} Y, \\
\nabla_{X}(f Y)=X(f) Y+f \nabla_{X} Y
\end{array}\right.
$$

hold, the real bilinear map $\nabla: \mathcal{X}(N) \times \mathcal{X}(\varphi, M) \rightarrow \mathcal{X}(\varphi, M),(X, Y) \mapsto \nabla_{X} Y$ regard as a linear connection. In the same way as Remark 2.29, for $v \in T_{p} N$ and $Y \in \mathcal{X}(\varphi, M)$ we can define the vector $\nabla_{v} Y \in T_{\varphi(p)} M$.

For a vector field $X(t)$ along a curve $c(t)$ on a Riemannian manifold, we sometimes denote by $\nabla X$ the covariant derivative $\nabla_{\frac{d}{d t}} X$ for simplicity.

Definition 2.36 (Parallel vector field along curve). Let $c:(a, b) \rightarrow M$ be a curve on a Riemannian manifold $M$ and $X$ be a vector field along $c$. Then, $X$ is called parallel if $\nabla X(t)=0$ for any $t \in(a, b)$.

Proposition 2.37. Let $c:(a, b) \rightarrow M$ be a smooth curve on a Riemannian manifold M. Then, the following hold.
(i) For any $t_{0} \in(a, b)$ and $u \in T_{c}(t) M$, there exists a unique parallel vector field $X$ along $c$ such that $X\left(t_{0}\right)=u$.
(ii) For any parallel vector fields $X, Y$ along $c$, the following holds: for any $s, t \in(a, b)$, $\langle X(s), Y(s)\rangle=\langle X(t), Y(t)\rangle$.

In particular, $|X(t)|$ is a constant function.
Now we define the curvatures.
Definition 2.38 (Riemannian curvature tensor). Let $M$ be a Riemannian manifold. Then, the Riemannian curvature tensor of $M$, denoted by $R$, is (1,3)-tensor field on $M$ defined by

$$
R(X, Y) Z:=\nabla_{X} \nabla_{Y} Z-\nabla_{Y} \nabla_{X} Z-\nabla_{[X, Y]} Z, \quad X, Y, Z \in \mathcal{X}(M)
$$

Proposition 2.39. The Riemannian curvature tensor $R$ on a Riemannian manifold $M$ satisfies the following inequalities: for any $X, Y, Z, W \in \mathcal{X}(M)$,

$$
\begin{aligned}
& R(X, Y) Z=-R(Y, X) Z \\
& R(X, Y) Z+R(Y, Z) X+R(Z, X) Y=0 \\
& \langle R(X, Y) Z, W\rangle=-\langle R(X, Y) W, Z\rangle \\
& \langle R(X, Y) Z, W\rangle=\langle R(Z, W) X, Y\rangle \\
& \left(\nabla_{X} R\right)(Y, Z) W+\left(\nabla_{Y} R\right)(Z, X) W+\left(\nabla_{Z} R\right)(X, Y) W=0 .
\end{aligned}
$$

Proposition 2.40. Let $M, N$ be Riemannian manifolds and $R, \bar{R}$ be Riemannian curvature tensor on $M, N$. Suppose that a smooth map $\varphi: M \rightarrow N$ is locally isometric. Then, the following holds: for any $u, v, w \in T_{p} M(p \in M)$,

$$
d \varphi(R(u, v) w)=\bar{R}(d \varphi(u), d \varphi(v)) d \varphi(w)
$$

Definition 2.41 (Sectional curvature). Let $M$ be a Riemannian manifold. Let $\sigma$ be a two-dimensional subspace of $T_{p} M$ and $\{u, v\}$ be a basis of $\sigma$. We define the sectional curvature $K_{\sigma}$ of $\sigma$ as

$$
K_{\sigma}:=\frac{\langle R(u, v) v, u\rangle}{|u|^{2}|v|^{2}-\langle u, v\rangle^{2}},
$$

which dose not depend on the choice of the basis $\{u, v\}$ of $\sigma$. We sometimes denote by $K(u, v)$ instead of $K_{\sigma}$.

If there exists a constant $c \in \mathbb{R}$ such that for any $p \in M$ and two-dimensional subspace $\sigma$ of $T_{p} M$ the sectional curvature $K_{\sigma}$ is equal to $c$, then we say that $M$ has constant curvature $c$. A Riemannian manifold with constant curvature 0 is asid to be flat. The Euclidean space with canonical Riemannian metric has constant curvature 0 .

Definition 2.42 (Flat torus). Let $\Gamma$ be a descrete subgroup of $\mathbb{R}^{n}$ such that $\Gamma$ is isomorphic to $\mathbb{Z}^{n}$. By Proposition 2.23, there exists a unique metric $g_{\mathbb{T}^{n}}$ on $\mathbb{T}^{n}:=\mathbb{R}^{n} / \Gamma$ such that the projection map $\pi: \mathbb{R}^{n} \rightarrow \mathbb{T}^{n}$ is a universal Riemannian covering. The Riemannian manifold ( $\left.\mathbb{T}^{n}, g_{\mathbb{T}^{n}}\right)$ is flat and called a flat torus.

Definition 2.43 (Ricci curvature tensor). Let $M$ be a Riemannian manifold. We define the Ricci curvature tensor, which is a symmetric ( 0,2 )-tensor field, as follows: for any $u, v \in T_{p} M(p \in M)$,

$$
\operatorname{Ric}(u, v):=\operatorname{trace}(w \mapsto R(w, u) v)
$$

Definition 2.44 (Normal bundle and normal vector field). Let $M$ be a Riemannian manifold and $N$ be a submanifold of $M$. Put

$$
T N^{\perp}:=\bigsqcup_{p \in M} T_{p} N^{\perp},
$$

where $T_{p} N^{\perp}$ is the orthogonal complement of $T_{p} N \subset T_{p} M$. Then, $T N^{\perp}$ becomes a submanifold of $T M$. Moreover, for the smooth map $\pi_{N}^{\perp}:=\pi_{M} \mid T N^{\perp}: T N^{\perp} \rightarrow N$, the triple $\left(T N^{\perp}, \pi_{N}^{\perp}, N\right)$ become a vector bundle. This vector bundle is called a normal bundle, and a section of $T N^{\perp}$ is called a normal vector field on $N$.

Definition 2.45 (Shape operator). Let $M$ be a Riemannian manifold and $N$ be a submanifold of $M$. Let $\nabla$ be the Levi-Civita connecton on $M$. For $\xi \in T_{p} N^{\perp}(p \in N)$, we define the shape operator $A_{\xi}: T_{p} N \rightarrow T_{p} N$ as

$$
A_{\xi}(u):=\left(\nabla_{u} X\right)^{\top},
$$

where $X$ is a normal vector field on $N$ such that $X_{p}=\xi$ and $\left(\nabla_{u} X\right)^{\top}$ is the horizontal component of $\nabla_{u} X$ with respect to $T_{p} N$. This definition is not depend on the choice of $X$, and $A_{\xi}$ become a symmetric linear operator.

Definition 2.46 (Mean curvature). Let $H$ be a hypersurface of an $n$-dimensional Riemannian manifold $M$ and $\nu$ be a unit normal vector to $H$. Then, the mean curvature $\eta$ of $H$ with respect to $\nu$ is defined as

$$
\eta:=\frac{1}{n-1} \operatorname{trace} A_{\nu}=\frac{1}{n-1} \sum_{i=1}^{n-1}\left\langle A_{\nu}\left(e_{i}\right), e_{i}\right\rangle
$$

where $\left\{e_{i}\right\}_{i=1}^{n-1}$ is an orthonormal basis of $T_{p} N$.
Next, we define geodesics, exponetinal maps, and Jacobi fields.
Definition 2.47 (Geodesic). Let $\gamma$ be a smooth curve on a Riemannian manifold. We say that $\gamma$ is a geodesic provided $\gamma$ satisfies

$$
\nabla_{\frac{d}{d t}} \dot{\gamma}(t) \equiv 0
$$

Remark 2.48. Geodesics on a Riemannian manifold exist and are unique in the following sense:
(i) For any $t_{0} \in \mathbb{R}$ and $u \in T M$, there exist an open interbal $(a, b)$ and a geodesic $\gamma:(a, b) \rightarrow M$ such that $t_{0} \in(a, b), \gamma\left(t_{0}\right)=\pi_{M}(u)$, and $\dot{\gamma}\left(t_{0}\right)=u$.
(ii) For geodesics $\gamma:(a, b) \rightarrow M$ and $\delta:(c, d) \rightarrow M$, if $\gamma\left(t_{0}\right)=\delta\left(s_{0}\right)\left(t_{0} \in(a, b)\right.$, $\left.s_{0} \in(c, d)\right)$ and $d \gamma / d t\left(t_{0}\right)=d \delta / d s$, then the equality

$$
\gamma(t)=\delta\left(t-t_{0}+s_{0}\right)
$$

holds for any $t \in(a, b) \cap\left(t_{0}+c-s_{0}, t_{0}+d-s_{0}\right)$. Moreover, $\gamma$ is extend on the open interval $\left(a^{\prime}, b^{\prime}\right)$, where $a^{\prime}:=\min \left\{a, t_{0}+c-s_{0}\right\}$ and $\left.b^{\prime}:=\max \left\{b, t_{0}+d-s_{0}\right\}\right)$.

For $u \in T M$, we denote by $\gamma_{u}$ the geodesic on a Riemannian manifold $M$ with $\gamma_{u}(0)=$ $\pi_{M}(u)$ and $\dot{\gamma}(0)=u$. For $a \in \mathbb{R}$ and $u \in T M$, if $\gamma_{a u}(t)$ is defiend, then the inequality

$$
\gamma_{a u}(t)=\gamma_{u}(a t)
$$

holds. In particular, $\gamma_{u}(t)=\gamma_{t u}(1)$.

Proposition 2.49. Let $M$ be a Riemannian manifold and $u_{0} \in T M$. Then, there exist $\varepsilon>0$ and a neighbourhood $U \subset T M$ of $u_{0}$ such that for any $u \in U$ the geodesic $\gamma_{u}$ is defined on the open interval $(-\varepsilon, \varepsilon)$ and the map $U \times(-\varepsilon, \varepsilon) \rightarrow M,(u, t) \mapsto \gamma_{u}(t)$ is smooth.

Definition 2.50 (Exponential map). Let $M$ be aRiemannian manifold and $p \in M$. Put

$$
\tilde{U}:=\left\{u \in T_{p} M \mid \text { the geodesic } \gamma_{u}(t) \text { is defined at } t=1\right\}
$$

which is an open set in $T_{p} M$. Then, the exponential map $\exp _{p}: \tilde{U} \rightarrow M$ at $p$ is defined as

$$
\exp _{p} u:=\gamma_{u}(1)
$$

which is smooth.
Proposition 2.51. The exponetial map $\exp _{p}$ is a diffeomorphism from a neighbourhood of the origin of $T_{p} M$ to a neighbourhood of $p$.

Definition 2.52 (Normal coordinate system). Let $M$ be a Riemannian manifold, $p \in$ $M$, and $\left\{e_{i}\right\}_{i=1}^{n}$ be an orthonormal basis of $T_{p} M$. By Proposition 2.51, a differomorphism $f$ from a neibourhood $\tilde{U}$ of $0 \in \mathbb{R}^{n}$ to a neibourhood $U$ of $p$ is defined as

$$
f\left(x^{1}, \ldots, x^{n}\right):=\exp _{p}\left(x^{1} e_{1}+\ldots+x^{n} e_{n}\right)
$$

Then, $\left(U, \varphi:=f^{-1}\right)$ become a coordinate system on $M$. The coordinate system $(U, \varphi)$ is called a normal coordinate system at $p$.

Proposition 2.53. Let $M$ be a Riemannian manifold and $p \in M$. For the normal coordinate sysytem $\left(U,\left(x^{1}, \ldots, x^{n}\right)\right)$ at $p$, we put $\partial_{i}:=\partial / \partial x^{i}(i=1, \ldots, n)$. Then, the following hold:
(i)

$$
\left\langle\partial_{i}, \partial_{j}\right\rangle(p)=\delta_{i j} .
$$

(ii) For any $X \in \mathcal{X}(M)$,

$$
\nabla_{X} \partial_{i}(p)=0
$$

Definition 2.54 (Injective radius). Let $M$ be a Riemannian manifold. Then, the injectivity radius at $p \in M$ is defined as

$$
i_{p}(M):=\sup \left\{r>0\left|\exp _{p}\right| B\left(o_{p}, r\right) \text { is a diffeomorphism }\right\}
$$

where $o_{p}$ is the origin of the tangent space $T_{p} M$. The injectivity radius of $M$ is defined as

$$
i(M):=\inf \left\{i_{p}(M) \mid p \in M\right\} .
$$

Proposition 2.55. For a compact Riemannian manifold, the injectivity radius $i(M)$ is positive.

Definition 2.56 (Normal exponetial map). Let $M$ be a Riemannian manifold and $N$ be a submanifold of $M$. Put

$$
\tilde{V}:=\left\{u \in T N^{\perp} \mid \text { the geodesic } \gamma_{u}(t) \text { is defined at } t=1\right\},
$$

which is an open set in $T N^{\perp}$. Then, the normal exponential map $\exp _{N}: \tilde{V} \rightarrow M$ of $N$ is defined as

$$
\exp _{N} u:=\gamma_{u}(1)
$$

which is smooth.
Definition 2.57 (Jacobi field). The vector field $Y$ along a geodesic $\gamma$ on a Riemannian manifold is called a Jacobi field provided the equality

$$
\nabla \nabla Y(t)=R(Y(t), \dot{\gamma}(t)) \dot{\gamma}(t)
$$

holds.
Proposition 2.58. Let $\gamma:(a, b) \rightarrow M$ be a geodesic on a Riemannian manifold and $t_{0} \in(a, b)$. Then, for any $u, v \in T_{c\left(t_{0}\right)} M$, there exists a unique Jacobi field along $\gamma$ with $Y\left(t_{0}\right)=u, \nabla Y\left(t_{0}\right)=v$.

Example 2.59. Let $M$ be a Riemannian manifold and $u, v \in T_{p} M$. Then, the Jacobi field $Y$ along $\gamma_{u}$ with $Y(0)=0, \nabla Y(0)=v$ can be written as

$$
Y(t)=t d \exp _{p}(t u) v
$$

Example 2.60. Let $M$ be a complete Riemanian manifold with constant curvature $k$ and $\gamma:(-\infty, \infty) \rightarrow M$ be a normal geodesic on $M$. Let $Y$ be a normal Jacobi field along $\gamma$ and take the parallel vector fields $E_{1}, E_{2}$ along $\gamma$ with $E_{1}(0)=Y(0), E_{2}(0)=\nabla Y(0)$ respectively. Put

$$
\begin{aligned}
& s_{k}(t)= \begin{cases}\sin (\sqrt{k} t) / \sqrt{k} & (k>0) \\
t & (k=0), \\
\sinh (\sqrt{|k|} t) / \sqrt{|k|} & (k<0)\end{cases} \\
& c_{k}(t)= \begin{cases}\cos (\sqrt{k} t) & (k>0) \\
1 & (k=0) . \\
\cosh (\sqrt{|k|} t) & (k<0)\end{cases}
\end{aligned}
$$

Then, $Y(t)$ can be written as

$$
Y(t)=c_{k}(t) E_{1}(t)+s_{k}(t) E_{2}(t)
$$

Proposition 2.61 (Gauss's Lemma). Let $M$ be a Riemmanian manifold, $p \in M$, and $u, v \in T_{p} M$. Then, for any $u, v \in T_{p} M$ the following inequality holds.

$$
\left\langle d \exp _{p}(u) v, d \exp _{p}(u) u\right\rangle=\langle u, v\rangle .
$$

Definition 2.62 (Conjugate point). Let $M$ be a Riemannian manifold and $\gamma:[a, b] \rightarrow$ $M$ be a geodesic. Put $p:=\gamma(a), q:=\gamma(b)$. We say that $q$ is conjugate to $p$ along $\gamma$ provided there exists a nonzero Jacobi field $Y$ along $\gamma$ satisfying that $Y(a)=0, Y(b)=0$.

Definition 2.63 ( $N$-Jacobi field). Let $N$ be a submanifold of a Riemannian manifold $M$ and $u \in T_{p} N^{\perp}(p \in N)$. Then, a Jacobi field $Y$ along $\gamma_{u}$ is called a $N$-Jacobi field provided $Y$ satisfies

$$
Y(0) \in T_{p} N, \quad \nabla Y(0)-A_{u} Y(0) \in T_{p} N^{\perp}
$$

where $A_{u}$ is the shape operator of $N$ with respect to $u$.
Example 2.64. Let $H$ be a hypersurface in a Riemannian manifold $M, \nu$ be a normal vector field on $N$, and $u \in T_{p} N$. Define the function $\Psi: N \times \mathbb{R}$ as

$$
\Psi(p, t):=t \nu_{p} .
$$

Then, the $H$-Jacobi field $Y$ along $\gamma_{\nu_{p}}(p \in N)$ with $Y(0)=u, \nabla Y(0)=A_{\nu_{p}}$ can be written as

$$
Y(t)=d(\exp \circ \Psi)(p, t)(u, 0),
$$

where $(u, 0) \in T_{p} N \oplus T_{t} \mathbb{R}=T_{(p, t)}(N \times \mathbb{R})$.
Next we recall the Riemannian measure.
Definition 2.65 (Inner product on exterior power). Let $V$ be an $n$-dimennsional real inner product space and $\left\{e_{i}\right\}_{i=1}^{n}$ be an orthonormal basis on $V$. We denote by $\bigwedge^{r}(V)$ the $r$ th exterior power of $V^{*}$. Then, the inner product on $\bigwedge^{r}(V)$ is defined as

$$
\left\langle\sum_{i_{1}<\cdots<i_{r}} a_{i_{1}, \ldots, i_{r}} e_{i_{1}} \wedge \cdots \wedge e_{i_{r}}, \sum_{j_{1}<\cdots<j_{r}} b_{j_{1}, \ldots, j_{r}} e_{j_{1}} \wedge \cdots \wedge e_{j_{r}}\right\rangle:=\sum_{i_{1}<\cdots<i_{r}} a_{i_{1}, \ldots, i_{r}} b_{i_{1}, \ldots, i_{r}},
$$

which does not depend on the choice of the orthonormal basis $\left\{e_{i}\right\}_{i=1}^{n}$.
Remark 2.66. Let $V$ be an $n$-dimennsional real inner product space and $\left\{e_{i}\right\}_{i=1}^{n}$ be an orthonormal basis on $V$. Then, for $v_{1}, \ldots, v_{n} \in V$, the follwing equalities hold:

$$
\begin{gathered}
v_{1} \wedge \cdots \wedge v_{n}=\operatorname{det}\left(\left\langle v_{i}, e_{j}\right\rangle\right)_{i, j} e_{1} \wedge \cdots \wedge e_{n} \\
\left|v_{1} \wedge \cdots \wedge v_{n}\right|=\left|\operatorname{det}\left(\left\langle v_{i}, e_{j}\right\rangle\right)_{i, j}\right|=\sqrt{\operatorname{det}\left(\left\langle v_{i}, v_{j}\right\rangle\right)_{i, j}} .
\end{gathered}
$$

Definition 2.67 (Determinant of linear map between inner product spaces). Let $V, W$ be $n$-dimensional inner product spaces and $\left\{e_{1}, \ldots, e_{n}\right\},\left\{f_{1}, \ldots, f_{n}\right\}$ be orthonormal bases of $V$ and $W$, respectively. Let $T: V \rightarrow W$ be a linear map. We define the determinant of $T$ as

$$
\operatorname{det} T:=\operatorname{det}\left(\left\langle T\left(e_{i}\right), f_{j}\right\rangle_{W}\right)_{i j} .
$$

By the definition, the following holds.

$$
|\operatorname{det} T|=\sqrt{\operatorname{det}\left(\left\langle T\left(e_{i}\right), T\left(e_{j}\right)\right\rangle_{W}\right)_{i j}}=\left|T\left(e_{1}\right) \wedge \cdots \wedge T\left(e_{n}\right)\right| .
$$

For $A \subset M$, we denote by $\chi_{A}$ the indicator function of $A$.
Definition 2.68 (Riemannian measure). Let $M$ be an $n$-dimensional Riemannian manifold $M$ and $\mathcal{B}$ be the Borel algebra on $M$ (or the $\sigma$-algebra generated by the family of inverse images of Lebesgue measurable sets by coordinate systems on $M$ ). Take an atlas $\left\{\left(U_{\alpha}, \varphi_{\alpha}=\left(x_{\alpha}^{1}, \ldots, x_{\alpha}^{n}\right)\right)\right\}_{\alpha \in A}$ and a partition of unity $\left\{\rho_{\alpha}\right\}_{\alpha \in A}$ subordinate to $\left\{U_{\alpha}\right\}_{\alpha \in A}$. Define the function $J_{\alpha}: U_{\alpha} \rightarrow \mathbb{R}$ as

$$
J_{\alpha}(p):=\left|\operatorname{det} d \varphi_{\alpha}^{-1}\left(\varphi_{\alpha}(p)\right)\right|=\sqrt{\operatorname{det}\left(\left\langle\frac{\partial}{\partial x_{\alpha}^{i}}(p), \frac{\partial}{\partial x_{\alpha}^{j}}(p)\right\rangle\right)_{i j}}=\left|\frac{\partial}{\partial x_{\alpha}^{1}}(p) \wedge \cdots \wedge \frac{\partial}{\partial x_{\alpha}^{n}}(p)\right|
$$

Then, the Riemannian measure $v_{M}: \mathcal{B} \rightarrow[0,+\infty]$ is defined as

$$
v_{M}(B):=\sum_{\alpha \in A} \int_{\varphi_{\alpha}\left(U_{\alpha}\right)}\left(\rho_{\alpha} \chi_{B} J_{\alpha}\right) \circ \varphi_{\alpha}^{-1}\left(x_{\alpha}^{1}, \ldots, x_{\alpha}^{n}\right) d x_{\alpha}^{1} \cdots d x_{\alpha}^{n},
$$

which does not depend on the choice of the atlas $\left\{\left(U_{\alpha}, \varphi_{\alpha}=\left(x_{\alpha}^{1}, \ldots, x_{\alpha}^{n}\right)\right)\right\}_{\alpha \in A}$ and the partition of unity $\left\{\rho_{\alpha}\right\}_{\alpha \in A}$. Then, a triple $\left(M, \mathcal{B}, v_{M}\right)$ become a measure space. $v_{M}(B)$ is called a volume of $B$, denoted by $\operatorname{vol}(B)$.

Proposition 2.69. Let $M, N$ be Riemannian manifolds with $\operatorname{dim} M=\operatorname{dim} N$ and $\varphi: N \rightarrow M$ be a diffeomorphism. Then, for any integrable function $f$ on $M$, the following equality holds:

$$
\int_{M} f d v_{M}=\int_{N} f \circ \varphi|\operatorname{det} d \varphi| d v_{N}
$$

In particular, for an isometry $\varphi: N \rightarrow M$,

$$
\int_{M} f d v_{M}=\int_{N} f \circ \varphi d v_{N}
$$

For a Riemannian manifold $M$ and $p \in M$, we define the diffeomorphism $\Theta_{p}:(0, \infty) \times$ $S_{p} M \rightarrow T_{p} M \backslash\left\{o_{p}\right\}$,

$$
\Theta_{p}(t, u):=t u
$$

where $S_{p} M:=\left\{u \in T_{p} M| | u \mid=1\right\} \subset T_{p} M$ the unit sphere in $T_{p} M$ and $o_{p}$ is the origin of $T_{p} M$. For any $r>0$ define the map $\Theta_{p, r}: S_{p} M \rightarrow T_{p} M \backslash\left\{o_{p}\right\}$ as $\Theta_{p, r}(u):=\Theta_{p}(r, u)$. We shall estimate the $(n-1)$-dimesional volume $\operatorname{vol}_{n-1}(\partial B(p, r))$ applying Proposition 2.69 for the diffeomorphism $\exp _{p} \circ \Theta_{p, r}: S_{p} M \rightarrow \partial B(p, r)(r>0$ is sufficiently small).

Proposition 2.70. We put

$$
\begin{aligned}
\theta_{p}(t, u) & :=\left|\operatorname{det} d\left(\exp _{p} \circ \Theta_{p}\right)(t, u)\right| \\
\theta_{p, r}(u) & :=\left|\operatorname{det} d\left(\exp _{p} \circ \Theta_{p, r}\right)(u)\right|
\end{aligned}
$$

For $(t, u) \in(0,+\infty) \times S_{p} M$ and an orthonormal basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $T_{p} M$ with $e_{n}=u$, we take the Jacobi fields $Y_{i}(i=1, \ldots, n-1)$ along the normal geodesic $\gamma_{u}$ with $Y_{i}(0)=$ $0, \nabla Y_{i}(0)=e_{i}$. Then, the following equalities hold.

$$
\begin{gathered}
\theta_{p}(t, u)=t^{n-1} \sqrt{\operatorname{det}\left\langle d \exp _{p}(u) e_{i}, d \exp _{p}(u) e_{j}\right\rangle_{1 \leq i, j \leq n-1}} \\
=\sqrt{\operatorname{det}\left\langle Y_{i}(t), Y_{j}(t)\right\rangle_{1 \leq i, j \leq n-1}}, \\
\theta_{p, r}(u)=\theta_{p}(r, u) .
\end{gathered}
$$

Example 2.71. Let $r_{0}$ be a positive constant such that $\exp _{p} \mid B\left(o_{p}, r_{0}\right)$ is a diffeomorphism. Then, by Proposition 2.70 we have, for $0<r<r_{0}$,

$$
\begin{gathered}
\operatorname{vol}(B(p, r))=\int_{S_{p} M} \int_{0}^{r} \theta_{p}(t, u) d t d v_{S_{p} M}(u) \\
\operatorname{vol}_{n-1}(\partial B(p, r))=\int_{S_{p} M} \theta_{p, r}(u) d v_{S_{p} M}(u)
\end{gathered}
$$

Corollary 2.72. Let $M$ be a $n$-dimensional Riemannian manifold and $p \in M$. Then, the following hold:

$$
\begin{aligned}
\lim _{\varepsilon \rightarrow 0} \frac{\operatorname{vol}(B(p, \varepsilon))}{\varepsilon^{n}} & =\operatorname{vol}\left(B_{0}^{n}(1)\right), \\
\lim _{\varepsilon \rightarrow 0} \frac{\operatorname{vol}_{n-1}(\partial B(p, \varepsilon))}{\varepsilon^{n-1}} & =\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right), \\
\lim _{\varepsilon \rightarrow 0} \frac{\operatorname{vol}_{n-1}(\partial B(p, \varepsilon))}{\operatorname{vol}(B(p, \varepsilon))^{\frac{n-1}{n}}} & =\frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{\operatorname{vol}\left(B_{0}^{n}(1)\right)^{\frac{n-1}{n}}},
\end{aligned}
$$

where $B_{0}^{n}(1)$ is a unit ball in n-dimensional Euclidean space $\mathbb{R}^{n}$.
If $M$ has a constant curvature $k$, then a Jacobi field $Y$ along the normal geodesic $\gamma_{u}$ $\left(u \in S_{p} M\right)$ with $Y(0)=0$ can be written as

$$
Y(t)=s_{k}(t) E(t)
$$

where $E$ is the parallel vector field along $\gamma_{u}$ with $E(0)=\nabla Y(0)$. In this case, the following corollary holds.

Corollary 2.73. Let $M$ be a n-dimensional Riemannian manifold with constant curvature $k$. Then, we have

$$
\begin{aligned}
\theta_{p}(t, u) & =s_{k}^{n-1}(t), \\
\theta_{p, r}(u) & =s_{k}^{n-1}(r),
\end{aligned}
$$

and for a constant $r_{0}$ such that $\exp _{p} \mid B\left(o_{p}, r_{0}\right)$ is a diffeomorphism, the following hold: for any $0<r<r_{0}$,

$$
\begin{aligned}
& \operatorname{vol}(B(p, r))=\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right) \int_{0}^{r} s_{k}^{n-1}(t) d t \\
& \operatorname{vol}_{n-1}(\partial B(p, r))=\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right) s_{k}^{n-1}(r)
\end{aligned}
$$

In particular,

$$
\operatorname{vol}\left(B_{0}^{n}(1)\right)=\frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{n}
$$

Proposition 2.74 (Coarea formula). Let $M$ be a Riemannian manifold and $f$ be a proper smooth function on M. By Sard's theorem, the set of critical values is a null set in $\mathbb{R}$, and for almost everywhere regular point $t \in \mathbb{R}, f^{-1}(t)$ is a compact hypersurface in M. Then, for any integrable function $u$, the following equality holds.

$$
\int_{m} u|\nabla f| d v_{M}=\int_{-\infty}^{+\infty}\left[\int_{f^{-1}(t)} u d v_{f^{-1}(t)}\right] d t
$$

where $v_{f^{-1}(t)}$ is the Riemannian measure of the Riemannian submanifold $f^{-1}(t)$ of $M$.
Theorem 2.75 (Divergence theorem). Let $M$ be a Riemannian manifold. Then, for any $C^{1}$-vector field $X$ on $M$ with compact support, the following equality holds.

$$
\int_{M} \operatorname{div} X d v_{M}=0
$$

Next, we define the completeness and recall some comparison theorems.
Definition 2.76 (Geodesically complete). A Riemannian manifold $M$ is called to be geodesically complete at $p \in M$ provided for any $u \in T_{p} M$ the geodesic $\gamma_{u}$ is defined on $\mathbb{R}$. $M$ is called to be geodesically complete provided for any $p \in M, M$ is geodesically complete at $p$.

Theorem 2.77 (Hopf-Rinow theorem). Let $M$ be a connected Riemannian manifold. Then, the following are equivalent.
(i) $M$ is a complete metric space for the Riemannian distance $d$ of $M$.
(ii) There exists $p \in M$ shuch that $M$ is geodesically complete at $p$.
(iii) $M$ is geodesically complete.
(iv) There exists $p \in M$ such that for any $r>0, \overline{B(p, r)}:=\{q \in M \mid d(p, q) \leq r\}$ is compact.
(v) For any $p \in M$ and $r>0, \overline{B(p, r)}$ is compact.

We simply say that a connected Riemannian manifold $M$ is complete provided $M$ satisfies the condition in Theorem 2.77. We see that compact connected Riemannian manifolds are complete.

Proposition 2.78. Let $M, N$ be connected Riemannian manifolds and $f: M \rightarrow N$ be a local isometry. If $M$ is complete, then $f$ is a Riemannian covering.

Theorem 2.79 (Rauch comparison theorem). Let $M$ be a complete Riemannian manifold and $K_{M}$ be a sectional curvature of $M$. Let $\gamma:[0, \infty) \rightarrow M$ be a normal geodesic and $Y$ be a normal Jacobi field along $\gamma$ with $Y(0)=0$.
(i) Assume $K_{M} \leq \Delta$ and put $t_{0}:=\sup \left\{t>0 \mid 0<\forall t^{\prime}<t, s \Delta\left(t^{\prime}\right)>0\right\}$. Then, for $0<t<t_{0}$,

$$
|Y(t)| \geq|\nabla Y(0)| s_{\Delta}(t)
$$

(ii) Assune $K_{M} \geq \delta$ and let $t_{0}$ be the minimum positive value of $t$ such that $\gamma(t)$ is conjugate to $\gamma(0)$ along $\gamma$ (if for all $t>0$ the point $\gamma(t)$ is not conjugate to $\gamma(0)$ along $\gamma$, then put $\left.t_{0}:=+\infty\right)$. Then, for $0<t<t_{0}$,

$$
|Y(t)| \leq|\nabla Y(0)| s_{\delta}(t)
$$

Corollary 2.80. Let $M$ be a complete Riemannian manifold satisfying $\delta \leq K_{M} \leq \Delta$.
(i) Let $p \in M$ and $u \in T_{p} M$ be a non-zero tangent vector such that $0<|u|<\pi / \sqrt{\Delta}$ (when $\Delta \geq 0$, we interpret $\pi / \sqrt{\Delta}=+\infty$ ). Then, for all non-zero tangent vector $v \in T_{p} M$ with $u \perp v$ the following inequalities hold.

$$
\frac{s_{\Delta}(|u|)}{|u|} \leq \frac{\left|d \exp _{p}(u) v\right|}{|v|} \leq \frac{s_{\delta}(|u|)}{|u|}
$$

(ii) Assume $M$ is compact. Then, for $\varepsilon>0$ there exists a positive constant $r=$ $r\left(M, g_{M}, \varepsilon\right)<i(M)$ such that for any $p \in M$ and domain $\Omega \subset B(r, p)$ with smooth boudary the following inequlities hold.

$$
\begin{gathered}
(1-\varepsilon) \operatorname{vol}(\tilde{\Omega})<\operatorname{vol}(\Omega)<(1+\varepsilon) \operatorname{vol}(\tilde{\Omega}) \\
(1-\varepsilon) \operatorname{vol}(\tilde{\Omega})<\operatorname{vol}(\partial \Omega)<(1+\varepsilon) \operatorname{vol}(\partial \tilde{\Omega})
\end{gathered}
$$

where $\tilde{\Omega}:=\exp _{p}^{-1}(\Omega), \operatorname{vol}(\tilde{\Omega})$ is the Euclidean volume on $T_{p} M$ induced by the its innner product $g_{p}$, and $\operatorname{vol}(\partial \tilde{\Omega})$ is the $(n-1)$-dimensional volume as the Riemanian submanifold $\partial \tilde{\Omega} \subset T_{p} M$.

Proposition 2.81 (Bishop's inequality). Let $M$ be a complete $n$-dimensiona Riemannian manifold with $\operatorname{Ric}_{M} \geq k(k \in \mathbb{R})$. Then, for any $p \in M$ and $r>0$ the following inequality holds.

$$
\operatorname{vol}(B(p, r)) \leq \operatorname{vol}\left(B_{k}^{n}(r)\right)
$$

where $B_{k}^{n}(r)$ is the ball of radius $r$ on the $n$-dimensional simply connected space form with constant curvature $k$.

Theorem 2.82 (Heintze-Karcher). Let $M$ be a complete Riemannian manifold with $\operatorname{Ric}_{M} \geq k g_{M}$ for some $k \in \mathbb{R}$ and $H$ be a hypersurface in $M$. Let $\nu$ be a unit normal vetor field on $H$ and $\eta$ be the mean curvature function of $H$ with respect to $\nu$. Then, the following inequality holds.

$$
|\operatorname{det} d \Psi|(p, t) \leq\left(c_{k}(t)+\eta(p) s_{k}(t)\right)^{n-1}, \quad 0 \leq t \leq t_{0}\left(H, \nu_{p}\right)
$$

where $t_{0}\left(H, \nu_{p}\right):=\sup \left\{t>0 \mid\right.$ for any $\left.t^{\prime} \in(0, t), \operatorname{rank} d \Psi\left(p, t^{\prime}\right)=n\right\}$.
Finally, we recall the Gromov's almost flat theorem [9].
Proposition 2.83 (Gromov's almost flat theorem). Let $M$ be a compact connected $n$-dimensional Riemannian manifold. Then, there exists an explicit postitive constant $\varepsilon=$ $\varepsilon(n)$ such that if $\left|K_{M} \operatorname{diam}(M)^{2}\right|<\varepsilon$, then the universal covering of $M$ is diffeomorphic to $\mathbb{R}^{n}$.

### 2.3 Lie group, Lie algebra, and homogeneous space

Definition 2.84 (Lie Group). Let $G$ be a group with structure of a $C^{\infty}$-manifold. Then, $G$ is called a Lie group provided the map $G \times G \rightarrow G$ defined by $(a, b) \mapsto a b^{-1}$ is smooth.

Proposition 2.85. The product of two Lie groups is also a Lie group.
Definition 2.86 (Lie subgroup). Let $H$ be a subgroup of a Lie group $G$. Then, $H$ is called a Lie subgroup provided $H$ is a Lie group and the inclusion map $\iota: H \hookrightarrow G$ is a smooth immersion.

Proposition 2.87. Let $G$ be a subgroup and $N$ be a normal Lie subgroup of $G$. Then, the quatient $G / N$ is also a Lie group.

Definition 2.88 (Lie group homomorphism and Lie group isomorphism). Let $G$ and $H$ be Lie groups. Then, a smooth homomorhism $F: G \rightarrow H$ is called a Lie group homomorphism. Moreover, if $F: G \rightarrow H$ is bijective and $F^{-1}: H \rightarrow G$ is a Lie group homomorphism, then $F$ is called a Lie group isomorphism and we say that $G$ is isomorphic to $H$.

For a group $G$, we denote by $L_{a}$ (resp. $R_{a}$ ) the left (resp. right) translation of $a \in G$ defined by $L_{a}: G \rightarrow G, x \rightarrow a x$ (resp. $R_{a}: G \rightarrow G, x \rightarrow x a$ ). Note that if $G$ is a Lie group, then for any $a \in G$ the left translation $L_{a}$ and the right translation $R_{a}$ are diffeomorphisms on $M$

Definition 2.89 (Left invariant vector field and Right invariant vector field). Let $\tilde{X}$ be a smooth vector field on a Lie group $G$. Then, $\tilde{X}$ is called a left (resp. right) invariant vector field on $G$ provided for any $a \in G$ the equality

$$
d L_{a}(\tilde{X})=\tilde{X} \quad\left(\text { resp. } d R_{a}(\tilde{X})=\tilde{X}\right)
$$

holds.
Definition 2.90 (Lie algebra). Let $\mathfrak{g}$ be a real vector field with binary operation $[\cdot, \cdot]$ on $\mathfrak{g}$. The binary operation $[\cdot, \cdot]$ is called a Lie bracket on $\mathfrak{g}$ provided the following hold:
(i) For any $a, b \in \mathbb{R}$ and $x, y, z \in \mathfrak{g}$,

$$
\begin{aligned}
{[a x+b y, z] } & =a[x, z]+b[y, z], \\
{[x, a y+b z] } & =a[x, y]+b[x, z] .
\end{aligned}
$$

(ii) For any $x, y \in \mathfrak{g}$,

$$
[x, y]=-[y, x] .
$$

(iii) For any $x, y, z \in \mathfrak{g}$,

$$
[[x, y], z]+[[y, z], x]+[[z, x], y]=0 .
$$

If $[\cdot, \cdot]$ is a Lie bracket, then we say that $\mathfrak{g}$ is a Lie algebra.
For instance, the space $\mathcal{X}(M)$ of vector fields on a smooth manifold $M$ with Lie bracket $[\cdot, \cdot]$, defined by $[X, Y](f):=X(Y(f))-Y(X(f))\left(f \in C^{\infty}(M)\right)$, is a Lie algebra.

Definition 2.91 (Adjoint endmorphism). Let $\mathfrak{g}$ be a Lie algebra. For any $a \in \mathfrak{g}$, we define the adjoint endmorphism $\operatorname{ad}_{a}: \mathfrak{g} \rightarrow \mathfrak{g}$ as

$$
\operatorname{ad}_{a}(x):=[a, x] .
$$

Definition 2.92 (Lie algebra of Lie group). Let $G$ be a Lie group. Since for any left invariant vector fields $\tilde{X}$ and $\tilde{Y}$ on $G$ the Lie bracket $[\tilde{X}, \tilde{Y}]$ is also a left invariant vector field, the space $\operatorname{Lie}(G)$ of left invariant vector fields on $G$ become a Lie subalgebra of $\mathcal{X}(G)$. We say that $\operatorname{Lie}(G)$ is the Lie algebra of $G$.

For a Lie group $G$, we see that the dimension of $G$ as a manifold is equal to the dimension of $\operatorname{Lie}(G)$ as a vector field.

Definition 2.93 (Universal covering group). Let $G$ be a connected Lie group and take a universal cover $\pi: \tilde{G} \rightarrow G$. Then, there exists a structure of Lie group on $\tilde{G}$ such that $\pi$ become a group homomorphism and a smooth map. We say that $\tilde{G}$ is a universal covering group. The universal covering group $\tilde{G}$ is unique up to group isomorphism.

Theorem 2.94 (Structure theorem of compact Lie group [3]). Let $G$ be a compact connected Lie group. Then, there exist a nonnegative integer $k(\leq n)$, a simply connected compact Lie group $G_{0}$, and a finite central subgroup $Z$ of $\mathbb{T}^{n} \times G_{0}$ such that $G$ is ismorphic to $\left(\mathbb{T}^{n} \times G_{0}\right) / Z$.

Remark 2.95. Note that the simply connected Lie group $\mathbb{R}^{n} \times G_{0}$ is a universal covering group of $G=\left(\mathbb{T}^{n} \times G_{0}\right) / Z$.

Next, we define homogeneous spaces.
Definition 2.96 (Lie transformation group). Let $G$ be a Lie group and $M$ be a smooth manifold. If $G$ acts on $M$ (on the left) and the group action $(g, p) \mapsto g \cdot p$ is smooth, then $G$ is called a Lie transformation group acting on $M$.

Definition 2.97 (Homogeneous space). Let $G$ be a Lie transformation group acting a smooth manifold $M$. If $G$ acts transitively, then $M$ is called a homogeneous space.

Definition 2.98 (Isotoropy group). Let $G$ be a Lie transformation group acting a smooth manifold $M$ and $p \in M$. Then, the closed Lie subgroup $H$ of $G$ defined as

$$
H:=\{g \in G \mid g \cdot p=p\}
$$

is called an isotoropy group.
Proposition 2.99. Let $G$ be a Lie transformation group acting a smooth manifold $M, p \in M$. Assume that $M$ is a homogeneous space. Then, for the isotoropy group $H:=\{g \in G \mid g \cdot p=p\}, G / H$ becomes a smooth manifold. Moreover, the map $G / H \rightarrow$ $M, g H \mapsto g \cdot p$ is a diffeomorphism.

## 3 Isometry group and Killing vector fields

### 3.1 Definition and some properties

Definition 3.1. Let $M$ be a Riemannian manifold and $\operatorname{Isom}(M)$ be the set of isometries on $M$. Then, considering the composition of isometries as the group law, Isom $(M)$ become a group. The group $\operatorname{Isom}(M)$ is called an isometry group.

Proposition 3.2. For a Riemannian manifold $M$, there exists a unique way to make Isom $(M)$ a Lie group as follws:
(i) The action $\operatorname{Isom}(M) \times M \rightarrow M,(\varphi, p) \mapsto \varphi(p)$ is smooth.
(ii) A one-parameter group $\alpha: \mathbb{R} \rightarrow \operatorname{Isom}(M)$ is smooth as a map if the map $\mathbb{R} \times M \rightarrow$ $M,(t, p) \mapsto \alpha(t)(p)$ is smooth.

Definition 3.3 (Riemannian homogeneous space). Let $M$ be a Riemannian manifold. Then, if the isometry group $\operatorname{Isom}(M)$ acts on $M$ transitively, then $M$ is called a Riemannian homogeneous space

Definition 3.4 (Killing vector field). A smooth vector field $X$ on a Riemannian manifold on $M$ is called a Killing vector field provided

$$
\mathcal{L}_{X} g_{M}=0,
$$

where $\mathcal{L}_{X} g_{M}$ be the Lie derivative of $g_{M}$ with respect to $X$.
By the definition of Lie derivative, $X$ is a Killing vector field on a Riemannian manifold $M$ if and only if for any vector fields $Y, Z \in \mathcal{X}(M)$ the following eaualiy holds:

$$
\left\langle\nabla_{Y} X, Z\right\rangle+\left\langle\nabla_{Z} X, Y\right\rangle=0 .
$$

Proposition 3.5. Let $X$ be a Killing vector field on a Riemannian maniofld $M$. Then, the following hold.
(i) For any isometry $\varphi \in \operatorname{Isom}(M)$, the vector field $d \varphi(X)$ is also a Killing vector filed.
(ii) For any (local) flow $\left(\varphi_{t}\right)_{t}$ of $X$ the map $\varphi_{t}$ is (locally) isometric if and only if $X$ is a Killing vector field. In particular, if $X$ is a complete vector field, then $\varphi_{t} \in \operatorname{Isom}(M)$ for the flow $\left(\varphi_{t}\right)_{t}$ of $X$.
(iii) For any geodesic $\gamma$ on $M, X(t):=X_{\gamma(t)}$ is a Jacobi field along $\gamma$.
(iv) For any integral cunrve $c$ of $X, c$ have a constant speed.
(v) If the manifold $M$ is complete, then $X$ is a complete vector field.

Proposition 3.6 (Bochner formula [14]). Let $X$ be a Killing vector field on a $n$ dimensional Riemannian maniofld $M$. Then, the following equality holds:

$$
\frac{1}{2} \Delta|X|^{2}=-|\nabla X|^{2}+\operatorname{Ric}(X, X)
$$

where $|\nabla X|(p):=\left(\sum_{i=1}^{n}\left|\nabla_{e_{i}} X\right|^{2}\right)^{1 / 2} \quad\left(\left\{e_{i}\right\}_{i=1}^{n}\right.$ is an orthonormal basis of $\left.T_{p} M\right)$.
Proof. By the definition of Killing vector fields, for any vector field $Y \in \mathcal{X}(M)$ we have

$$
\left.\left.\langle\nabla| X\right|^{2}, Y\right\rangle=Y\left(|X|^{2}\right)=2\left\langle\nabla_{Y} X, X\right\rangle=-2\left\langle\nabla_{X} X, Y\right\rangle
$$

and thus

$$
\nabla|X|^{2}=-2 \nabla_{X} X
$$

From this equality, we have

$$
\frac{1}{2} \Delta|X|^{2}=\operatorname{div} \nabla_{X} X
$$

Let $\left(U,\left(x^{1}, \ldots, x^{n}\right)\right)$ be a normal coordinate system at $p \in M$ and put $\partial_{i}:=\partial / \partial x^{i}$ $(i=1, \ldots, n)$. By the definition of divergene and curvature tensor, we have

$$
\begin{aligned}
\frac{1}{2} \Delta|X|^{2} & =\sum_{i=1}^{n}\left\langle\nabla_{\partial_{i}} \nabla_{X} X, \partial_{i}\right\rangle \\
& =\sum_{i=1}^{n}\left[\left\langle R\left(\partial_{i}, X\right) X, \partial_{i}\right\rangle+\left\langle\nabla_{X} \nabla_{\partial_{i}} X, \partial_{i}\right\rangle+\left\langle\nabla_{\left[\partial_{i}, X\right]} X, \partial_{i}\right\rangle\right] \\
& =\operatorname{Ric}(X, X)+\sum_{i=1}^{n}\left[\left\langle\nabla_{X} \nabla_{\partial_{i}} X, \partial_{i}\right\rangle+\left\langle\nabla_{\left[\partial_{i}, X\right]} X, \partial_{i}\right\rangle\right]
\end{aligned}
$$

Since $\left\langle\nabla_{\partial_{i}} X, \partial_{i}\right\rangle \equiv 0$, we have

$$
\begin{aligned}
\left\langle\nabla_{X} \nabla_{\partial_{i}} X, \partial_{i}\right\rangle+\left\langle\nabla_{\left[\partial_{i}, X\right]} X, \partial_{i}\right\rangle & =\left\langle\nabla_{X} \nabla_{\partial_{i}} X, \partial_{i}\right\rangle-\left\langle\nabla_{\partial_{i}} X,\left[\partial_{i}, X\right]\right\rangle \\
& =\left\langle\nabla_{X} \nabla_{\partial_{i}} X, \partial_{i}\right\rangle+\left\langle\nabla_{\partial_{i}} X, \nabla_{X} \partial_{i}\right\rangle-\left|\nabla_{\partial_{i}} X\right|^{2} \\
& =X\left\langle\nabla_{\partial_{i}} X, \partial_{i}\right\rangle-\left|\nabla_{\partial_{i}} X\right|^{2} \\
& =-\left|\nabla_{\partial_{i}} X\right|^{2} .
\end{aligned}
$$

Thus, we get the conclusion.
Proposition 3.7 (Kato's inequality [1]). Let $X$ be a Killing vector field on a Riemannian maniofld $M$. Then, the inequality

$$
|\nabla| X||\leq|\nabla X|
$$

holds on $\left\{p \in M\left|\left|X_{p}\right|>0\right\}\right.$.

Proof. Let $p \in M$ such that $\left|X_{p}\right|>0$ and $\left\{e_{i}\right\}_{i=1}^{n}$ be an orthonormal basis of $T_{p} M$. Then,

$$
\left.|\nabla| X\left|\left.\right|^{2}(p)=\sum_{i=1}^{n}\langle\nabla| X\right|, e_{i}\right\rangle^{2}=\sum_{i=1}^{n} e_{i}(|X|)^{2}=\sum_{i=1}^{n} \frac{\left\langle\nabla_{e_{i}} X, X_{p}\right\rangle^{2}}{\left|X_{p}\right|^{2}} \leq \sum_{i=1}^{n}\left|\nabla_{e_{i}} X\right|^{2}=|\nabla X|^{2} .
$$

### 3.2 Correspondence between Killing vector fields and left invariant vector fields

Lemma 3.8. Let $\tilde{X}$ be a left invariant vctor field on a Lie group $G$. Then, for the flow $\left(\tilde{\varphi}_{t}\right)_{t}$ of $\tilde{X}$, the follwing inequlity holds:

$$
\tilde{\varphi}_{t}=R_{g_{t}},
$$

where $g_{t}:=\tilde{\varphi}_{t}(e) \in G$ (e is the identity element of $G$ ).
Proof. Let $h \in G$ and define the curve $c$ on G as $c(t):=R_{g_{t}}(h)$. Then, we have

$$
\frac{d}{d t} c(t)=\frac{d}{d t} R_{g_{t}}(h)=\frac{d}{d t} h g_{t}=\frac{d}{d t} L_{h}\left(g_{t}\right)=\frac{d}{d t}\left(\tilde{\varphi}_{t}(e)\right)=d L_{h}\left(\tilde{X}_{\tilde{\varphi}_{t}(e)}\right)=\tilde{X}_{L_{h}\left(g_{t}\right)}=\tilde{X}_{c(t)},
$$

and thus $c(t)$ is a integral curve of $\tilde{X}$ with $c(0)=h$. By the uniqueness of integral curve and the definition of the flow $\tilde{\varphi}$ of vector field $\tilde{X}$, we get $\tilde{\varphi}_{t}(h)=R_{g_{t}}(h)$, which is the conclusion.

Lemma 3.9. Let $M$ be a Riemannian manifold and $\tilde{X}$ be a left invariant vector field on the isometry group $\operatorname{Isom}(M)$. For the flow $\left(\tilde{\varphi}_{t}\right)_{t}$ of $\tilde{X}$, we put $\varphi_{t}:=\tilde{\varphi}_{t}(\mathrm{id})$, where id is the identity map on $M$ which is the identity element of $\operatorname{Isom}(M)$. Then, $\left(\varphi_{t}\right)_{t}$ become a one-parameter transformation group on $M$ and induce a Killing vector field $X$ on $M$.

Proof. By Proposition 3.2 (i), the map $\mathbb{R} \times M \rightarrow M,(t, p) \mapsto \varphi_{t}(p)$ is smooth. By Lemma 3.8, we have

$$
\varphi_{s} \circ \varphi_{t}=R_{\varphi_{t}}\left(\varphi_{s}\right)=\tilde{\varphi}_{t}\left(\varphi_{s}\right)=\tilde{\varphi}_{t}\left(\tilde{\varphi}_{s}(\mathrm{id})\right)=\tilde{\varphi}_{s+t}(\mathrm{id})=\varphi_{s+t} .
$$

Thus, $\left(\varphi_{t}\right)_{t}$ is a one-parameter transformation group on $M$. Moreover, by Proposition 3.5 (ii), $X$ is a complete Killing vector field.

Lemma 3.10. Let $M$ be a Riemannian manifold and $X$ be a complete Killing vector field on the isometry group $\operatorname{Isom}(M)$. For the flow $\left(\varphi_{t}\right)_{t}$ of $X$, we put $\tilde{\varphi}_{t}:=R_{\varphi_{t}}$. Then, $\left(\tilde{\varphi}_{t}\right)_{t}$ become a one-parameter transformation group on $G$ and induce a left invariant vector field $\tilde{X}$ on $G$.

Proof. By Proposition 3.2 (ii) and the definition of Lie group, the map $\mathbb{R} \times \operatorname{Isom}(M) \rightarrow$ $\operatorname{Isom}(M),(t, \varphi) \mapsto \tilde{\varphi}_{t}(\psi)=\psi \circ \varphi_{t}$ is smooth. By the definition of $\tilde{\varphi}_{t}$, for any $\psi$ we have

$$
\tilde{\varphi}_{s} \circ \tilde{\varphi}_{t}(\psi)=\tilde{\varphi}_{s}\left(\psi \circ \varphi_{t}\right)=\psi \circ \varphi_{t} \circ \varphi_{s}=\psi \circ \varphi_{s+t}=\tilde{\varphi}_{s+t}(\psi),
$$

and thus we get $\tilde{\varphi}_{s} \circ \tilde{\varphi}_{t}=\tilde{\varphi}_{s+t}(\psi)$. Hence, $\left(\varphi_{t}\right)_{t}$ is a one-parameter transformation group on $\operatorname{Isom}(M)$. Moreover, we have

$$
\begin{aligned}
& \left(d L_{\psi}(\tilde{X})\right)_{\phi}=d L_{\psi}\left(\tilde{X}_{\psi^{-1} \circ \phi}\right)=\left.\frac{d}{d t}\right|_{t=0} L_{\psi}\left(\tilde{\varphi}_{t}\left(\psi^{-1} \circ \phi\right)\right) \\
= & \left.\frac{d}{d t}\right|_{t=0} L_{\psi}\left(\psi^{-1} \circ \phi \circ \varphi_{t}^{X}\right)=\left.\frac{d}{d t}\right|_{t=0} \phi \circ \varphi_{t}^{X}=\left.\frac{d}{d t}\right|_{t=0} \tilde{\varphi}_{t}(\phi)=\tilde{X}_{\phi} .
\end{aligned}
$$

Thus, $\tilde{X}$ is a left invariant vector field on $\operatorname{Isom}(M)$
We denote by Lie $(\operatorname{Isom}(M))$ the space of left invariatn vector fields on $\operatorname{Isom}(M)$ and by $\mathcal{K}(M)$ the space of complete Killing vector fields on $M$. Then, by Lemma 3.9, we can define the map $T: \operatorname{Lie}(\operatorname{Isom}(M)) \rightarrow \mathcal{K}(M)$. By the Lemma 3.10, we see that $T$ is surjective. Morerover, for $\mathcal{K}(M)$ and $T$ the following folds:

Proposition 3.11. $\mathcal{K}(M)$ is a Lie subalgebra of the algebra $\mathcal{X}(M)$ of smooth vector fields on $M$ and the map $T: \operatorname{Lie}(\operatorname{Isom}(M)) \rightarrow \mathcal{K}(M)$ is a linear isomorphism satisfying the relation $T([\tilde{X}, \tilde{Y}])=-[X, Y]$, where $X:=T(\tilde{X}), Y:=T(\tilde{Y})$.

Proof. Let $\tilde{X}$ be a left invariant vector field and $\left(\tilde{\varphi}_{t}\right)_{t}$ be the flow of $\tilde{X}$. Put $\varphi_{t}:=$ $\tilde{\varphi}_{t}(\mathrm{id})$ and $X:=T(\tilde{X})$. For each $p \in M$, define the $\operatorname{map} \pi_{p}: \operatorname{Isom}(M) \rightarrow M$ as

$$
\pi_{p}(\varphi):=\varphi(p),
$$

which is smooth by Proposition 3.2 (i). Then, we have

$$
T(\tilde{X})_{p}=X_{p}=\left.\frac{d}{d t}\right|_{t=0} \varphi_{t}(p)=\left.\frac{d}{d t}\right|_{t=0} \pi_{p}\left(\varphi_{t}\right)=\left.\frac{d}{d t}\right|_{t=0} \pi_{p}\left(\tilde{\varphi}_{t}(\mathrm{id})\right)=d \pi_{p}\left(\tilde{X}_{\mathrm{id}}\right) .
$$

It follows that $T$ is a linear isomorphism.
Next let $\tilde{X}, \tilde{Y}$ be a left invariant vector fields and $\left(\tilde{\varphi}_{t}\right)_{t}$ be the flow of $\tilde{X}$. Put $\varphi_{t}:=$ $\tilde{\varphi}_{t}(\mathrm{id})$ and $X:=T(\tilde{X}), Y:=T(\tilde{Y})$. Then, for any $\psi \in \operatorname{Isom}(M)$ we have

$$
\pi_{p} \circ R_{\varphi_{-t}} \circ L_{\varphi_{t}}(\psi)=\varphi_{t} \circ \psi \circ \varphi_{-t}(p)=\varphi_{t} \circ \pi_{\varphi_{-t}(p)}(\psi),
$$

and thus $\pi_{p} \circ R_{\varphi_{-t}} \circ L_{\varphi_{t}}=\varphi_{t} \circ \pi_{\varphi_{-t}(p)}$. From this equality, we get the relation

$$
\begin{aligned}
T([\tilde{X}, \tilde{Y}])_{p} & =d \pi_{p}\left([\tilde{X}, \tilde{Y}]_{\mathrm{id}}\right) \\
& =d \pi_{p}\left(\left.\frac{d}{d t}\right|_{t=0} \frac{d R_{\varphi_{-t}} d L_{\varphi_{t}}\left(\tilde{Y}_{\mathrm{id}}\right)-\tilde{Y}_{\mathrm{id}}}{t}\right) \\
& =\left.\frac{d}{d t}\right|_{t=0} \frac{d\left(\pi_{p} \circ R_{\varphi_{-t}} \circ L_{\varphi_{t}}\right)\left(\tilde{Y}_{\mathrm{id}}\right)-d \pi_{p}\left(\tilde{Y}_{\mathrm{id}}\right)}{t} \\
& =\left.\frac{d}{d t}\right|_{t=0} \frac{d\left(\varphi_{t} \circ \pi_{\varphi_{-t}(p)}\right)\left(\tilde{Y}_{\mathrm{id}}\right)-d \pi_{p}\left(\tilde{Y}_{\mathrm{id}}\right)}{t} \\
& =\left.\frac{d}{d t}\right|_{t=0} \frac{d \varphi_{t}\left(Y_{\varphi_{-t}(p)}\right)-Y_{p}}{t} \\
& =-[X, Y]_{p} .
\end{aligned}
$$

Moreove, It follows that Lie bracket $[X, Y]$ of Killing vector fields $X$ and $Y$ is also a Killing vector filed, and hence the conclusion follows.

### 3.3 Dimension of isometry group and Bochner's theorem

Proposition 3.12. Let $M$ be a complete $n$-domensional Riemannian manifold. Then, for the dimension of isometry group $\operatorname{Isom}(M)$, the follwing inequality holds

$$
\operatorname{dim} \operatorname{Isom}(M) \leq \frac{1}{2} n(n+1)
$$

Theorem 3.13 (Bochner). Let $M$ be a compact connected $n$-dimensional Riemannian manifold with $\operatorname{Ric} \geq 0$. Then, for the dimension of isometry group $\operatorname{Isom}(M)$, the inequality

$$
\operatorname{dim} \operatorname{Isom}(M) \leq n
$$

holds, and equality holds if and only if $M$ is isometric to an n-dimensional flat torus.
Proof. (a) Let $X$ be a Killing vector field on $M$. Integrating the Bochner formula (see Proposition 3.6), we get

$$
\int_{M}|\nabla X|^{2} d v_{M}=\int_{M} \operatorname{Ric}(X, X) d v_{M} \leq 0
$$

If follws that Killing vector fields on $M$ are parallel. Take $p \in M$ and put

$$
V_{p}:=\left\{X_{p} \in T_{p} M \mid X \in \mathcal{K}(M)\right\} .
$$

Then, the linear map $\Phi_{p}: \mathcal{K}(M) \rightarrow V_{p}, X \mapsto X_{p}$ is injective, and thus we have

$$
\operatorname{dim} \operatorname{Isom}(M)=\operatorname{dim} \mathcal{K}(M)=\operatorname{dim} \operatorname{Im} \Phi \leq n
$$

(b) Assume that $\operatorname{dim} \operatorname{Isom}(M)=n$. Then, it holds that $V_{p}=T_{p} M$. For a Killing vector field $X$, we denote by $\left(\varphi_{t}^{X}\right)_{t}$ the flow of $X$. Since Killing vector fields $X, Y$ are prallel, we have

$$
[X, Y]=\nabla_{X} Y-\nabla_{Y} X=0
$$

and

$$
\varphi_{s}^{X} \circ \varphi_{t}^{Y}=\varphi_{t}^{Y} \circ \varphi_{s}^{X}
$$

Moreover, the equality

$$
\varphi_{1}^{s X+t Y}=\varphi_{s}^{X} \circ \varphi_{t}^{Y}
$$

holds. In fact, $c(r):=\varphi_{r s}^{X} \circ \varphi_{r t}^{Y}(q)$ is the integral curve of the Killing vector field $s X+t Y$ since

$$
\begin{aligned}
\frac{d c}{d r}(r) & =\left.\frac{d}{d r^{\prime}}\right|_{r^{\prime}=r} \varphi_{r^{\prime} s}^{X} \circ \varphi_{r t}^{Y}(q)+\left.\frac{d}{d r^{\prime}}\right|_{r^{\prime}=r} \varphi_{r s}^{X} \circ \varphi_{r^{\prime} t}^{Y}(q) \\
& =\left.\frac{d}{d r^{\prime}}\right|_{r^{\prime}=r} \varphi_{r^{\prime} s}^{X} \circ \varphi_{r t}^{Y}(q)+\left.\frac{d}{d r^{\prime}}\right|_{r^{\prime}=r} \varphi_{r^{\prime} t}^{Y} \circ \varphi_{r s}^{X}(q) \\
& =s X_{\varphi_{r s}^{X} \circ \varphi_{r t}^{Y}(q)}+t Y_{\varphi_{r t}^{Y} \circ \varphi_{r s}^{X}(q)} \\
& =(s X+t Y)_{c(r)} .
\end{aligned}
$$

Since a Killing vector field $X$ is parallel, the curve $t \mapsto \varphi_{t}^{X}(p)$ is a geodesic and the equality

$$
\exp _{p} t X_{p}=\varphi_{t}^{X}(p)
$$

holds. From the above, we have

$$
d \exp _{p}\left(X_{p}\right) Y_{p}=\left.\frac{d}{d t}\right|_{t=0} \exp _{p}\left(X_{p}+t Y_{p}\right)=\left.\frac{d}{d t}\right|_{t=0} \varphi_{t}^{Y} \circ \varphi_{1}^{X}(p)=Y_{\exp _{p} X_{p}}
$$

Considering that the Riemannian metric on $T_{p} M$ is defined in Example 2.17 and that vector field $Y$ is parallel, it follows that the exponetial map $\exp _{p}: T_{p} M \rightarrow M$ is a local isometry. In particular, by Proposition 2.78, the exponetial map $\exp _{p}: T_{p} M \rightarrow M$ is a universal Riemannian covering. Put

$$
\Gamma:=\left(\exp _{p}\right)^{-1}(p)
$$

Then, $\Gamma$ is a descrete subgroup of $T_{p} M$. In fact, for any $X, Y \in \mathcal{K}(M)$ such that $X_{p}, Y_{p} \in \Gamma$, the following hold:

$$
\begin{gathered}
\exp _{p}\left(X_{p}+Y_{p}\right)=\varphi_{1}^{X} \circ \varphi_{1}^{Y}(p)=\varphi_{1}^{X}\left(\exp _{p} Y_{p}\right)=\varphi_{1}^{X}(p)=\exp _{p} X_{p}=p \\
\exp _{p}\left(-X_{p}\right)=\varphi_{-1}^{X}(p)=\varphi_{-1}^{X}\left(\exp _{p} X_{p}\right)=\varphi_{-1}^{X} \circ \varphi_{1}^{X}(p)=p
\end{gathered}
$$

Moreover, for any $X, Y \in \mathcal{K}(M)$ such that $\exp _{p} X_{p}=\exp _{p} Y_{p}$, we have

$$
\begin{gathered}
\exp _{p}\left(X_{p}-Y_{p}\right)=\varphi_{-1}^{Y} \circ \varphi_{1}^{X}(p)=\varphi_{-1}^{Y}\left(\exp _{p} X_{p}\right)=\varphi_{-1}^{Y}\left(\exp _{p} Y_{p}\right)=\varphi_{-1}^{Y} \circ \varphi_{1}^{Y}(p)=p, \\
X_{p}-Y_{p} \in \Gamma,
\end{gathered}
$$

and thus the bijective map $F: T_{p} M / \Gamma \rightarrow M, X_{p}+\Gamma \mapsto \exp _{p} X_{p}$ is well-defined. Note that the projection map $\pi: T_{p} M \rightarrow T_{p} M / \Gamma$ is a covering map. Let $f$ be a deck transformation of $\pi$ such that $f\left(o_{p}\right)=X_{p}\left(X \in \mathcal{K}(M), X_{p} \in \Gamma\right)$. For each $u \in T_{p} M$, put

$$
\varphi_{t}^{f(u)}:=\varphi_{t}^{Z}, \quad(t \in \mathbb{R})
$$

where $Z \in \mathcal{K}(M)$ such that $Z_{p}=f(u)$. Then, we have

$$
\exp _{p}\left(f(u)-X_{p}\right)=\varphi_{1}^{f(u)} \circ \varphi_{-1}^{X}(p)=\varphi_{1}^{f(u)}\left(\exp _{p}\left(-X_{p}\right)\right)=\varphi_{1}^{f(u)}(p)=\exp \circ f(p)=\exp _{p} u
$$

and thus $\tilde{f}:=f-X_{p}$ is also a deck transformation of $\pi$. However, from $\tilde{f}\left(o_{p}\right)=o_{p}, \tilde{f}$ is the identitiy map, and we see that

$$
f(u)=u+X_{p}
$$

is an isometry on $T_{p} M$. By Proposition 2.23, there exists a unique Riemannian metric on $T_{p} M / \Gamma$ such that the projection map $\pi: T_{p} M \rightarrow T_{p} M / \Gamma$ is a local isometry. Since the projection $T_{p} M \rightarrow T_{p} M / \Gamma$ and the exponential map $\exp _{p}: T_{p} M \rightarrow M$ are universal Riemannian coverings, we see that the map $F$ is a local isometry from $T_{p} M / \Gamma$ to $M$. Moreover, by Proposition 2.21, $F$ is an isomety. Thus, $T_{p} M / \Gamma$ is compact and $\Gamma$ is ismorphic to $\mathbb{Z}^{n}$. Hence the conclusion follows.

## 4 Riemannian curvature tensor on Lie group with left invariant metric

Definition 4.1 (Left invariant metric). Let $G$ be a Lie group with Riemannian metric $g_{G}$. Then, $g_{G}$ is called to be left invariant provided for any $h \in G$ the equality

$$
L_{h}^{*} g_{G}=g_{G},
$$

namely for any $h \in G$ the left translation $L_{h}$ is an isometry on $G$.
Proposition 4.2. Let $G$ be a Lie group with left invariant metric. Then, for any left invariant vector fields $\tilde{X}, \tilde{Y}$ on $G$, the following hold.
(i) The function $\langle\tilde{X}, \tilde{Y}\rangle$ is constant.
(ii) The covariant derivative $\nabla_{\tilde{X}} \tilde{Y}$ is also a left invariant vector field.

Proposition 4.3. Let $G$ be a Lie group with left invariant metric. Then, for any left invariant vector fields $\tilde{X}, \tilde{Y}, \tilde{Z}, \tilde{W}$ on $G$, the following hold.
(i)

$$
\nabla_{\tilde{X}} \tilde{Y}=\frac{1}{2}\left\{[\tilde{X}, \tilde{Y}]-\left(\operatorname{ad}_{\tilde{X}}\right)^{*}(\tilde{Y})-\left(\operatorname{ad}_{\tilde{Y}}\right)^{*}(\tilde{X})\right\}
$$

(ii)

$$
\langle R(\tilde{X}, \tilde{Y}) \tilde{Z}, \tilde{W}\rangle=\left\langle\nabla_{\tilde{X}} \tilde{Z}, \nabla_{\tilde{Y}} \tilde{W}\right\rangle-\left\langle\nabla_{\tilde{Y}} \tilde{Z}, \nabla_{\tilde{X}} \tilde{W}\right\rangle-\left\langle\nabla_{[\tilde{X}, \tilde{Y}]} \tilde{Z}, \tilde{W}\right\rangle
$$

(iii)

$$
\begin{aligned}
\langle R(\tilde{X}, \tilde{Y}) \tilde{Y}, \tilde{X}\rangle= & \left|\left(\operatorname{ad}_{\tilde{X}}\right)^{*}(\tilde{Y})+\left(\operatorname{ad}_{\tilde{Y}}\right)^{*}(\tilde{X})\right|^{2}-\left\langle\left(\operatorname{ad}_{\tilde{X}}\right)^{*}(\tilde{X}),\left(\operatorname{ad}_{\tilde{Y}}\right)^{*}(\tilde{Y})\right\rangle \\
& -\frac{3}{4}|[\tilde{X}, \tilde{Y}]|^{2}-\frac{1}{2}\langle[[X, Y], Y], X\rangle-\frac{1}{2}\langle[[Y, X], X], Y\rangle .
\end{aligned}
$$

Proof.
(i) By Proposition 4.2 (i), we have

$$
\begin{aligned}
& 0=\tilde{X}\langle\tilde{Y}, \tilde{Z}\rangle=\left\langle\nabla_{\tilde{X}} \tilde{Y}, \tilde{Z}\right\rangle+\left\langle\tilde{Y}, \nabla_{\tilde{X}} \tilde{Z}\right\rangle, \\
& 0=\tilde{Y}\langle\tilde{X}, \tilde{Z}\rangle=\left\langle\nabla_{\tilde{Y}} \tilde{X}, \tilde{Z}\right\rangle+\left\langle\tilde{X}, \nabla_{\tilde{Y}} \tilde{Z}\right\rangle, \\
& 0=\tilde{Z}\langle\tilde{X}, \tilde{Y}\rangle=\left\langle\nabla_{\tilde{Z}} \tilde{X}, \tilde{Y}\right\rangle+\left\langle\tilde{X}, \nabla_{\tilde{Z}} \tilde{Y}\right\rangle .
\end{aligned}
$$

By combining these equalities, we have

$$
\tilde{X}\langle\tilde{Y}, \tilde{Z}\rangle=\frac{1}{2}\{\langle[\tilde{X}, \tilde{Y}], \tilde{Z}\rangle-\langle\tilde{Y},[\tilde{X}, \tilde{Z}]\rangle-\langle\tilde{X},[\tilde{Y}, \tilde{Z}]\rangle\}
$$

and thus (i) follows.
(ii) By Proposition 4.2, we have

$$
\begin{aligned}
& 0=\tilde{X}\left\langle\nabla_{\tilde{Y}} \tilde{Z}, \tilde{W}\right\rangle=\left\langle\nabla_{\tilde{X}} \nabla_{\tilde{Y}} \tilde{Z}, \tilde{W}\right\rangle+\left\langle\nabla_{\tilde{Y}} \tilde{Z}, \nabla_{\tilde{X}} \tilde{W}\right\rangle, \\
& 0=\tilde{Y}\left\langle\nabla_{\tilde{X}} \tilde{Z}, \tilde{W}\right\rangle=\left\langle\nabla_{\tilde{Y}} \nabla_{\tilde{X}} \tilde{Z}, \tilde{W}\right\rangle+\left\langle\nabla_{\tilde{X}} \tilde{Z}, \nabla_{\tilde{Y}} \tilde{W}\right\rangle, \\
& 0=[X, Y]\langle\tilde{Z}, \tilde{W}\rangle=\left\langle\nabla_{[\tilde{X}, Y]} \tilde{Z}, \tilde{W}\right\rangle+\left\langle\tilde{Z}, \nabla_{[X, Y]} \tilde{W}\right\rangle .
\end{aligned}
$$

Thus, by the definition of Riemannian curvature tensore, we get (ii).
(iii) From (i) and (ii), we obtain (iii).

## 5 Estimates of isoperimetric constants

In this section, a domain in a manifold means an open set which is not necessarily connected. Let $M_{k}^{n}$ be the $n$-dimensional simply connected space form with constant curvature $k$. We denote by $B_{k}^{n}(r)$ the open ball of radius $r$ in $M_{k}^{n}$.

### 5.1 Some isoperimetric inequalities

Proposition 5.1. Let $\Omega$ be a domain in Euclidean space $\mathbb{R}^{n}$ with smooth boundary $\partial \Omega$. Then, the following ineqauality holds

$$
\begin{equation*}
\frac{\operatorname{vol}_{n-1}(\partial \Omega)}{\operatorname{vol}(\Omega)^{\frac{n-1}{n}}} \geq \frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{\operatorname{vol}\left(B_{0}^{n}(1)\right)^{\frac{n-1}{n}}} \tag{1}
\end{equation*}
$$

and equality holds only if $\Omega$ is a metric ball in $\mathbb{R}^{n}$.
The inequality (1) is called a isoperimetric inequality. Since a Riemanian manifold is locally apploximated by the Euclidean space locally, we have the followings:

Corollary 5.2. Let $M$ be a compact connected Riemannian n-dimensional manifold. Then, for any $\varepsilon>0$ there exists a positive constant $r=r\left(M, g_{M}, \varepsilon\right)<i(M)$ such that for any $p \in M$ and domain $\Omega \subset B(p, r)$ with smooth boundary the following inequality holds

$$
\begin{equation*}
\frac{\operatorname{vol}_{n-1}(\partial \Omega)}{\operatorname{vol}(\Omega)^{\frac{n-1}{n}}} \geq(1-\varepsilon) \frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{\operatorname{vol}\left(B_{0}^{n}(1)\right)^{\frac{n-1}{n}}} . \tag{2}
\end{equation*}
$$

Proof. By the Rauch comparison theorem (Corollary 2.80 (ii)), there exist a constant $0<r<i(M)$ such that for any $p \in M$ and domain $\Omega \subset B(p, r)$ with smooth boundary,

$$
\frac{\operatorname{vol}_{n-1}(\partial \Omega)}{\operatorname{vol}(\Omega)^{\frac{n-1}{n}}} \geq(1-\varepsilon) \frac{\operatorname{vol}_{n-1}(\partial \tilde{\Omega})}{\operatorname{vol}(\tilde{\Omega})^{\frac{n-1}{n}}}
$$

where $\tilde{\Omega}:=\exp _{p}^{-1}(\Omega), \operatorname{vol}(\tilde{\Omega})$ is the Euclidean volume on $T_{p} M$ induced by the its innner product $g_{p}$, and $\operatorname{vol}(\partial \tilde{\Omega})$ is the $(n-1)$-dimensional volume as the Riemanian submanifold $\partial \tilde{\Omega} \subset T_{p} M$. Since $T_{p} M$ is isometric to the Euclidean space $\mathbb{R}^{n}$, by Proposition 5.1 the inequality (2) follows.

### 5.2 Isoperimetric constant and isoperimetric function

Definition 5.3 (Isoperimetric constant). Let $M$ be a compact connected $n$-dimensional Riemannian manifold. Then, we define a isoperimetric constant $I_{a}(M)$ as follows: for $a>0$,
$I_{a}(M):=\inf \left\{\left.\frac{\operatorname{vol}_{n-1}(\partial \Omega)}{\operatorname{vol}(\Omega)^{a}} \right\rvert\, \Omega \subset M\right.$ is a domain with smooth boundary, $\left.\frac{\operatorname{vol}(\Omega)}{\operatorname{vol}(M)} \leq \frac{1}{2}\right\}$.

Definition 5.4 (Isoperimetric function). Let $M$ be a compact connected Riemannian manifold. Then, the isoperimetric function $h_{M}=h:(0,1) \rightarrow \mathbb{R}_{\geq 0}$ is defined as for $\beta \in(0,1)$

$$
h(\beta):=\inf \left\{v_{n-1}(\partial \Omega) \mid \Omega \in \mathcal{O}_{\beta}\right\}
$$

where $\mathcal{O}_{\beta}:=\{\Omega \subset M \mid \Omega$ is a domain with smooth boundary, $\operatorname{vol}(\Omega) / \operatorname{vol}(M)=\beta\}$.
The isoperimetric function $h(\beta)$ has the following properties.

## Proposition 5.5.

(i) $h(\beta)=h(1-\beta)$.
(ii) $\inf _{\beta \in(0,1 / 2]} h(\beta) /(\beta \operatorname{vol}(M))^{a}=I_{a}(M)$.
(iii) $h(\beta)$ is continuous.
(iv) $\lim _{\beta \rightarrow 0} h(\beta) /(\beta \operatorname{vol}(M))^{(n-1) / n}=\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right) / \operatorname{vol}\left(B_{0}^{n}(1)\right)^{(n-1) / n}$. In particular, $I_{a}(M)=0$ if $0<a<(n-1) / n$.

Proof.
(i) It is obvious, because for any $\Omega \in \mathcal{O}_{\beta}$ we have $M \backslash \bar{\Omega} \in \mathcal{O}_{1-\beta}$ and $\partial \Omega=\partial(M \backslash \bar{\Omega})$.
(ii)

$$
\begin{aligned}
I_{a}(M) & =\inf \bigsqcup_{\beta \in(0,1 / 2]}\left\{\left.\frac{\operatorname{vol}_{n-1}(\partial \Omega)}{\operatorname{vol}(\Omega)^{a}} \right\rvert\, \Omega \in \mathcal{O}_{\beta}\right\} \\
& =\inf _{\beta \in(0,1 / 2]} \inf \left\{\left.\frac{\operatorname{vol}_{n-1}(\partial \Omega)}{\operatorname{vol}(\Omega)^{a}} \right\rvert\, \Omega \in \mathcal{O}_{\beta}\right\} \\
& =\inf _{\beta \in(0,1 / 2]} \inf \left\{\left.\frac{\operatorname{vol}_{n-1}(\partial \Omega)}{(\beta \operatorname{vol}(M))^{a}} \right\rvert\, \Omega \in \mathcal{O}_{\beta}\right\} \\
& =\inf _{\beta \in(0,1 / 2]} \frac{h(\beta)}{(\beta \operatorname{vol}(M))^{a}} .
\end{aligned}
$$

(iii) By the Rauch comparison theorem (Corollary 2.80 (ii)), there exists a constant $0<r_{0}<i(M)$ such that for any $p \in M$ and $0<r \leq r_{0}$

$$
\begin{aligned}
\operatorname{vol}(B(p, r)) & >\frac{1}{2} \operatorname{vol}\left(B_{0}^{n}(1)\right) r^{n} \\
\operatorname{vol}(\partial B(p, r)) & <\frac{3}{2} \operatorname{vol}\left(\partial B_{0}^{n}(1)\right) r^{n-1} .
\end{aligned}
$$

Let $\beta \in(0,1)$ and $\Omega \in \mathcal{O}_{\beta}$. By the Fubini's theorem we get

$$
\begin{aligned}
\int_{M} \operatorname{vol}(\Omega \cap B(p, r)) d v_{M}(p) & =\int_{M} \int_{\Omega} \chi_{B(p, r)}(q) d v_{M}(q) d v_{M}(p) \\
& =\int_{\Omega} \int_{M} \chi_{B(q, r)}(p) d v_{M}(p) d v_{M}(q) \\
& =\int_{\Omega} \operatorname{vol}(B(q, r)) d v_{M}(q) \\
& >\frac{1}{2} \operatorname{vol}\left(B_{0}^{n}(1)\right) r^{n} \operatorname{vol}(\Omega),
\end{aligned}
$$

and thus there exists $p=p_{r, \Omega} \in M$ such that

$$
\operatorname{vol}(\Omega \cap B(p, r))>\frac{1}{2} \operatorname{vol}\left(B_{0}^{n}(1)\right) r^{n} \beta
$$

Then,

$$
\begin{aligned}
\frac{\operatorname{vol}(\Omega \backslash \overline{B(p, r)})}{\operatorname{vol}(M)} & =\frac{\operatorname{vol}(\Omega)-\operatorname{vol}(\Omega \cap B(p, r))}{\operatorname{vol}(M)} \\
& <\beta-\frac{\operatorname{vol}\left(B_{0}^{n}(1)\right)}{2 \operatorname{vol}(M)} r^{n} \beta=: t(r, \beta)
\end{aligned}
$$

Put $t_{0}(\beta):=\max \left\{0, t\left(r_{0}, \beta\right)\right\}$. For $\beta^{\prime} \in\left(t_{0}(\beta), \beta\right)$, set

$$
r:=\left[\frac{2\left(\beta-\beta^{\prime}\right) \operatorname{vol}(M)}{\beta \operatorname{vol}\left(B_{0}^{n}(1)\right)}\right]^{1 / n}\left(\leq\left[\frac{2\left(\beta-t\left(r_{0}, \beta\right)\right) \operatorname{vol}(M)}{\beta \operatorname{vol}\left(B_{0}^{n}(1)\right)}\right]^{1 / n}=r_{0}\right)
$$

Then, we have

$$
\frac{\operatorname{vol}(\Omega \backslash \overline{B(p, r)})}{\operatorname{vol}(M)}<t(r, \beta)=\beta^{\prime}
$$

and thus there exists $0<r^{\prime}<r$ such that

$$
\frac{\operatorname{vol}\left(\Omega \backslash \overline{B\left(p, r^{\prime}\right)}\right)}{\operatorname{vol}(M)}=\beta^{\prime}
$$

Since we can show that $\Omega \backslash \overline{B\left(p, r^{\prime}\right)}$ is a limit of a sequence of elements of $\mathcal{O}_{\beta^{\prime}}$, we get

$$
\begin{aligned}
h\left(\beta^{\prime}\right) & \leq \operatorname{vol}_{n-1}\left(\partial\left(\Omega \backslash \overline{B\left(p, r^{\prime}\right)}\right)\right) \leq \operatorname{vol}(\partial \Omega)+\operatorname{vol}_{n-1}\left(\partial B\left(p, r^{\prime}\right)\right) \\
& <\operatorname{vol}(\partial \Omega)+\frac{3}{2} \operatorname{vol}\left(\partial B_{0}^{n}(1)\right)\left(r^{\prime}\right)^{n-1}<\operatorname{vol}(\partial \Omega)+\frac{3}{2} \operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right) r^{n-1} \\
& =\operatorname{vol}(\partial \Omega)+C\left(\frac{\beta-\beta^{\prime}}{\beta}\right)^{(n-1) / n}
\end{aligned}
$$

where $C:=\frac{3}{2} \operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)\left[\frac{2 \operatorname{vol}(M)}{\operatorname{vol}\left(B_{0}^{n}(1)\right)}\right]^{(n-1) / n}$. Since for any $\Omega \in \mathcal{O}_{\beta}$, the inquality

$$
h\left(\beta^{\prime}\right)<\operatorname{vol}(\partial \Omega)+C\left(\frac{\beta-\beta^{\prime}}{\beta}\right)^{(n-1) / n}
$$

holds, we have

$$
h\left(\beta^{\prime}\right) \leq h(\beta)+C\left(\frac{\beta-\beta^{\prime}}{\beta}\right)^{(n-1) / n}
$$

On the other hand, put $t_{1}(\beta):=1-t_{0}(1-\beta)$ and let $\beta^{\prime} \in\left(\beta, t_{1}(\beta)\right)$. Then, since $1-\beta^{\prime} \in\left(t_{0}(1-\beta), 1-\beta\right)$, we have

$$
h\left(1-\beta^{\prime}\right) \leq h(1-\beta)+C\left(\frac{\beta^{\prime}-\beta}{1-\beta}\right)^{(n-1) / n}
$$

and thus by Proposition 5.5 (i),

$$
h\left(\beta^{\prime}\right) \leq h(\beta)+C\left(\frac{\beta^{\prime}-\beta}{1-\beta}\right)^{(n-1) / n}
$$

Therefore, for any $\beta^{\prime} \in\left(t_{0}(\beta), t_{1}(\beta)\right)$ the following inequality holds

$$
\left|h\left(\beta^{\prime}\right)-h(\beta)\right| \leq C\left[\frac{\left|\beta^{\prime}-\beta\right|}{\min \{\beta, 1-\beta\}}\right]^{(n-1) / n}
$$

which show that $h(\beta)$ is continuous at $\beta$.
(iv) Let $\varepsilon>0$ and take a constant $0<r<i(M)$ as in Corollary 5.2. By the compactness of $M$, there exisits a finite family of balls $\left(B\left(p_{i}, r / 2\right)\right)_{i=1}^{N}$ which covers $M$. Let $\Omega$ be a domain with smooth boudary. By the coarea formula, we get

$$
\begin{aligned}
\operatorname{vol}(\Omega) & \geq \operatorname{vol}\left(\Omega \cap B\left(r, p_{i}\right) \backslash B\left(r / 2, p_{i}\right)\right) \\
& =\int_{B\left(r, p_{i}\right) \backslash B\left(r / 2, p_{i}\right)} \chi_{\Omega}\left|\nabla d_{p_{i}}\right| d v_{M} \\
& =\int_{r / 2}^{r} \int_{\partial B\left(p_{i}, t\right)} \chi_{\Omega} d v_{\partial B\left(p_{i}, t\right)} d t \\
& =\int_{r / 2}^{r} \operatorname{vol}_{n-1}\left(\Omega \cap \partial B\left(p_{i}, t\right)\right) d t
\end{aligned}
$$

for every $i$, and thus there exists $r / 2 \leq r_{i} \leq r$ such that

$$
\operatorname{vol}_{n-1}\left(\Omega \cap \partial B\left(p_{i}, r_{i}\right)\right) \leq \frac{2}{r} \operatorname{vol}(\Omega)
$$

We denote by $\left(\tilde{\Omega}_{j}\right)_{j}$ the family of connected componets of $\Omega \backslash \bigcup_{i=1}^{N} B\left(p_{i}, r_{i}\right)$. Then, we get

$$
\begin{aligned}
\operatorname{vol}_{n-1}(\partial \Omega) & =\sum_{j} \operatorname{vol}_{n-1}\left(\partial \tilde{\Omega}_{j}\right)-2 \sum_{i=1}^{N} \operatorname{vol}_{n-1}\left(\Omega \cap \partial B\left(p_{i}, r_{i}\right)\right) \\
& \geq \sum_{j} \operatorname{vol}_{n-1}\left(\partial \tilde{\Omega}_{j}\right)-\frac{4 N}{r} \operatorname{vol}(\Omega)
\end{aligned}
$$

Since we have taken the constant $r$ as in Corollary 5.2, we can get the following estimates.

$$
\begin{aligned}
\sum_{j} \operatorname{vol}_{n-1}\left(\partial \tilde{\Omega}_{j}\right) & \geq(1-\varepsilon) \frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{\operatorname{vol}\left(B_{0}^{n}(1)\right)^{\frac{n-1}{n}}} \sum_{j} \operatorname{vol}\left(\tilde{\Omega}_{j}\right)^{\frac{n-1}{n}} \\
& \geq(1-\varepsilon) \frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{\operatorname{vol}\left(B_{0}^{n}(1)\right)^{\frac{n-1}{n}}}\left[\sum_{j} \operatorname{vol}\left(\tilde{\Omega}_{j}\right)\right]^{\frac{n-1}{n}} \\
& =(1-\varepsilon) \frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{\operatorname{vol}\left(B_{0}^{n}(1)\right)^{\frac{n-1}{n}}} \operatorname{vol}(\Omega)^{\frac{n-1}{n}}
\end{aligned}
$$

and thus

$$
\frac{\operatorname{vol}(\partial \Omega)}{\operatorname{vol}(\Omega)^{\frac{n-1}{n}}} \geq(1-\varepsilon) \frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{\operatorname{vol}\left(B_{0}^{n}(1)\right)^{\frac{n-1}{n}}}-\frac{4 N}{r} \operatorname{vol}(\Omega)^{\frac{1}{n}}
$$

Note that, for any $\Omega \in \mathcal{O}_{\beta}$, the above inequalities hold. Therefore, we get

$$
\frac{h(\beta)}{(\beta \operatorname{vol}(M))^{\frac{n-1}{n}}} \geq(1-\varepsilon) \frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{\operatorname{vol}\left(B_{0}^{n}(1)\right)^{\frac{n-1}{n}}}-\frac{4 N}{r}(\beta \operatorname{vol}(M))^{\frac{1}{n}} .
$$

Let $\beta$ tends to 0 . Then, we have

$$
\lim _{\beta \rightarrow 0} \frac{h(\beta)}{(\beta \operatorname{vol}(M))^{\frac{n-1}{n}}} \geq(1-\varepsilon) \frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{\operatorname{vol}\left(B_{0}^{n}(1)\right)^{\frac{n-1}{n}}} .
$$

Since $\varepsilon>0$ is arbitary, we get

$$
\lim _{\beta \rightarrow 0} \frac{h(\beta)}{(\beta \operatorname{vol}(M))^{\frac{n-1}{n}}} \geq \frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{\operatorname{vol}\left(B_{0}^{n}(1)\right)^{\frac{n-1}{n}}} .
$$

The inverse inequality is obtained by Corollary 2.72

### 5.3 Almgren's theorem and mean curvature

Note that a domain which attain
Proposition 5.6. Let $M$ be a compact connected $n$-dimensional Riemannian manifold and $\beta \in(0,1)$. Then, there exists a domain $\Omega$ in $M$ such that
(i) $\operatorname{vol}(\Omega) / \operatorname{vol}(M)=\beta$.
(ii) $\partial \Omega$ is a submanifold of $M$ with codimension 1 which is not necessarily smooth.
(iii) Let $H$ be the set of all smooth points in $\partial \Omega$. Then, $H$ is an open dense subset of $\partial \Omega$ and $h(\beta)=\operatorname{vol}_{n-1}(H)$.
(iv) For any $p \in M \backslash \partial \Omega$, it follows that if $q \in \partial \Omega$ satisfies $d(p, \partial \Omega)=d(p, q)$, then $q \in H$.

Take a domain $\Omega$ and a hypersurface $H \subset \partial \Omega$ as in Proposition 5.6. Let $\nu$ be the unit outward normal vector field on $H$ with respect to $\Omega$ and $f \in C_{0}^{\infty}(H)$ where $C_{0}^{\infty}(H)$ is the set of all smooth functions on $H$ with compact support. Define the functions $\Psi_{f}: H \times \mathbb{R} \rightarrow M$ and $\Psi_{f, \tau}: H \rightarrow M$ as

$$
\begin{gathered}
\Psi_{f}(p, \tau):=\exp _{H} \tau f(p) \nu_{p}, \\
\Psi_{f, \tau}(p):=\Psi_{f}(p, \tau)
\end{gathered}
$$

Put

$$
\Omega_{f}:=\Omega \cup \Psi_{f}\left(f^{-1}(0,+\infty) \times[0,1)\right) \backslash \Psi_{f}\left(f^{-1}(-\infty, 0) \times(0,1]\right)
$$

$$
H_{f}:=\Psi_{f, 1}(H) .
$$

Note that $H_{f}$ is the set of all smooth points in $\partial \Omega_{f}$ if $\|f\|_{L^{\infty}(\underline{v})}$ is sufficiently small. Also, it is know that

$$
h\left(\operatorname{vol}\left(\Omega_{f}\right) / \operatorname{vol}(M)\right) \leq \operatorname{vol}_{n-1}\left(H_{f}\right)
$$

if $\|f\|_{L^{\infty}(\underline{v})}$ is sufficiently small.
Lemma 5.7. Let $f \in C_{0}^{\infty}(H)$. For each $p \in H$, take an orthonormal basis $\left\{e_{p, 1}, \ldots, e_{p, n-1}\right\}$ of $T_{p} H$ and $H$-Jacobi fields $Y_{p, i}(i=1, \ldots, n-1)$ along the normal geodesic $\gamma_{\nu_{p}}$ with $Y_{p, i}(0)=e_{p, i}, \nabla Y_{p, i}(0)=A_{\nu_{p}} e_{p, i}$, where $A_{\nu_{p}}$ is the shape oparator of $H$. Then, if $\|f\|_{L^{\infty}(v)}$ is sufficiently small, following hold.

$$
\begin{gathered}
\left.\operatorname{vol}\left(\Omega_{f}\right)=\operatorname{vol}(\Omega)+\int_{H} f(p) \int_{0}^{1} \mid Y_{p, 1}(\tau f(p))\right) \wedge \cdots \wedge Y_{p, n-1}(\tau f(p)) \mid d \tau d v_{H}(p), \\
\operatorname{vol}_{n-1}\left(H_{f}\right)=\int_{H} \mid\left[Y_{p, 1}(f(p))+d f\left(e_{p, 1}\right) \dot{\gamma}_{\nu_{p}}(f(p))\right] \wedge \\
\cdots \wedge\left[Y_{p, n-1}(f(p))+d f\left(e_{p, n-1}\right) \dot{\gamma}_{\nu_{p}}(f(p))\right] \mid d v_{H}(p) .
\end{gathered}
$$

Proof. Define the smooth maps $\Psi: H \times \mathbb{R} \rightarrow M$ and $T_{f}: H \times \mathbb{R} \rightarrow N \times \mathbb{R}$ as

$$
\begin{aligned}
\Psi(p, \tau) & :=\exp _{H} \tau \nu_{p}, \\
T_{f}(p, \tau) & :=(p, \tau f(p))
\end{aligned}
$$

, which satisfy $\Psi_{f}=\Psi \circ T_{f}$. Then, the following holds.

$$
\begin{gathered}
d \Psi(p, \tau)\left(e_{p, i}, 0\right)=Y_{p, i}(\tau), \\
d \Psi(p, \tau)\left(o_{p}, \frac{d}{d \tau}\right)=\dot{\gamma}_{\nu_{p}}(\tau), \\
d T_{f}(p, \tau)\left(e_{p, i}, 0\right)=\left(e_{p, i}, \tau d f\left(e_{p, i}\right) \frac{d}{d \tau}\right), \\
d T_{f}(p, \tau)\left(o_{p}, \frac{d}{d \tau}\right)=\left(o_{p}, f(p) \frac{d}{d \tau}\right) .
\end{gathered}
$$

From this, we have

$$
\begin{aligned}
|\operatorname{det} d \Psi|(p, \tau) & =\left|Y_{p, 1}(t) \wedge \cdots \wedge Y_{p, n-1}(t) \wedge \dot{\gamma}_{\nu_{p}}(t)\right|=\left|Y_{p, 1}(t) \wedge \cdots \wedge Y_{p, n-1}(t)\right| \\
\left|\operatorname{det} d T_{f}\right|(p, \tau) & =\left|\left(e_{1}, \tau d f\left(e_{p, 1}\right) \frac{d}{d \tau}\right) \wedge \cdots \wedge\left(e_{p, n-1}, \tau d f\left(e_{p, n-1}\right) \frac{d}{d \tau}\right) \wedge\left(o_{p}, f(p) \frac{d}{d \tau}\right)\right| \\
& =|f(p)|\left|\left(e_{p, 1}, 0\right) \wedge \cdots \wedge\left(e_{p, n-1}, 0\right) \wedge\left(o_{p}, \frac{d}{d \tau}\right)\right|=|f(p)|,
\end{aligned}
$$

$$
\begin{aligned}
\left|\operatorname{det} d \Psi_{f}\right|(p, \tau) & =\left(|\operatorname{det} d \Psi| \circ T_{f}(p, \tau)\right)\left|\operatorname{det} d T_{f}\right|(p, \tau) \\
& =|f(p)|\left|Y_{p, 1}(\tau f(p)) \wedge \cdots \wedge Y_{p, n-1}(\tau f(p))\right| .
\end{aligned}
$$

Therefore, we get

$$
\begin{aligned}
\operatorname{vol}\left(\Omega_{f}\right)= & \operatorname{vol}(\Omega)+\int_{f^{-1}(0,+\infty)} \int_{0}^{1}\left|\operatorname{det} d \Psi_{f}\right|(p, \tau) d \tau d v_{H}(p) \\
& -\int_{f^{-1}(-\infty, 0)} \int_{0}^{1}\left|\operatorname{det} d \Psi_{f}\right|(p, \tau) d \tau d v_{H}(p) \\
= & \left.\operatorname{vol}(\Omega)+\int_{H} f(p) \int_{0}^{1} \mid Y_{p, 1}(\tau f(p))\right) \wedge \cdots \wedge Y_{p, n-1}(\tau f(p)) \mid d \tau d v_{H}(p)
\end{aligned}
$$

On the other hand, since for $i=1, \ldots, n-1$

$$
\begin{aligned}
d \Psi_{f, 1}\left(e_{p, i}\right) & =d \Psi(p, f(p)) d T_{f}(p, t)\left(e_{p, i}, 0\right) \\
& =d \Psi(p, f(p))\left(e_{i}, d f\left(e_{p, i}\right) \frac{d}{d \tau}\right) \\
& =d \Psi(p, f(p))\left(e_{i, p}, 0\right)+d f\left(e_{p, i}\right) \Psi(p, f(p))\left(o_{p}, \frac{d}{d \tau}\right) \\
& =Y_{p, i}(f(p))+d f\left(e_{p, i}\right) \gamma_{\nu_{p}}(f(p)),
\end{aligned}
$$

we get

$$
\begin{aligned}
\left|\operatorname{det} d \Psi_{f, 1}\right|(p)=\mid\left[Y_{p, 1}(f(p))\right. & \left.+d f\left(e_{p, 1}\right) \dot{\gamma}_{\nu_{p}}(f(p))\right] \wedge \\
& \cdots \wedge\left[Y_{p, n-1}(f(p))+d f\left(e_{p, n-1}\right) \dot{\gamma}_{\nu_{p}}(f(p))\right] \mid
\end{aligned}
$$

so that the conclusion follows.
Lemma 5.8. For any $f \in C_{0}^{\infty}(H)$ the following hold.

$$
\begin{gathered}
\left.\frac{d}{d t}\right|_{t=0} \operatorname{vol}\left(\Omega_{t f}\right)=\int_{H} f d v_{H} \\
\left.\frac{d}{d t}\right|_{t=0} \operatorname{vol}_{n-1}\left(H_{t f}\right)=(n-1) \int_{H} \eta f d v_{H},
\end{gathered}
$$

where $\eta$ is the mean curvature function of $H$.
Proof. From Lemma 5.7,

$$
\left.\left.\frac{\operatorname{vol}\left(\Omega_{t f}\right)-\operatorname{vol}(\Omega)}{t}=\int_{H} f(p) \int_{0}^{1} \right\rvert\, Y_{p, 1}(\tau t f(p))\right) \wedge \cdots \wedge Y_{p, n-1}(\tau t f(p)) \mid d \tau d v_{H}(p)
$$

if $|t|$ is sufficiently small. Thus, letting $t \rightarrow 0$, we get

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=0} ^{\operatorname{vol}\left(\Omega_{t f}\right)} & =\int_{H} f(p) \int_{0}^{1}\left|Y_{p, 1}(0) \wedge \cdots \wedge Y_{p, n-1}(0)\right| d \tau d v_{H}(p) \\
& =\int_{H} f(p) \int_{0}^{1}\left|e_{p, 1} \wedge \cdots \wedge e_{p, n-1}\right| d \tau d v_{H}(p) \\
& =\int_{H} f(p) d v_{H}(p) .
\end{aligned}
$$

Also, from Lemma 5.7, putting $\tilde{Y}_{p, i}(t):=Y_{p, i}(t)+t d f\left(e_{p, i}\right) \dot{\gamma}_{\nu_{p}}(t)(i=1, \ldots, n-1)$,

$$
\begin{aligned}
& \left.\frac{d}{d t}\right|_{t=0} \operatorname{vol}_{n-1}\left(H_{t f}\right) \\
= & \left.\int_{H} \frac{d}{d t}\right|_{t=0}\left|\tilde{Y}_{p, 1}(t f(p)) \wedge \cdots \wedge \tilde{Y}_{p, n-1}(t f(p))\right| d v_{H} \\
= & \int_{H} \sum_{i=1}^{n-1} \frac{\left\langle\tilde{Y}_{1}(0) \wedge \cdots \wedge f(p) \nabla \tilde{Y}_{i}(0) \wedge \cdots \wedge \tilde{Y}_{n-1}(0), \tilde{Y}_{1}(0) \wedge \cdots \wedge \tilde{Y}_{n-1}(0)\right\rangle}{\left|\tilde{Y}_{1}(0) \wedge \cdots \wedge \tilde{Y}_{n-1}(0)\right|} d v_{H}(p) \\
= & \int_{H} \sum_{i=1}^{n-1} \frac{\left\langle e_{p, 1} \wedge \cdots \wedge f(p)\left[A_{\nu_{p}} e_{p, i}+d f\left(e_{p, i}\right) \nu_{p}\right] \wedge \cdots \wedge e_{p, n-1}, e_{p, 1} \wedge \cdots \wedge e_{p, n-1}\right\rangle}{\left|e_{p, 1} \wedge \cdots \wedge e_{p, n-1}\right|} d v_{H}(p) \\
= & \int_{H} f(p) \sum_{i=1}^{n-1}\left\langle A_{\nu_{p}} e_{p, i}, e_{p, i}\right\rangle d v_{H}(p) \\
= & (n-1) \int_{H} \eta(p) f(p) d v_{H}(p) .
\end{aligned}
$$

Lemma 5.9. $\int_{H} \eta f d v_{H}=0$ for any $f \in C_{0}^{\infty}(H)$ with $\int_{H} f d v_{H}=0$.
Proof. Let $f, g \in C_{0}^{\infty}(H)$ and assume $\int_{H} f d v_{H}=0, \int_{H} g d v_{H}=1$. Define the function $V: \mathbb{R}^{2} \rightarrow \mathbb{R}$ as

$$
V(s, t):=\operatorname{vol}\left(\Omega_{s f+t g}\right)
$$

for any $(s, t) \in \mathbb{R}^{2}$, which is smooth at sufficiently small neighbourhood of $(0,0) \in \mathbb{R}^{2}$. From Lemma 5.8, we obtain

$$
\begin{gathered}
\frac{\partial V}{\partial s}(0,0)=\int_{H} f d v_{H}=0 \\
\frac{\partial V}{\partial t}(0,0)=\int_{H} g d v_{H}=1(\neq 0) .
\end{gathered}
$$

Applying the implicit function theorem for $V$, there exsits a smooth function $t:(-\varepsilon, \varepsilon) \rightarrow$ $\mathbb{R}$ such that

$$
t(0)=0,
$$

$$
\begin{gathered}
V(s, t(s))=V(0,0) \\
\left(\Leftrightarrow \operatorname{vol}\left(\Omega_{s f+t(s) g}\right)=\operatorname{vol}(\Omega)\right), \\
\frac{d t}{d s}(s)=\frac{\frac{\partial V}{\partial s}(s, f(s))}{\frac{\partial V}{\partial t}(s, t(s))} .
\end{gathered}
$$

Note that

$$
\operatorname{vol}_{n-1}(H)=h\left(\frac{\operatorname{vol}(\Omega)}{\operatorname{vol}(M)}\right)=h\left(\frac{\operatorname{vol}\left(\Omega_{s f+t(s) g}\right)}{\operatorname{vol}(M)}\right) \leq \operatorname{vol}_{n-1}\left(H_{s f+t(s) g}\right),
$$

so that

$$
\left.\frac{d}{d t}\right|_{s=0} \operatorname{vol}_{n-1}\left(H_{s f+t(s) g}\right)=0
$$

On the other hand, applying Lemma 5.7 for $s f+t(s) g$ and in a similar way to the proof of Lemma 5.8, we get

$$
\left.\frac{d}{d s}\right|_{s=0} \operatorname{vol}_{n-1}\left(H_{s f+t(s) g}\right)=(n-1) \int_{H} \eta f d v_{H},
$$

and thus the conclusion follows.
By Lemma 5.9 we obtain the following proposition.
Proposition 5.10. H has the constant mean curvature.
Proof. Assume that there exist $p_{0}, p_{1} \in H$ such that $\eta\left(p_{0}\right)<\eta\left(p_{1}\right)$. Take $\alpha \in$ $\left(\eta\left(p_{0}\right), \eta\left(p_{1}\right)\right)$ and cutoff functions $\varphi_{0}, \varphi_{1}$ on $H$ such that

$$
\begin{array}{ll}
\int_{H} \varphi_{0} d v_{H}= & \int_{H} \varphi_{1} d v_{H}=1, \\
\eta(p)<\alpha, & \forall p \in \operatorname{supp}\left(\varphi_{0}\right) \\
\eta(p)>\alpha, & \forall p \in \operatorname{supp}\left(\varphi_{1}\right) .
\end{array}
$$

Then, the function $\varphi:=\varphi_{0}-\varphi_{1}$ satisfies that $\varphi \in C_{0}^{\infty}(H)$ and $\int_{H} \varphi d v_{H}=0$. Applying Lemma 5.9 for $\varphi$, we obtain

$$
\begin{aligned}
& \int_{H} \eta \varphi d v_{H}=0 \\
\Leftrightarrow & \int_{H}(\eta-\alpha) \varphi d v_{H}=0 \\
\Leftrightarrow & \int_{H}(\eta-\alpha) \varphi_{0} d v_{H}=\int_{H}(\eta-\alpha) \varphi_{1} d v_{H} .
\end{aligned}
$$

However, by the choice of $\alpha$ and $\varphi_{0}, \varphi_{1}$,

$$
\int_{H}(\eta-\alpha) \varphi_{0} d v_{H}<0<\int_{H}(\eta-\alpha) \varphi_{1} d v_{H}
$$

which is contradiction.

### 5.4 Estimate of isoperimetric constant $I_{1}(M)$ by Gallot

In this subsection, we give a lower bound of the isoperimetric constant $I_{1}(M)$ for Riemanian manifolds with $\operatorname{Ric}_{M} \geq k g_{m}(k \in \mathbb{R})$.

Proposition 5.11. Let $M$ be a compact connected $n$-dimensional Riemannian manifold with $\operatorname{Ric}_{M} \geq k g_{m}$. Then, the following inequality holds.

$$
I_{1}(M) \geq\left[\int_{0}^{\operatorname{diam}(M) / 2} c_{k}(t)^{n-1} d t\right]^{-1}
$$

Proof. By Proposition 5.5, there exists $\beta \in(0,1 / 2]$ such that $I_{1}(M)=h(\beta) /(\beta \operatorname{vol}(M))$. For the constant $\beta$, take a domain $\Omega$ and a hypersurface $H \subset \partial \Omega$ as in Proposition 5.6. Let $\nu$ be the unit outward normal vetor field on $H$ with respect to $\Omega$, whose mean curvature function of $H$ with respect to $\nu$ is constant $\eta$ by Proposition 5.10. Put

$$
\begin{gathered}
d_{0}:=\sup \{d(p, H) \mid p \in \Omega\}, \\
d_{1}:=\sup \{d(p, H) \mid p \in M \backslash \bar{\Omega}\},
\end{gathered}
$$

which satisfy $d_{0}+d_{1} \leq \operatorname{diam}(M)$. Applying the Heintze-Karcher theorem (see Theorem 2.82), we get

$$
\begin{gathered}
\operatorname{vol}(\Omega) \leq \operatorname{vol}(H) \int_{0}^{d_{0}}\left(c_{k}(t)-\eta s_{k}(t)\right)^{n-1} d t, \\
\operatorname{vol}(M \backslash \bar{\Omega}) \leq \operatorname{vol}(H) \int_{0}^{d_{1}}\left(c_{k}(t)+\eta s_{k}(t)\right)^{n-1} d t .
\end{gathered}
$$

Since $\operatorname{vol}(\Omega) \leq \operatorname{vol}(M) / 2 \leq \operatorname{vol}(M \backslash \Omega)$, we obtain

$$
\begin{aligned}
I_{1}(M) & =\frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)} \geq \frac{\operatorname{vol}(H)}{\min \{\operatorname{vol}(\Omega), \operatorname{vol}(M \backslash \bar{\Omega})\}} \\
& \geq \min \left\{\int_{0}^{d_{0}}\left(c_{k}(t)-\eta s_{k}(t)\right)^{n-1} d t, \int_{0}^{\operatorname{diam}(M)-d_{0}}\left(c_{k}(t)+\eta s_{k}(t)\right)^{n-1} d t\right\}^{-1}
\end{aligned}
$$

Next we shall show the following claim. Let $k \in \mathbb{R}$ and $d>0(d \leq \sqrt{k /(n-1)} \pi$ if $k>0)$.
Define the function $J_{k}:(0, d) \times \mathbb{R} \rightarrow \mathbb{R}$ as

$$
J_{k}(t, \zeta):=\max \left\{c_{k}(t)+\zeta s_{k}(t), 0\right\}^{n-1} .
$$

Claim: for any $\zeta \in \mathbb{R}$ and $a \in(0, d)$ the following inequality holds.

$$
m(a, \zeta):=\min \left\{\int_{0}^{a} J_{k}(t,-\zeta) d t, \int_{0}^{d-a} J_{k}(t, \zeta) d t\right\} \leq \int_{0}^{2 / d} c_{k}(t)^{n-1} d t
$$

To prove this claim, we define the $C^{1}$-function $F:(0, d) \times \mathbb{R} \rightarrow \mathbb{R}$ as

$$
F(a, \zeta):=\int_{0}^{a} J_{k}(t,-\zeta) d t-\int_{0}^{d-a} J_{k}(t, \zeta) d t
$$

for $(a, \zeta) \in(0, d) \times \mathbb{R}$. For every $a \in(0, d) \lim _{\zeta \rightarrow-\infty} F(a, \zeta)=+\infty, \lim _{\zeta \rightarrow-\infty} F(d, \zeta)=$ $-\infty$, and the function $a \mapsto F(a, \zeta)$ is strictly decreasing, so that there exsits a unique $\zeta(a) \in \mathbb{R}$ such that $F(a, \zeta(a))=0$. Then, for any $\zeta \in \mathbb{R}$ the inequality $m(a, \zeta) \leq$ $m(a, \zeta(a))$ holds. Since the equalities
$0=-F(a, \zeta(a))=\int_{0}^{d-a} J_{k}(t, \zeta(a)) d t-\int_{0}^{a} J_{k}(t,-\zeta(a)) d t=F(d-a,-\zeta(a)) \quad(\forall a \in(0, d))$ holds, by the uniqueness of $\zeta(d-a)$, we get

$$
\begin{equation*}
\zeta(d-a)=-\zeta(a) \tag{3}
\end{equation*}
$$

In particular, we obtain

$$
\zeta\left(\frac{d}{2}\right)=0
$$

For any $a, a^{\prime} \in(0, d)\left(a<a^{\prime}\right)$

$$
F(a, \zeta(a))=0=F\left(a^{\prime}, \zeta\left(a^{\prime}\right)\right)>F\left(a, \zeta\left(a^{\prime}\right)\right)
$$

holds. By the monotonicity of the function $\zeta \mapsto F(a, \zeta)$ we know the function $a \mapsto \zeta(a)$ is strictly increasing. Moreover, we see that the function $a \mapsto \zeta(a)$ is class $C^{1}$. In fact, for any $t, a \in(0, d)$ and $\zeta \in \mathbb{R}$,

$$
\begin{gathered}
\frac{\partial J_{k}}{\partial \zeta}(t, \zeta)= \begin{cases}(n-1) s_{k}(t)\left(c_{k}(t)+\zeta s_{k}(t)\right)^{n-2}(>0) & \text { if } J_{k}(t, \zeta)>0 \\
0 & \text { if } J_{k}(t, \zeta)=0\end{cases} \\
\frac{\partial F}{\partial \zeta}(a, \zeta)=-\int_{0}^{a} \frac{\partial J_{k}}{\partial \zeta}(t,-\zeta) d t-\int_{0}^{d-a} \frac{\partial J_{k}}{\partial \zeta}(t, \zeta) d t<0
\end{gathered}
$$

and thus the function $a \mapsto \zeta(a)$ coincides with the function obtained by the implicit function theorem. In particular, the following holds.

$$
\begin{aligned}
\frac{d \zeta}{d a}(a) & =-\frac{\partial F}{\partial a}(a, \zeta(a))\left[\frac{\partial F}{\partial \zeta}(a, \zeta(a))\right]^{-1} \\
& =\left[J_{k}(a,-\zeta(a))+J_{k}(d-a, \zeta(a))\right]\left[\int_{0}^{a} \frac{\partial J_{k}}{\partial \zeta}(t,-\zeta(a)) d t+\int_{0}^{d-a} \frac{\partial J_{k}}{\partial \zeta}(t, \zeta(a)) d t\right]^{-1}
\end{aligned}
$$

Next we define the function $G:(0, d) \rightarrow \mathbb{R}$ as $G(a):=m(a, \zeta(a))$. For any $a \in(0, d)$, we express $G(a)$ as follows.

$$
G(a)=\frac{1}{2}\left[\int_{0}^{a} J_{k}(t,-\zeta(a)) d t+\int_{0}^{d-a} J_{k}(t, \zeta(a)) d t\right] .
$$

By the equality (5.4), we have the equality $G(d-a)=G(a)$. Thus, to prove the claim, it is sufficient to prove that

$$
G(a) \leq G\left(\frac{d}{2}\right)\left(=\int_{0}^{d / 2} c_{k}(t)^{n-1} d t\right)
$$

for any $a \in(d / 2, d)$ and $t \in(0, a)$. To prove this we show that the function $G$ is strictly decreasing on $(d / 2, d)$. Note that

$$
\begin{gathered}
\zeta(a)>\zeta(d / 2)=0, \\
s_{k}(a) \geq s_{k}(d-a), \\
c_{k}(a)<c_{k}(d-a), \\
J_{k}(a,-\zeta) \leq J_{k}(d-a,-\zeta) \leq J_{k}(d-a, \zeta),
\end{gathered}
$$

for any $a \in(d / 2, d)$ and $\zeta>0$. Put

$$
a_{0}:=\sup \left\{a \in(d / 2, d) \mid c_{k}(a)-\zeta(a) s_{k}(a)>0\right\} .
$$

Then, since the function $t \mapsto c_{k}(t) / s_{k}(t)$ on $(0, d)$ is strictly decreasing, for any $a \in$ $\left(d / 2, a_{0}\right)$ and $t \in(0, a)$,

$$
\begin{aligned}
c_{k}(t)-\zeta(a) s_{k}(t) & =s_{k}(t)\left(\frac{c_{k}(t)}{s_{k}(t)}-\zeta(a)\right)>s_{k}(t)\left(\frac{c_{k}(a)}{s_{k}(a)}-\zeta(a)\right) \\
& =\frac{s_{k}(t)}{s_{k}(a)}\left(c_{k}(a)-\zeta(a) s_{k}(a)\right)>0,
\end{aligned}
$$

and thus

$$
J(t, \zeta(a))>J(t,-\zeta(a))>0 .
$$

Define the function $\varphi:(0, d) \rightarrow \mathbb{R}$ as

$$
\varphi(t, \zeta):= \begin{cases}(n-1) s_{k}(t)\left[c_{k}(t)+\zeta s_{k}(t)\right]^{-1} & \left(\text { if } J_{k}(t, \zeta)>0\right) \\ 0 & \left(\text { if } J_{k}(t, \zeta)=0\right)\end{cases}
$$

Then, we have

$$
\begin{aligned}
\frac{\partial J_{k}}{\partial \zeta}(t, \zeta)=\varphi(t, \zeta) J_{k}(t, \zeta), & (\forall t \in(0, d), \forall \zeta \in \mathbb{R}), \\
\varphi(t,-\zeta(a))>\varphi(t, \zeta(a))>0, & \left(\forall a \in\left(d / 2, a_{0}\right), \forall t \in(0, a)\right) .
\end{aligned}
$$

Also, since

$$
\varphi(t,-\zeta(a))=(n-1)\left[\frac{c_{k}(t)}{s_{k}(t)}-\zeta(a)\right]^{-1}, \quad\left(\forall a \in\left(d / 2, a_{0}\right), \forall t \in(0, a)\right)
$$

for any $a \in\left(2 / d, a_{0}\right)$ the function $t \mapsto \varphi(t,-\zeta(a))$ on $(0, a)$ is strictly incleasing. From the above, for any $a \in\left(d / 2, a_{0}\right)$

$$
\begin{aligned}
& 2 \frac{d G}{d a}(a)=J_{k}(a,-\zeta(a))-J_{k}(d-a, \zeta(a))+ \\
&+\frac{d \zeta}{d a}(a)\left[-\int_{0}^{a} \frac{\partial J_{k}}{\partial \zeta}(t,-\zeta(a)) d t+\int_{0}^{d-a} \frac{\partial J_{k}}{\partial \zeta}(t, \zeta(a)) d t\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& 2\left[\int_{0}^{a} \frac{\partial J_{k}}{\partial \zeta}(t,-\zeta(a)) d t+\int_{0}^{d-a} \frac{\partial J_{k}}{\partial \zeta}(t, \zeta(a)) d t\right] \frac{d G}{d a}(a) \\
&= {\left[J_{k}(a,-\zeta(a))-J_{k}(d-a, \zeta(a))\right]\left[\int_{0}^{a} \frac{\partial J_{k}}{\partial \zeta}(t,-\zeta(a)) d t+\int_{0}^{d-a} \frac{\partial J_{k}}{\partial \zeta}(t, \zeta(a)) d t\right] } \\
& \quad+\left[J_{k}(a,-\zeta(a))+J_{k}(d-a, \zeta(a))\right]\left[-\int_{0}^{a} \frac{\partial J_{k}}{\partial \zeta}(t,-\zeta(a)) d t+\int_{0}^{d-a} \frac{\partial J_{k}}{\partial \zeta}(t, \zeta(a)) d t\right] \\
&=2\left[J_{k}(a,-\zeta(a)) \int_{0}^{d-a} \frac{\partial J_{k}}{\partial \zeta}(t, \zeta(a)) d t-J_{k}(d-a, \zeta(a)) \int_{0}^{a} \frac{\partial J_{k}}{\partial \zeta}(t,-\zeta(a)) d t\right] \\
&=2\left[J_{k}(a,-\zeta(a)) \int_{0}^{d-a} \varphi(t, \zeta(a)) J_{k}(t, \zeta(a)) d t\right. \\
&<\left.\quad-J_{k}(d-a, \zeta(a)) \int_{0}^{a} \varphi(t,-\zeta(a)) J_{k}(t,-\zeta(a)) d t\right] \\
&< 2 J_{k}(d-a, \zeta(a))\left[\int_{0}^{d-a} \varphi(t,-\zeta(a)) J_{k}(t, \zeta(a)) d t-\int_{0}^{a} \varphi(t,-\zeta(a)) J_{k}(t,-\zeta(a)) d t\right] \\
&= 2 J_{k}(d-a, \zeta(a))\left[\int_{0}^{d-a} \varphi(t,-\zeta(a))\left[J_{k}(t, \zeta(a))-J_{k}(t,-\zeta(a))\right] d t\right. \\
&\left.\quad-\int_{d-a}^{a} \varphi(t,-\zeta(a)) J_{k}(t,-\zeta(a))\right] \\
& 2 J_{k}(d-a, \zeta(a))\left[\varphi(d-a,-\zeta(a)) \int_{0}^{d-a}\left[J_{k}(t, \zeta(a))-J_{k}(t,-\zeta(a))\right] d t\right. \\
&= \quad 2 J_{k}(d-a, \zeta(a)) \varphi(d-a,-\zeta(a))\left[\int_{0}^{d-a} J_{k}(t, \zeta(a)) d t-\int_{0}^{a} J_{k}(t,-\zeta(a)) d t\right] \\
&=-2 J_{k}(d-a, \zeta(a)) \varphi(d-a,-\zeta(a)) F(a, \zeta(a))=0 .
\end{aligned}
$$

Thus, the function $G$ is strictly decreasing on $\left(2 / d, a_{0}\right)$. If $a_{0}=d$, then the proof is completed. Now we consider the case when $a_{0}<d$. Since

$$
c\left(a_{0}\right)-\zeta\left(a_{0}\right) s\left(a_{0}\right)=0
$$

by the definition of $a_{0}$, for any $a \in\left(a_{0}, d\right)$ and $t \in\left(a_{0}, a\right)$, we have

$$
c_{k}(t)-\zeta(a) s_{k}(t)=s_{k}(t)\left(\frac{c_{k}(t)}{s_{k}(t)}-\zeta(a)\right)<s_{k}(t)\left(\frac{c_{k}\left(a_{0}\right)}{s_{k}\left(a_{0}\right)}-\zeta\left(a_{0}\right)\right)=0
$$

and

$$
J_{k}(t,-\zeta(a))=0 .
$$

Thus, for any $a \in\left(a_{0}, d\right), G(a)$ is written as

$$
G(a)=\int_{0}^{a} J(t,-\zeta(a)) d t=\int_{0}^{a_{0}} J(t,-\zeta(a)) d t
$$

so that $G$ is also stlictly decreasing on $\left(a_{0}, d\right)$, which is the conclusion.

### 5.5 Etimate of isoperimetric constant $I_{(n-1) / n}(M)$ by Gallot

In this subsection, we give a lower bound of the isoperimetric constant $I_{(n-1) / n} 1(M)$ for Riemanian manifolds with $\operatorname{Ric}_{M} \geq k g_{m}(k<0)$.

If $\beta \in(0,1 / 2)$ satisfies that $I_{a}(M)=h(\beta) /(\beta \operatorname{vol}(M))^{a}$ for some $a \geq(n-1) / n$ (see Proposition 5.5 (ii)), then the mean curvature $\eta$ of $H$ is determined following.

Lemma 5.12. Let $\beta \in(0,1 / 2), a \geq(n-1) / n$, and assume $I_{a}(M)=h(\beta) /(\beta \operatorname{vol}(M))^{a}$. For the constant $\beta$, take a domain $\Omega$ and a hypersurface $H \subset \partial \Omega$ as in Proposition 5.6. Let $\nu$ be the unit outward normal vetor field on $H$ with respect to $\Omega$. Then, for the mean curvaure function $\eta$ of $H$ with respect to $\nu$ the following holds.

$$
\eta=\frac{a}{n-1} \frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)}=\frac{a}{n-1} \frac{h(\beta)}{\beta \operatorname{vol}(M)}\left(\geq \frac{a}{n-1} I_{1}(M)\right)
$$

Proof. Take $f \in C_{0}^{\infty}(H)$ satisfying $\int_{H} f d v_{H}=1$, and put $\beta_{t}:=\operatorname{vol}\left(\Omega_{t f}\right) / \operatorname{vol}(M)$. Since $\beta_{t} \leq 1 / 2$ if $|t|$ is sufficiently small, by Proposition 5.5 (ii),

$$
\frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)^{a}}=\frac{h(\beta)}{(\beta \operatorname{vol}(M))^{a}}=I_{a}(M) \leq \frac{h\left(\beta_{t}\right)}{\left(\beta_{t} \operatorname{vol}(M)\right)^{a}} \leq \frac{\operatorname{vol}_{n-1}\left(H_{t f}\right)}{\operatorname{vol}\left(\Omega_{t f}\right)^{a}}
$$

Thus, the function $t \rightarrow \operatorname{vol}_{n-1}\left(H_{t} f\right) / \operatorname{vol}\left(\Omega_{t f}\right)$ has a minimal value at $t=0$, so that

$$
\left.\frac{d}{d t}\right|_{t=0} \frac{\operatorname{vol}_{n-1}\left(H_{t} f\right)}{\operatorname{vol}\left(\Omega_{t f}\right)^{a}}=0
$$

On the other hand, by Lemma 5.8

$$
\begin{aligned}
\left.\frac{d}{d t}\right|_{t=0} \frac{\operatorname{vol}_{n-1}\left(H_{t} f\right)}{\operatorname{vol}\left(\Omega_{t f}\right)^{a}} & =\frac{\left[\left.\frac{d}{d t}\right|_{t=0} \operatorname{vol}_{n-1}\left(H_{t f}\right)\right] \operatorname{vol}(\Omega)-a \operatorname{vol}_{n-1}(H)\left[\left.\frac{d}{d t}\right|_{t=0} \operatorname{vol}\left(\Omega_{t f}\right)\right]}{\operatorname{vol}(\Omega)^{a+1}} \\
& =\frac{(n-1) \int_{H} \eta f d v_{H} \operatorname{vol}(\Omega)-a \operatorname{vol}_{n-1}(H) \int_{H} f d v_{H}}{\operatorname{vol}(\Omega)^{a+1}} \\
& =\frac{(n-1) \eta \operatorname{vol}(\Omega)-a \operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)^{a+1}} .
\end{aligned}
$$

Thus,

$$
\eta=\frac{a}{n-1} \frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)}=\frac{a}{n-1} \frac{h(\beta)}{\beta \operatorname{vol}(M)} .
$$

Proposition 5.13. Let $M$ be a compact connected $n$-dimensional Riemanian manifold with $\operatorname{Ric}_{M} \geq k g_{M}(k<0)$. Then, the following estimate holds.

$$
I_{(n-1) / n}(M) \geq \operatorname{vol}(M)^{\frac{1}{n}}\left[\int_{0}^{\operatorname{diam}(M)}\left(\frac{c_{k}(t)}{I_{1}(M)}+\frac{s_{k}(t)}{n}\right)^{n-1} d t\right]^{-\frac{1}{n}} .
$$

Proof.
(a) The case $I_{(n-1) / n}(M)=h(\beta) /(\beta \operatorname{vol}(M))^{(n-1) / n}$ for some $\beta \in(0,1 / 2]$

For the constant $\beta$, take a domain $\Omega$ and a hypersurface $H \subset \partial \Omega$ as in Proposition 5.6. Let $\nu$ be the unit outward normal vetor field on $H$ with respect to $\Omega$, whose mean curvature function of $H$ with respect to $\nu$ is constant $\eta$ by Proposition 5.10.
(a-1) The case $\beta \in(0,1 / 2)$
Put

$$
\begin{gathered}
d_{0}:=\sup \{d(p, H) \mid p \in \Omega\}, \\
d_{1}:=\sup \{d(p, H) \mid p \in M \backslash \bar{\Omega}\},
\end{gathered}
$$

which satisfy $d_{0}+d_{1} \leq \operatorname{diam}(M)$. Applying the Heintze-Karcher theorem, we get

$$
\begin{aligned}
\operatorname{vol}(M) & \leq \operatorname{vol}(H) \int_{-d_{0}}^{d_{1}}\left(c_{k}(t)+\eta s_{k}(t)\right)^{n-1} d t \\
& \leq \operatorname{vol}(H) \int_{0}^{\operatorname{diam}(M)}\left(c_{k}(t)+\eta s_{k}(t)\right)^{n-1} d t
\end{aligned}
$$

and thus by Lemma 5.12,

$$
\begin{aligned}
I_{(n-1) / n}(M) & =\frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)^{\frac{n-1}{n}}} \geq\left[\frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)}\right]^{\frac{n-1}{n}}\left[\frac{\operatorname{vol}(M)}{\int_{0}^{\operatorname{diam}(M)}\left(c_{k}(t)+\eta s_{k}(t)\right)^{n-1} d t}\right]^{\frac{1}{n}} \\
& =\operatorname{vol}(M)^{\frac{1}{n}}\left[\frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)}\right]^{\frac{n-1}{n}}\left[\int_{0}^{\operatorname{diam}(M)}\left(c_{k}(t)+\frac{1}{n} \frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)} s_{k}(t)\right)^{n-1} d t\right]^{-\frac{1}{n}} \\
& =\operatorname{vol}(M)^{\frac{1}{n}}\left[\int_{0}^{\operatorname{diam}(M)}\left(\frac{\operatorname{vol}(\Omega)}{\operatorname{vol}_{n-1}(H)} c_{k}(t)+\frac{s_{k}(t)}{n}\right)^{n-1} d t\right]^{-\frac{1}{n}} \\
& \geq \operatorname{vol}(M)^{\frac{1}{n}}\left[\int_{0}^{\operatorname{diam}(M)}\left(\frac{c_{k}(t)}{I_{1}(M)}+\frac{s_{k}(t)}{n}\right)^{n-1} d t\right]^{-\frac{1}{n}}
\end{aligned}
$$

(a-2) The case $\beta=1 / 2$
By Proposition ,

$$
\begin{aligned}
I_{(n-1) / n}(M) & =\left[\frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)}\right]^{\frac{n-1}{n}}\left[\frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)}\right]^{\frac{1}{n}} \operatorname{vol}(\Omega)^{\frac{1}{n}} \\
& \geq\left[\frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)}\right]^{\frac{n-1}{n}} I_{1}(M)^{\frac{1}{n}}\left[\frac{\operatorname{vol}(M)}{2}\right]^{\frac{1}{n}} \\
& \geq\left[\frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)}\right]^{\frac{n-1}{n}}\left[\frac{\operatorname{vol}(M)}{2 \int_{0}^{\operatorname{diam}(M) / 2} c_{k}(t)^{n-1} d t}\right]^{\frac{1}{n}} \\
& \geq\left[\frac{\operatorname{vol}_{n-1}(H)}{\operatorname{vol}(\Omega)}\right]^{\frac{n-1}{n}}\left[\frac{\operatorname{vol}(M)}{\int_{0}^{\operatorname{diam}(M)}\left(c_{k}(t)+\eta s_{k}(t)\right)^{n-1} d t}\right]^{\frac{1}{n}} \\
& \geq \operatorname{vol}(M)^{\frac{1}{n}}\left[\int_{0}^{\operatorname{diam}(M)}\left(\frac{c_{k}(t)}{I_{1}(M)}+\frac{s_{k}(t)}{n}\right)^{n-1} d t\right]^{-\frac{1}{n}} .
\end{aligned}
$$

(b) The case $I_{(n-1) / n}(M)=\lim _{\beta \rightarrow 0} h(\beta) /(\beta \operatorname{vol}(M))^{(n-1) / n}$

By Proposition 5.5, Corollarly 2.73, and Bishop's inequality

$$
\begin{aligned}
I_{(n-1) / n}(M) & =\frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{\operatorname{vol}\left(B_{0}^{n}(1)\right)^{\frac{n-1}{n}}} \\
& =\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)\left[\frac{\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)}{n}\right]^{-\frac{n-1}{n}} \\
& =n^{\frac{n-1}{n}}\left[\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right)\right]^{\frac{1}{n}} \\
& =n^{\frac{n-1}{n}}\left[\operatorname{vol}_{n-1}\left(\partial B_{0}^{n}(1)\right) \int_{0}^{\operatorname{diam}(M)} s_{k}(t)^{n-1} d t\right]^{\frac{1}{n}}\left[\int_{0}^{\operatorname{diam}(M)} s_{k}(t)^{n-1} d t\right]^{-\frac{1}{n}} \\
& =\operatorname{vol}\left(B_{k}^{n}(\operatorname{diam}(M))\right)^{\frac{1}{n}}\left[\int_{0}^{\operatorname{diam}(M)}\left(\frac{s_{k}(t)}{n}\right)^{n-1} d t\right]^{-\frac{1}{n}} \\
& \geq \operatorname{vol}(M)^{\frac{1}{n}}\left[\int_{0}^{\operatorname{diam}(M)}\left(\frac{c_{k}(t)}{I_{1}(M)}+\frac{s_{k}(t)}{n}\right)^{n-1} d t\right]^{-\frac{1}{n}} .
\end{aligned}
$$

Remark 5.14. If $k \geq 0$, then the following estimate holds:

$$
I_{(n-1) / n}(M) \geq 2^{\frac{n-1}{n}} \operatorname{vol}(M)^{\frac{1}{n}} \operatorname{diam}(M)^{-1}
$$

## 6 Gallot's two results

In this section, a domain in a manifold means an open set which is not necessarily connected. Let $M$ be a compact connected Riemannian manifold. For a domain $\Omega$ with smooth boundary $\partial \Omega$, we put

$$
\begin{gathered}
\underline{\operatorname{vol}(\Omega)}:=\frac{\operatorname{vol}(\Omega)}{\operatorname{vol}(M)}, \\
\underline{\operatorname{vol}}_{n-1}(\partial \Omega):=\frac{\operatorname{vol}(\partial \Omega)}{\operatorname{vol}(M)} .
\end{gathered}
$$

Similarly, define the measure $\underline{v}$ as

$$
\underline{v}:=\frac{v_{M}}{\operatorname{vol}(M)} .
$$

Moreover, we define the isoperimetric constant $\underline{I}_{a}$ as

$$
\underline{I}_{a}(M):=\inf \left\{\left.\frac{\underline{\operatorname{vol}}_{n-1}(\partial \Omega)}{\underline{v}(\Omega)^{a}} \right\rvert\, \Omega \subset M \text { is a domain with smooth boundary, } \underline{\left.\operatorname{vol}(\Omega) \leq \frac{1}{2}\right\} . . . . ~}\right.
$$

Note that the equality

$$
\underline{I}_{a}(M)=\frac{I_{a}(M)}{\operatorname{vol}(M)^{1-a}}
$$

holds.

### 6.1 Gallot's Sobolev inequality

Proposition 6.1 (Gallot). Let $M$ be a compact connected $n$-dimensional Riemannian manifold, $n /(n-1) \geq p \geq 1, q \geq 1$, and assume $2(q-1) \leq p q$. Then, for any $C^{1}$-function $f: M \rightarrow \mathbb{R}$ the following inequality holds:

$$
\begin{equation*}
\|f\|_{L^{p q}(\underline{v})} \leq \frac{2 q}{\underline{I}_{1 / p}(M)}\|\nabla f\|_{L^{2}(v)}+\|f\|_{L^{2}(\underline{v})} \tag{4}
\end{equation*}
$$

where $\|f\|_{L^{r}(\underline{v})}:=\left(\int_{M} f^{r} d \underline{v}\right)^{1 / r}(r>0)$ is the $L^{r}(\underline{v})$-norm of $f$.
Lemma 6.2. Let $M$ be a compact connected Riemannian manifold and $p \geq 1$. If a bounded measurable function satisfies

$$
\begin{equation*}
\int_{M} \operatorname{sgn}(f)|f|^{p-1} d \underline{v}=0 \tag{5}
\end{equation*}
$$

then for all $t \in \mathbb{R}$ the following inequality holds.

$$
\begin{equation*}
\int_{M}|f-t|^{p} d \underline{v} \geq \int_{M}|f|^{p} d \underline{v} \tag{6}
\end{equation*}
$$

Proof.

- $(p=1)$ By the equality (5)

$$
\underline{\operatorname{vol}}\left(f^{-1}(-\infty, 0)\right)=\underline{\operatorname{vol}}\left(f^{-1}(0, \infty)\right)
$$

If $t>0$, then

$$
\begin{aligned}
\int_{M}|f-t| d \underline{v}-\int_{M}|f| d \underline{v} & =\int_{M}(|f-t|-|f|) d \underline{v} \\
& =\int_{f^{-1}(-\infty, 0)} t d \underline{v}+\int_{f^{-1}[0, t)}(t-2 f) d \underline{v}-\int_{f^{-1}[t, \infty)} t d \underline{v} \\
& =t \underline{\operatorname{vol}}\left(f^{-1}(-\infty, 0)\right)+\int_{f^{-1}[0, t)}(t-2 f) d \underline{v}-t \underline{\operatorname{vol}}\left(f^{-1}[t, \infty)\right) \\
& =t \underline{\operatorname{vol}}\left(f^{-1}(0, \infty)\right)+\int_{f^{-1}[0, t)}(t-2 f) d \underline{v}-t \underline{\operatorname{vol}}\left(f^{-1}[t, \infty)\right) \\
& =\int_{f^{-1}[0, t)}(t-2 f) d \underline{v}+t \underline{\operatorname{vol}}\left(f^{-1}(0, t)\right) \\
& \geq 2 \int_{f^{-1}(0, t)}(t-f) d \underline{v} \\
& \geq 0 .
\end{aligned}
$$

Similarly, if $t<0$, then we can show that $\int_{M}|f-t| d \underline{v}-\int_{M}|f| d \underline{v} \geq 0$.

- $(p>1)$ Let

$$
\varphi(t)=\int_{M}|f-t|^{p} d \underline{v} .
$$

Then, we have

$$
\frac{d \varphi}{d t}(t)=-p \int_{M} \operatorname{sgn}(f-t)|f-t|^{p-1} d \underline{v} .
$$

If $t>0$, then by the equality (5)

$$
\begin{aligned}
& \int_{M} \operatorname{sgn}(f-t)|f-t|^{p-1} d \underline{v} \\
= & -\int_{f^{-1}(-\infty, 0)}|f-t|^{p-1} d \underline{v}-\int_{f^{-1}[0, t)}|f-t|^{p-1} d \underline{v}+\int_{f^{-1}[t, \infty)}|f-t|^{p-1} d \underline{v} \\
\leq & -\int_{f^{-1}(-\infty, 0)}|f|^{p-1} d \underline{v}+0+\int_{f^{-1}[t, \infty)}|f|^{p-1} d \underline{v} \\
= & \int_{f^{-1}(-\infty, 0) \cap f-1[t, \infty)} \operatorname{sgn}(f)|f|^{p-1} d \underline{v} \\
= & -\int_{f^{-1}[0, t)} \operatorname{sgn}(f)|f|^{p-1} d \underline{v} \\
\leq & 0
\end{aligned}
$$

and therefore $d \varphi / d t(t) \geq 0$. Similarly, we can prove $d \varphi / d t(t) \leq 0$ if $t<0$. Thus, $\varphi(t) \geq \varphi(0)$ for every $t \in \mathbb{R}$. Hence the conclusion follows.

Proposition 6.3 (Bombieri). Let $M$ be a compact connected $n$-dimensional Riemannian manifold and $1 \leq p \leq n /(n-1)$. Then, for any $C^{1}$-function $f: M \rightarrow \mathbb{R}$ with $\int_{M} \operatorname{sgn}(f)|f|^{p-1} d \underline{v}=0$ the following inequality holds:

$$
\begin{equation*}
\|f\|_{L^{p}(\underline{v})} \leq \frac{1}{\underline{I}_{1 / p}(M)}\|\nabla f\|_{L^{1}(v)} . \tag{7}
\end{equation*}
$$

Proof. Since the set of Morse functions on $M$ is dense in $C^{1}(M)$, it is sufficient to show the inequality (7) for any Morse function $f$ satisfying that $\int_{M} \operatorname{sgn}(f)|f|^{p-1} d \underline{v}=0$. Take $\alpha \in \mathbb{R}$ satisfying that

$$
\begin{equation*}
\underline{\operatorname{vol}}\left(f^{-1}(-\infty, \alpha)\right) \leq \frac{1}{2}, \quad \underline{\operatorname{vol}}\left(f^{-1}(\alpha, \infty)\right) \leq \frac{1}{2} \tag{8}
\end{equation*}
$$

(a) the case $\alpha=0$.

Put $\Omega_{t}:=f^{-1}(t, \infty)$. Since $f$ is a Morse function, $\underline{v}\left(f^{-1}(t)\right)=0$ for any $t \in \mathbb{R}$ and thus the map $t \mapsto \underline{v}\left(\Omega_{t}\right)$ is continuous. By the Fubini's theorem

$$
\begin{aligned}
\left\|f_{+}\right\|_{L^{p}(\underline{v})}^{p} & =\int_{M}\left|f_{+}\right|^{p} d \underline{v}=\int_{M} \int_{0}^{f_{+}^{p}} d t d \underline{v}=\int_{0}^{\infty} \int_{\Omega_{t^{1 / p}}} d \underline{v} d t \\
& =\int_{0}^{\infty} \underline{\operatorname{vol}}\left(\Omega_{t^{1 / p}}\right) d t=p \int_{0}^{\infty} \underline{\operatorname{vol}\left(\Omega_{t}\right) t^{p-1} d t}
\end{aligned}
$$

where $f_{+}:=\max \{f, 0\}$. On the other hand, by the co-area fomula, the definition of $\underline{I}_{1 / p}(M)$, and the condition (8), we have

$$
\left\|\nabla f_{+}\right\|_{L^{1}(\underline{v})}=\int_{M}\left|\nabla f_{+}\right| d \underline{v}=\int_{0}^{\infty} \underline{\operatorname{vol}}_{n-1}\left(\partial \Omega_{t}\right) d t \geq \underline{I}_{1 / p}(M) \int_{0}^{\infty} \underline{\operatorname{vol}}\left(\Omega_{t}\right)^{1 / p} d t
$$

Combining the above, we see that if the inequality

$$
\begin{equation*}
p \int_{0}^{\infty} \underline{\operatorname{vol}}\left(\Omega_{t}\right) t^{p-1} d t \leq\left(\int_{0}^{\infty} \underline{\operatorname{vol}}\left(\Omega_{t}\right)^{1 / p} d t\right)^{p} \tag{9}
\end{equation*}
$$

holds, then we get the inequality (7) for the function $f_{+}$.

$$
\begin{aligned}
& \frac{d}{d s}\left(p \int_{0}^{s} \underline{\operatorname{vol}}\left(\Omega_{t}\right) t^{p-1} d t\right)=p s^{p-1} \underline{\operatorname{vol}}\left(\Omega_{s}\right),
\end{aligned}
$$

Since the function $t \mapsto \underline{\operatorname{vol}}\left(\Omega_{t}\right)$ is monotone decreasing, we have

$$
\int_{0}^{s} \underline{\operatorname{vol}}\left(\Omega_{t}\right)^{1 / p} d t \geq s \underline{\operatorname{vol}}\left(\Omega_{s}\right)^{1 / p}
$$

and

$$
\frac{d}{d s}\left(p \int_{0}^{s} \underline{\operatorname{vol}}\left(\Omega_{t}\right) t^{p-1} d t\right) \leq \frac{d}{d s}\left(\int_{0}^{s} \underline{\operatorname{vol}}\left(\Omega_{t}\right)^{1 / p} d t\right)^{p}
$$

Therefore, we get the inequality (9). Hence, for the function $f_{+}$the inequality (7) holds. Similarly, for the function $f_{-}:=\max \{-f, 0\}$ the inequality (7) also holds. Thus, we obtain

$$
\begin{aligned}
\|f\|_{L^{p}(\underline{v})} & \leq\left\|f_{+}\right\|_{L^{p}(v)}+\left\|f_{-}\right\|_{L^{p}(\underline{v})} \\
& \leq \frac{1}{\underline{I}_{1 / p}(M)}\left\|\nabla f_{+}\right\|_{L^{1}(\underline{v})}+\frac{1}{\underline{I}_{1 / p}(M)}\left\|\nabla f_{-}\right\|_{L^{1}(\underline{v})} \\
& =\frac{1}{\underline{I}_{1 / p}(M)}\|\nabla f\|_{L^{1}(v)} .
\end{aligned}
$$

(b) the case $\alpha \neq 0$.

Put $\tilde{f}:=f-\alpha$. Then, the inequalities

$$
\underline{\operatorname{vol}}\left(f^{-1}(-\infty, 0)\right) \leq \frac{1}{2}, \quad \underline{\operatorname{vol}}\left(\tilde{f}^{-1}(0, \infty)\right) \leq \frac{1}{2}
$$

hold. Note that we did not use the condition $\int_{M} \operatorname{sgn}(f)|f|^{p-1} d \underline{v}=0$ in the proof of the case $\alpha=0$. It follws that the inequality (7) also holds for $\tilde{f}$. Thus, by Lemma 6.2 , we have

$$
\|f\|_{L^{p}(\underline{v})} \leq\|\tilde{f}\|_{L^{p}(\underline{v})}=\frac{1}{\underline{I}_{1 / p}(M)}\|\nabla \tilde{f}\|_{L^{1}(\underline{v})}=\frac{1}{\underline{I}_{1 / p}(M)}\|\nabla f\|_{L^{1}(\underline{v})} .
$$

Proof of Theorem 6.1. By the density of Morse functions in $C^{1}(M)$, we may assume that $f$ is a Morse function $f$. By the dominated convergence theorem it is sufficient to show that for $q>1$. By the similar consideration of the proof of Proposition 6.3, we can take $\alpha \in \mathbb{R}$ satisfying that

$$
\int_{M} \operatorname{sgn}(f-\alpha)|f-\alpha|^{q(p-1)} d \underline{v}=0 .
$$

Applying the Proposition 6.3 for the function $\operatorname{sgn}(f-\alpha)|f-\alpha|^{q}$, we get

$$
\left\||f-\alpha|^{q}\right\|_{L^{p}(\underline{v})} \leq \frac{1}{\underline{I}_{1 / p}(M)}\left\|\nabla|f-\alpha|^{q}\right\|_{L^{1}(\underline{v})} .
$$

Since

$$
\left\|\left.|f-\alpha|\right|^{q}\right\|_{L^{p}(\underline{v})}=\|f-\alpha\|_{L^{p q}(\underline{v})}^{q}
$$

and, by Hölder's inequality,

$$
\begin{aligned}
\left\|\nabla|f-\alpha|^{q}\right\|_{L^{1}(\underline{v})} & =q\left\||f-\alpha|^{q-1} \nabla f\right\|_{L^{1}(\underline{v})} \leq q\left\||f-\alpha|^{q-1}\right\|_{L^{2}(\underline{v})}\|\nabla f\|_{L^{2}(\underline{v})} \\
& =q\|f-\alpha\|_{L^{2(q-1)}(\underline{v})}^{q-1}\|\nabla f\|_{L^{2}(\underline{v})} \leq q\|f-\alpha\|_{L^{p q}(\underline{v})}^{q-1}\|\nabla f\|_{L^{2}(\underline{v})},
\end{aligned}
$$

we have

$$
\|f-\alpha\|_{L^{p q}(\underline{v})} \leq \frac{q}{\underline{I}_{1 / p}(M)}\|\nabla f\|_{L^{2}(\underline{v})} .
$$

On the other hand, we have

$$
\|\alpha\|_{L^{p q}(\underline{v})}=|\alpha|=\|\alpha\|_{L^{1}(v)} \leq\|f-\alpha\|_{L^{1}(v)}+\|f\|_{L^{1}(\underline{v})} \leq\|f-\alpha\|_{L^{p q}(\underline{v})}+\|f\|_{L^{2}(\underline{v})} .
$$

Thus, we obtain

$$
\begin{aligned}
\|f\|_{L^{p q}(\underline{v})} & \leq\|f-\alpha\|_{L^{p q}(\underline{v})}+\|\alpha\|_{L^{p q}(\underline{v})} \leq 2\|f-\alpha\|_{L^{p q}(\underline{v})}+\|f\|_{L^{2}(\underline{v})} \\
& \leq \frac{2 q}{\underline{I}_{1 / p}(M)}\|\nabla f\|_{L^{2}(\underline{v})}+\|f\|_{L^{2}(\underline{v})} .
\end{aligned}
$$

### 6.2 Gallot's estimate of $L^{\infty}$-norm from above by $L^{2}$-norm

Proposition 6.4. Let $M$ be a compact connected Riemannian manifold and $\lambda \geq 0$. If a nonnegative continuous function $f$ on $M$ satisfies that
(i) $f$ is $C^{2}$ on $M_{+}:=f^{-1}(0, \infty)$,
(ii) $\nabla f, f \Delta f$ is bounded on $M_{+}$,
(iii) $\Delta f \leq \lambda^{2} f$ on $M_{+}$,
then the following inequality holds:

$$
\begin{equation*}
\|f\|_{L^{\infty}(\underline{v})} \leq L_{n}\left(\frac{\lambda}{c_{M}}\right)\|f\|_{L^{2}(\underline{v})} \tag{10}
\end{equation*}
$$

where $c_{M}:=\underline{I}_{(n-1) / n}(M)$ and $L_{n}$ is a strictly increasing contiuous function from $[0, \infty)$ to $\mathbb{R}$ defined as

$$
L_{n}(t):=\prod_{i=0}^{\infty}\left(1+\frac{4 p^{i}}{\sqrt{2 p^{i}-1}} t\right)^{p^{-i}} \quad\left(p:=\frac{n}{n-1}\right)
$$

Remark 6.5. Note that $L_{n}(0)=1$ and that $L_{n}(t)$ is finite for all $t>0$. In fact,

$$
\begin{aligned}
L_{n}(t) & =\prod_{i=0}^{\infty}\left(1+\frac{4 p^{i}}{\sqrt{2 p^{i}-1}} t\right)^{p^{-i}} \leq \prod_{i=0}^{\infty}\left(1+4 p^{i / 2} t\right)^{p^{-i}} \leq \prod_{i=0}^{\infty}\left(\exp \left(4 p^{i / 2} t\right)\right)^{p^{-i}} \\
& =\prod_{i=0}^{\infty} \exp \left(4 p^{-i / 2} t\right)=\exp \left(4 t \sum_{i=0}^{\infty} p^{-i / 2}\right)=\exp \left(\frac{4 t}{1-p^{-1 / 2}}\right)<\infty .
\end{aligned}
$$

Lemma 6.6. Assume the same notations and assumptions as in Propsition 6.4. Then, for any $a>1$, the following inequality holds:

$$
\begin{equation*}
\left\|\nabla f^{a}\right\|_{L^{2}(\underline{v})} \leq \frac{a \lambda}{\sqrt{2 a-1}}\|f\|_{L^{2 a}(\underline{v})}^{a} \tag{11}
\end{equation*}
$$

Proof. Define the vector field $\overline{\nabla f}$ and function $\overline{f \Delta f}$ on $M$ as

$$
\overline{\nabla f}(p):=\left\{\begin{array}{ll}
\nabla f & \left(p \in M_{+}\right) \\
0 & \left(p \in f^{-1}(0)\right)
\end{array}, \overline{f \Delta f}(p):= \begin{cases}f \Delta f & \left(p \in M_{+}\right) \\
0 & \left(p \in f^{-1}(0)\right) .\end{cases}\right.
$$

By the condition (iii), we have $\overline{f \Delta f} \leq \lambda^{2} f^{2}$. We also see that $f^{2 a-1} \overline{\nabla f}$ is a $C^{1}$-vector field on $M$ and the equality

$$
\operatorname{div}\left(f^{2 a-1} \overline{\nabla f}\right)=-f^{2 a-2} \overline{f \Delta f}+\left\langle\nabla f^{2 a-1}, \overline{\nabla f}\right\rangle
$$

holds. Thus, by the divergence theorem

$$
\begin{aligned}
\left\|\nabla f^{a}\right\|_{L^{2}(\underline{v})} & =a\left\|f^{a-1} \overline{\nabla f}\right\|_{L^{2}(\underline{v})}=\frac{a}{\sqrt{2 a-1}}\left[\int_{M}\left\langle\nabla f^{2 a-1}, \overline{\nabla f}\right\rangle d \underline{v}\right]^{1 / 2} \\
& =\frac{a}{\sqrt{2 a-1}}\left[\int_{M} f^{2 a-2} \overline{f \Delta f} d \underline{v}\right]^{1 / 2} \leq \frac{a \lambda}{\sqrt{2 a-1}}\left[\int_{M} f^{2 a} d \underline{v}\right]^{1 / 2} \\
& =\frac{a \lambda}{\sqrt{2 a-1}}\|f\|_{L^{2 a}(\underline{v})}^{a}
\end{aligned}
$$

Proof of Theorem 6.4. For all $a>1$ the function $f^{a}$ is class $C^{2}$. Applying the Proposition 6.1 for the function $f^{a}$, for $p=n /(n-1), q=2$, we have

$$
\left\|f^{a}\right\|_{L^{2 p}(\underline{v})} \leq \frac{4}{c_{M}}\left\|\nabla f^{a}\right\|_{L^{2}(\underline{v})}+\left\|f^{a}\right\|_{L^{2}(\underline{v})}
$$

From Lemma 6.6, we have

$$
\begin{aligned}
\|f\|_{L^{2 a p}(\underline{v})}^{a} & =\left\|f^{a}\right\|_{L^{2 p}(\underline{v})} \leq \frac{4}{c_{M}}\left\|\nabla f^{a}\right\|_{L^{2}(\underline{v})}+\left\|f^{a}\right\|_{L^{2}(\underline{v})} \\
& \leq \frac{4}{c_{M}} \frac{a \lambda}{\sqrt{2 a-1}}\|f\|_{L^{2 a}(\underline{v})}^{a}+\left\|f^{a}\right\|_{L^{2}(\underline{v})} \\
& =\left(1+\frac{4 a}{\sqrt{2 a-1}} \frac{\lambda}{c_{M}}\right)\|f\|_{L^{2 a}(\underline{v})}^{a} .
\end{aligned}
$$

Note that this inequality also holds for $a=1$ by the dominated convergence theorem. It follows that for all $i \in\{0\} \cup \mathbb{N}$

$$
\|f\|_{L^{2 p^{i+1}}(\underline{v})} \leq\left(1+\frac{4 p^{i}}{\sqrt{2 p^{i}-1}} \frac{\lambda}{c_{M}}\right)^{p^{-i}}\|f\|_{L^{2 p^{i}}(\underline{v})}
$$

and

$$
\|f\|_{L^{2 p^{i+1}}(\underline{v})} \leq \prod_{j=0}^{i}\left(1+\frac{4 p^{j}}{\sqrt{2 p^{j}-1}} \frac{\lambda}{c_{M}}\right)^{p^{-j}}\|f\|_{L^{2}(\underline{v})}
$$

Thus,

$$
\|f\|_{L^{\infty}(\underline{v})}=\lim _{i \rightarrow \infty}\|f\|_{L^{2 p^{i+1}(\underline{v})}} \leq \prod_{i=0}^{\infty}\left(1+\frac{4 p^{i}}{\sqrt{2 p^{i}-1}} \frac{\lambda}{c_{M}}\right)^{p^{-i}}\|f\|_{L^{2}(\underline{v})}=L_{n}\left(\frac{\lambda}{c_{M}}\right)\|f\|_{L^{2}(\underline{v})}
$$

## $7 \quad$ Proof of Proposition 1.1

First we note that by Proposition 5.11, Proposition 5.13, and Proposition 6.4, we have the following corollary:

Corollary 7.1. Let $M$ be a compact connected $n$-dimensional Riemannian manifold such that

$$
\begin{gathered}
\operatorname{Ric}_{M} \geq-k g_{M}(k>0) \\
\operatorname{diam}(M) \leq D
\end{gathered}
$$

Put

$$
\begin{gathered}
\tilde{G}_{n, k, D}:=\left[\int_{0}^{\operatorname{diam}(M) / 2} c_{-k}(t)^{n-1} d t\right]^{-1} \\
G_{n, k, D}:=\left[\int_{0}^{\operatorname{diam}(M)}\left(\frac{c_{-k}(t)}{\tilde{G}_{n, k, D}}+\frac{s_{-k}(t)}{n}\right)^{n-1} d t\right]^{-\frac{1}{n}}
\end{gathered}
$$

and define the the continuous function $L_{n, k, D}:[0, \infty) \rightarrow \mathbb{R}$ as

$$
L_{n, k, D}(t):=L_{n}\left(\frac{t^{2}}{G_{n, k, D}}\right)
$$

where $L_{n}$ is the function defined in Proposition 6.4. The function $L_{n, k, d}$ is strictly increasing and continuous, and satisfies that $L_{n, k, d}(0)=1$. Then, for any nonnegative continuous function $f$ on $M$ satisfying the conditions (i), (ii), (iii) in Proposition 6.4, the following inequality holds:

$$
\|f\|_{L^{\infty}(\underline{v})} \leq L_{n, k, D}\left(\lambda^{2}\right)\|f\|_{L^{2}(\underline{v})}
$$

By Corollary 7.1, we have the following proposition:
Proposition 7.2. If a compact connected $n$-dimensional Riemannian manifold $M$ satisfies

$$
\begin{gathered}
-k g_{M} \leq \operatorname{Ric}_{M} \leq \varepsilon g_{M} \\
\operatorname{diam}(M) \leq D
\end{gathered}
$$

then, for a Killing vector field $X$ on $M$, the following inequality holds.

$$
\|X\|_{L^{\infty}(\underline{v})} \leq L_{n, k, D}(\varepsilon)\|X\|_{L^{2}(\underline{v})}
$$

Proof. We apply Proposition 6.4 for $f=|X|$. By the Kato's inequality (Proposition 3.7)

$$
|\nabla| X||\leq|\nabla X|
$$

and the equality

$$
\frac{1}{2} \Delta|X|^{2}=|X| \Delta|X|-|\nabla| X| |^{2}
$$

we see that $\nabla|X|$ and $|X| \Delta|X|$ are bounded on $M_{+}=\{p \in M| | X \mid>0\}$. Combining with the Bochner formula (Proposition 3.6)

$$
\frac{1}{2} \Delta|X|^{2}=-|\nabla X|^{2}+\operatorname{Ric}(X, X)
$$

we have

$$
|X| \Delta|X| \leq \varepsilon|X|^{2}
$$

and

$$
\Delta|X| \leq \varepsilon|X| .
$$

Thus, by Corollary 7.1, the conclusion follows.
The following proposition is essentially given by Li [12]. Since followings are slightly different to the corresponding statements in [12], we give a proof for the sake of completeness.

Proposition 7.3. Let $E$ be any Riemannian vector bundle over $M$ of the rank $n$. Let $\Gamma(E)$ be a subspace of the space $\Gamma(E)$ of all sections of $E$. Assume that there esists a constant $a>0$ such that for any $\omega \in \Gamma$ the inequality

$$
\|\omega\|_{L^{\infty}(\underline{v})} \leq a\|\omega\|_{L^{2}(\underline{v})}
$$

holds. Then, the following hold:

$$
\begin{aligned}
\operatorname{dim} \Gamma & \leq a^{2} \max _{p \in M} \operatorname{dim}\left\{\omega(p) \in E_{p} \mid \omega \in \Gamma\right\} \\
& \leq a^{2} n,
\end{aligned}
$$

where $E_{p}$ is the fibre of $E$ at $p \in M$.
Proof. Let $\Gamma^{\prime}$ be a finite dimensional subspace of $\Gamma$. Take an $L^{2}(\underline{v})$-orthonormal basis $\left\{\omega_{i}\right\}_{i=1}^{m}$ of $\Gamma^{\prime}$ and put

$$
F(p)=\sum_{i=1}^{m}\left|\omega_{i}(p)\right|^{2} .
$$

Note that $F$ can be independent to the choice of an $L^{2}(\underline{v})$-orthonormal basis. Then we have

$$
\operatorname{dim} \Gamma^{\prime}=\sum_{i=1}^{m}\left\|\omega_{i}\right\|_{L^{2}(\underline{v})}^{2}=\int_{M} \sum_{i=1}^{m}\left|\omega_{i}(p)\right|^{2} d \underline{v}(p)=\int_{M} F(p) d \underline{v}(p) .
$$

For each $p \in M$, take the evaluation map $\Phi_{p}: \Gamma^{\prime} \rightarrow E_{p}$ with $\Phi_{p}(\omega)=\omega(p)$ and take an $L^{2}(\underline{v})$-orthonormal basis $\left\{\omega_{i}\right\}_{i=1}^{m}$ such that the vectors $\Phi\left(\omega_{i}\right)=\omega_{i}(p), i=1, \ldots, k$ form the basis of the orthogonal complement $\left(\operatorname{ker} \Phi_{p}\right)^{\perp}$ of the kernel of $\Phi_{p}$. Then, we have

$$
F(p)=\sum_{i=1}^{k}\left|\omega_{i}(p)\right|^{2} \leq a^{2} k \leq a^{2} \beta
$$

where $\beta=\max _{p \in M} \operatorname{dim}\left\{\omega(p) \in E_{p} \mid w \in \Gamma\right\}$. Thus, we have

$$
\operatorname{dim} \Gamma^{\prime}=\int_{M} F(p) d \underline{v}(p) \leq a^{2} \beta \leq a^{2} n .
$$

By the choice of $\Gamma^{\prime}$, we get the conclusion.

We apply this proposition for the case that $E=T M$, the tangent bundle of $M$, and $\Gamma$ is the space of Killing vector fields on $M$. Then, combining with Proposition 7.2, it implies Proposition 1.1.

## 8 Proof of Theorem 1.4

We start from the following lemma which follows from Proposition 7.3 here and Theorem 2.2 in [16]. Since the proof given in [16] is somewhat sketchy, we give a proof here.

Lemma 8.1. For constants $k, D>0$, there exists a constant $\varepsilon=\varepsilon(n, k, D)>0$ such that if $M$ satisfies the assumption in Theorem 1.4, then $M$ is a Riemannian homogeneous space.

Proof. We also apply Proposition 7.3 for the case mentioned in the sentence right after the proof of Proposition 7.3. Take $p \in M$ satisfying

$$
\operatorname{dim}\left\{X_{p} \in T_{p} M \mid X \text { is a Killing vector field. }\right\}=n
$$

Let $B \subset M$ be a set whose element $q$ is an image of $p$ by an isometry of $M$. We shall prove that $B$ is open. Take Killing vector fields $X_{i}, i=1,2, \ldots n$ such whose vectors $X_{i, p}$ at $p$ form a basis of $T_{p} M$. Let $\varphi_{t}^{X}$ denote the flow generated by a vector field $X$. We define a map $F: \mathbb{R}^{n} \rightarrow M$ by

$$
F\left(t_{1}, \ldots, t_{n}\right)=\varphi_{t_{1}}^{X_{1}} \circ \cdots \circ \varphi_{t_{n}}^{X_{n}}(p) .
$$

Then, the rank of the differential $d F$ at the origin of $F$ is $n$. By the inverse function theorem, we see that $F$ is a local diffeomorphism near the origin , and thus $p$ is an interior point of $B$. For $q \in B$, take an isometry $\varphi$ such that $\varphi(p)=q$. Since $\varphi$ is homeomorphism, we see that $q$ is also an interior point of $B$. Thus $B$ is open in $M$.

To prove the closedness of $B$, take a point $q$ in the closure of $B$. For a sequence $q_{i} \in B$ converging $q$, take isometries $\varphi_{i}$ with $\varphi_{i}(p)=q_{i}$, Since the isometry group $\operatorname{Isom}(M)$ is a compact Lie group, there is a subsequence of $\left\{\varphi_{i}\right\}$ converge to some isometry $\varphi$. Note that $\varphi(p)=q$, and thus $q \in B$, hence the conclusion follows.

Lemma 8.2. If $M$ satisfies

$$
\begin{gathered}
-k g_{M} \leq \operatorname{Ric}_{M} \leq \varepsilon g_{M}, \\
\operatorname{diam}(M) \leq D \\
\operatorname{dim} \operatorname{Isom}(M)=n
\end{gathered}
$$

then for any Killing vector field $X$ on $M$, we have

$$
|X|^{2} \geq\left(n-(n-1) L_{n, k, D}^{2}(\varepsilon)\right)\|X\|_{L^{2}(v)}^{2}
$$

Proof. Take an $L^{2}(\underline{v})$-orthonomal basis $\left\{X_{i}\right\}$ of the space of Killing vector fields on $M$. Since the function $F(p)=\sum_{i}\left|X_{i}\right|^{2}$ does not depend on the choice of an $L^{2}(\underline{v})$ orthonomal basis and for any isometry $\varphi,\left\{d \varphi\left(X_{i}\right)\right\}$ is also $L^{2}(\underline{v})$-orthonomal basis, we have

$$
F(\varphi(p))=\sum_{i}\left|d \varphi\left(X_{i}\right)(\varphi(p))\right|^{2}=\sum_{i}\left|d \varphi\left(X_{i}(p)\right)\right|^{2}=\sum_{i}\left|X_{i}(p)\right|^{2}=F(p) .
$$

Thus, F is a constant function. Since $\int_{M} F d \underline{v}=n$, we know that $F \equiv n$. Thus,

$$
\left|X_{1}\right|^{2}=n-\sum_{i \neq 1}\left|X_{i}\right|^{2} \geq n-(n-1) L_{n, k, D}^{2}(\varepsilon) .
$$

We get the conclusion by putting $X_{1}=X /\|X\|_{L^{2}(\underline{v})}$.
Lemma 8.3. There exists a finite covering $\pi: \hat{M} \rightarrow M$ such that $\hat{M}$ is isometric to the identity component $G$ of the isometry group $\operatorname{Isom}(M)$ of $M$, which is equipped with a certain left invariant Riemannian metric.

Proof. From Lemma 8.1, $M$ can be written as

$$
M=G / K
$$

where $K$ is the isotropy subgroup of $G$ at $p$.
We shall prove that $K$ is a finite group. Note that we can identify the Lie algebra $\mathfrak{g}$ of $G$ and the space of the Killing vector fields on $M$. Since $\operatorname{Isom}(M)$ is a compact Lie group, it suffices to show that the Lie algebra $\mathfrak{k}$ of $K$, which corresponds to the space of Killing vector field $X$ with $X_{p}=0$, is trivial. By Lemma 8.2, we see that the evaluation map $\Phi_{p}: \mathfrak{g} \rightarrow T_{p} M$ defined by $\Phi_{p}(X)=X(p)$ is a linear isomorphism for sufficiently small $\varepsilon$, and thus $\operatorname{dim} \mathfrak{k}=\operatorname{dim} \operatorname{ker}\left(\Phi_{p}\right)=0$.

A left invariant metric $g_{G}$ on $G$ is given as follows; Take a point $p \in M$. We define a map $\pi_{p}: G \rightarrow M$ by $\pi_{p}(\psi)=\psi(p)$ and $g_{G}$ on $G$ by induced metric $g_{G}=\pi_{p}{ }^{*} g_{M}$ from the Riemannian metric $g_{M}$ on $M$. We shall show that $g_{G}$ is left invariant. Let $L_{\varphi}$ denote the left translation of $\varphi$ on $G$. Then we have

$$
\pi_{p} \circ L_{\varphi}(\psi)=\pi_{p}(\varphi \circ \psi)=\varphi \circ \psi(p)=\varphi \circ \pi_{p}(\psi),
$$

namely, $\pi_{p} \circ L_{\varphi}=\varphi \circ \pi_{p}$. Then, we get the conclusion by

$$
L_{\varphi}{ }^{*} g_{G}=L_{\varphi}{ }^{*} \pi_{p}{ }^{*} g_{M}=\left(\pi_{p} \circ L_{\varphi}\right)^{*} g_{M}=\left(\varphi \circ \pi_{p}\right)^{*} g_{M}=\pi_{p}{ }^{*} \varphi^{*} g_{M}=\pi_{p}{ }^{*} g_{M}=g_{G}
$$

Here we have used $\varphi^{*} g_{M}=g_{M}$ which is implied by the fact that $\varphi$ is isometry.

Lemma 8.4. $M$ is an almost flat manifold. Namely, for any $\delta>0$, there exists $\varepsilon=\varepsilon(k, D, \delta)>0$ such that if

$$
\begin{gathered}
-k g_{M} \leq \operatorname{Ric} \leq \varepsilon g_{M} \\
\operatorname{diam}(M) \leq D \\
\operatorname{dim} \operatorname{Isom}(M)=n
\end{gathered}
$$

then

$$
\left|K_{M} D^{2}\right| \leq \delta
$$

where $K_{M}$ is the sectional curvaure of $M$.
Proof. First we give a pointwise estimate of the Lie bracket $[X, Y]$ of Killing vector fields $X, Y$. Integrating the Bochner formula

$$
\frac{1}{2} \Delta|X|^{2}=\operatorname{Ric}(X, X)-|\nabla X|^{2}
$$

we have

$$
\|\nabla X\|_{L^{2}(\underline{v})}^{2}=\int_{M} \operatorname{Ric}(X, X) d \underline{v} \leq \varepsilon\|X\|_{L^{2}(v)}^{2} .
$$

Since $[X, Y]$ is also Killing, we can apply Proposition 7.2. Then, we have, for $p \in M$, by Lemma 8.2,

$$
\begin{align*}
\left|[X, Y]_{p}\right| & \leq\|[X, Y]\|_{L^{\infty}(\underline{v})} \\
& \leq L_{n, k, D}(\varepsilon)\|[X, Y]\|_{L^{2}(\underline{v})} \\
& =L_{n, k, D}(\varepsilon)\left\|\nabla_{X} Y-\nabla_{Y} X\right\|_{L^{2}(\underline{v})} \\
& \leq L_{n, k, D}(\varepsilon)\left(\|\nabla Y\|_{L^{2}(\underline{v})}\|X\|_{L^{\infty}(\underline{v})}+\|\nabla X\|_{L^{2}(\underline{v})}\|Y\|_{L^{\infty}(\underline{v})}\right)  \tag{12}\\
& \leq L_{n, k, D}^{2}(\varepsilon)\left(\|\nabla Y\|_{L^{2}(\underline{v})}\|X\|_{L^{2}(\underline{v})}+\|\nabla X\|_{L^{2}(\underline{v})}\|Y\|_{L^{2}(\underline{v})}\right) \\
& =2 \sqrt{\varepsilon} L_{n, k, D}^{2}(\varepsilon)\|X\|_{L^{2}(\underline{v})}\|Y\|_{L^{2}(\underline{v})} \\
& \leq \frac{2 \sqrt{\varepsilon} L_{n, k, D}^{2}(\varepsilon)}{n-(n-1) L_{n, k, D}^{2}(\varepsilon)}\left|X_{p} \| Y_{p}\right| \\
& \leq 4 \sqrt{\varepsilon}\left|X_{p} \| Y_{p}\right|
\end{align*}
$$

for sufficiently small $\varepsilon>0$.
Next we estimate $K_{M}$. For this purpose, it suffices to estimate the sectional curvature $K_{G}$ of $G=\hat{M}$ by Lemma 8.3. By Lemma 3.11, Killing vector fields on $M$ correspond to left invariant vector fields on $G$. By Proposition 4.3, for left invariant vector fileds $\tilde{X}, \tilde{Y}$ on $G$

$$
\begin{align*}
\langle R(\tilde{X}, \tilde{Y}) \tilde{Y}, \tilde{X}\rangle & =\left|\left(\operatorname{ad}_{\tilde{X}}\right)^{*}(\tilde{Y})+\left(\operatorname{ad}_{\tilde{Y}}\right)^{*}(\tilde{X})\right|^{2}-\left\langle\left(\operatorname{ad}_{\tilde{X}}\right)^{*}(\tilde{X}),\left(\operatorname{ad}_{\tilde{Y}}\right)^{*}(\tilde{Y})\right\rangle  \tag{13}\\
& -\frac{3}{4}|[\tilde{X}, \tilde{Y}]|^{2}-\frac{1}{2}\langle[[\tilde{X}, \tilde{Y}], \tilde{Y}], \tilde{X}\rangle-\frac{1}{2}\langle[[\tilde{Y}, \tilde{X}], \tilde{X}], \tilde{Y}\rangle,
\end{align*}
$$

where $R$ is the Riemannian curvature tensor and $\left(\operatorname{ad}_{\tilde{X}}\right)^{*}$ is the (formal) adjoint of the linear transformation $\operatorname{ad}_{\tilde{X}}$ defined by $\operatorname{ad}_{\tilde{X}}(\tilde{Y})=[\tilde{X}, \tilde{Y}]$ with respect to the Riemannian inner product $\langle\cdot, \cdot\rangle$ on $G$.

For $p \in M$, we induce left invariant metric on $G$ by $\pi_{p}$. Take Killing vector field $X_{i}, i=1,2, \ldots n$ such that the vectors $X_{i, p}$ of $X_{i}$ at $p$ forms an orthonornal basis in $T_{p} M$ and put $\tilde{X}_{i}=T^{-1}\left(X_{i}\right)$, then $\tilde{X}_{i}$ forms an orthonomal basis on each tangent space of $G$. Then, we have an estimate of the numerator of the sectional curvature

$$
K_{G}\left(\tilde{X}_{i}, \tilde{X}_{j}\right)=\frac{\left\langle R\left(\tilde{X}_{i}, \tilde{X}_{j}\right) \tilde{X}_{j}, \tilde{X}_{i}\right\rangle}{\left|\tilde{X}_{i}\right|^{2}\left|\tilde{X}_{j}\right|^{2}-\left\langle\tilde{X}_{i}, \tilde{X}_{j}\right\rangle^{2}} .
$$

by (12) and (13). The denominator is equal to 1 . We have an estimate of $K_{G}$ which is independent to the choice of orthonormal basis, and thus $K_{M}$ at $p$. Since $M$ is homogeneous, we have uniform estimate of $K_{M}$. Hence the conclusion follows follows.

We finally give a proof of Theorem 1.4. By the structure theorem of compact Lie group (Theorem 2.94), the universal covering of $G=\hat{M}$ can be split as a product $\mathbb{R}^{k} \times G_{0}$ of abelian group $\mathbb{R}^{k}$ and a simply connected semi-simple compact Lie group $G_{0}$. By Lemma 8.4 and Gromov's almost flat theorem (Theorem 2.83), $\mathbb{R}^{k} \times G_{0}$ is diffeomorphic to $\mathbb{R}^{n}$. Thus we see that $G_{0}$ is trivial and thus $G$ is an abelian group by the structure theorem. Then by the formula (13), we see that $M$ and $G=\hat{M}$ are flat manifolds. Bochner's classical theorem mentioned in the introduction implies the conclusion.

Remark 8.5. The referee of [11] pointed out that the following short-cut of the proof is possible. By Proposition 4.3 (i), Proposition 3.11 and the estimate (12), we have

$$
\left|\nabla_{U} V\right| \leq 12 \sqrt{\varepsilon}|U||V|
$$

for any left invariant vector fields $U, V$ on $G$. This implies the following estimate of the Maurer-Cartan form $\omega$ of $G$ :

$$
|d \omega| \leq \delta(n, k, D, \varepsilon),
$$

where $\delta(n, k, D, \varepsilon) \rightarrow 0$ if $\varepsilon \rightarrow 0$. Then the Zassenhaus and Kazhdan-Margulis lemma (Theorem 1.4. in [8]) implies $G$ is nilpotent. Since $G$ is compact Lie group, we see that $G$ is abelian. Then, combining with (2), we conclude that $M$ is a flat torus by the Bochner's classical theorem.
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