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Introduction 

1. Chronopharmacology and Chronopharmacotherapy 

A diurnal rhythm has been demonstrated for a large number of physiological functions 

(Levi et al., 1991; Refinetti and Menaker, 1992; Burgess et a I., 1997). Circadian oscillator in 

mammal is located in the suprachiasmatic nuclei (SCN) of hypothalamus and plays a critical 

role in adapting endogenous physiological functions to cyclic environmental factors such as 

light, temperature and social communication. Moreover, the risk and/or intensity of the 

symptoms of disease vary predictably with twenty four hour cycle. For example, the frequency 

of asthmatic episodes increase from evening to early morning, because of diurnal rhythms in 

airway potency, bronchial responsiveness and release of inflammatory (Goldenheirn and 

Schein, 1992). Therefore, evening dosing with theophylline produces a significant 

improvement in nocturnal asthmatic symptoms (Rivington et al., 1985; Goldenheim and 

Schein, 1992). The evening dosing with H2 receptor antagonist is more benefit regimen in 

peptic ulcer therapy, because there is a significant diurnal rhythm with high acid production in 

the evening and low in the morning (Warner and Mcisaac, 1992). On the other hand, responses 

to a variety of drugs show diurnal rhythmicity (Ohdo et al., 1988, 1991, 1996, 1998; Watanabe 

et al., 1992). Use of a chronopharmacological strategy can improve tumor response to 

treatment, and overall survival rates and reduce drug toxicities in humans (Hrushesky, 1985; 

Levi et al., 1997). The leukocyte-increasing effect of granulocyte colony-stimulating factor, 

which one of hematopoietic factors, varies depending on dosing time (Ohdo et al., 1998). The 

mechanisms involved in the diurnal rhythm of drug susceptibility have been examined from the 

viewpoints of the sensitivity of living organisms to drugs and/or the pharmacokinetics of drugs. 

2. Diurnal Rhythm of Receptor Expression and Pharmacological Effect Induced 

by Receptor-Mediated Drug 

Previous studies have demonstrated that the number in receptor of neurotransmitters such 

as adrenaline (Kafka et al., 1981), dopamine (Naber et al., 1980) benzodiazepine (Kafka et al., 

1986) and acetylcholine (Kafka et al., 1986) shows a significant diurnal rhythm. Rhythms in 

brain neurotransmitter receptor may contribute to the behavioral rhythm of active and rest 

period. SCN lesion disappears a diurnal rhythm in number of brain receptors (Kafka et al., 
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1985). Thus, SCN may play in the central pacemaking function of a diurnal rhythm in receptor 

expression on brain. Also, chronic administration of clorgyline (Wirz-Justice et al., 1982), 

lithium (Kafka et al., 1982) or imipramine (Wirz-Justice et al., 1980) can delay the phase­

position or abolish the diurnal rhythm of brain receptors. On the other hand, the higher 

analgesic effectiveness of morphine is observed after drug injection during the dark phase in 

mice (Kavaliers and Hirst, 1983). The opiate receptor binding is significant diurnal rhythm with 

a higher level during the dark phase (Naber et al., 1981). However, Little is known about the 

relationship between the diurnal rhythm of pharmacological effect induced by receptor-mediated 

drugs and their receptor expression on target tissues. Also, P!evious study has shown that the 

interindividual variability in response of {3 -adrenoreceptor agonist or antagonist can be 

explained by that in {3 -adrenoreceptor density on lymphocytes (Fraser et al., 1981, Zhou et al., 

1989). Therefore, the rhythmic change of receptor expression may mainly contribute to that of 

effect induced by receptor-mediated drug. 

In this study, I investigated the influence of dosing time on pharmacological effects of 

receptor-mediated drugs such as interferon- {3 (IFN- {3) and erythropoietin (EPO) in mice, and 

the relationship between the diurnal rhythm of pharmacological effect induced by receptor­

mediated drugs and their receptor expression on target tissue. Additionally, I discussed about 

the usefulness of clinical chronotherapy with receptor-mediated drugs. 

3.1. Influence of IFN- /3 Dosing Time on Antitumor Effect in Tumor-Bearing 

Mice 

IFNs are multifunctional cytokines that have not only antiproliferative and immunological 

effects but also potent antiviral effects (Baron et al., 1991). IFNs have been widely used to 

treat patients with various cancer and hepatitis. However, adverse effects such as fever, 

headache, leukopenia and thrombocytopenia are frequently observed in patients treated with 

lFNs (Baron et al., 1991). One approach to increasing the efficiency of IFNs treatment is to 

administer the drugs at a time when they are most effective and/or tolerated. Certainly, the fever 

(Koyanagi et al., 1997; Ohdo et al., 1997a) or leukopenia (Koren and Fleischmann, 1993) 

induced by IFN- a is significantly affected by dosing time. Also, the antitumor activity of IFN­

a and - y varies depending on dosing time in a mouse model (Koren ct al., 1993). Such 
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dosing time-dependent differences could occur at many levels, including dosing time-dependent 

variation in pharmacokinetics, tumor responsiveness and host immune responsivenes�. 

However, the exact mechanisms have not been clarified yet. 

IFNs inhibit cell growth through the upregulation of p21 wild-type p53-activatcd fragment 

1 (p21 WAF1) which is cyclin-dependent kinase (cdk) inhibitor (Sangfelt et al, 1997; Mandai et 

al, 1998). IFNs elicit the transcription of various genes through activation of signal transducers 

and activators of transcription 1 (STAT1) protein, via binding to specific receptors (Darnell et 

at., 1994 ). Although a significant dosing time-dependent pharmacokinetics has been 

demonstrated for IFNs concentration in plasma, it has not b�en systematically investigated in 

tissue. This is because it is often difficult to obtain the time course of drug concentrations in 

tissue from individual subjects. NONMEM (non-linear mixed effect model) is a computer 

program designed to analyze pharmacokinetics in study populations by pooling data. In this 

study, NONMEM was applied to the pharmacokinetic analysis of IFN- {3 concentrations in 

tumor mass. 

The purpose of this section was to investigate the influence of dosing time on tumor 

growth following the intratumoral administration of IFN- {3 in tumor-bearing mice. The 

mechanism underlying the dosing time-dependent difference was elucidated based on IFN- {3 

pharmacodynamics or pharmacokinetics. 

3.2. Influence of IFN- /3 Dosing Time on Antiviral Effect in Mice 

IFN elicits biological activity through binding to specific receptors (Darnell et al., 1994). 

IFN- a and- {3 bind equally to IFN- a/ {3 receptor (IFNAR) (Novick et al, 1994). IFN- a and 

- {3 are the only effective antiviral agent that eliminates hepatitis virus from hepatocytes. 

However, only about half of patients with hepatitis C virus (HCV) infection receiving IFN- a 

therapy are able to eliminate virus or normalize serum aminotransferase (Davis et al., 1989; Lin 

et al., 1995). The response to IFN- a therapy is associated with a amount of serum HCY-RNA 

(Toyoda et al., 1997) and HCY genotype (Kanai et al., 1992). Furthermore, the expression of 

IFNAR in liver is significantly related to the response to IFN therapy (Mizukoshi et al., 1998; 

Yatsuhashi et al., 1999). Therefore, the inter or intraindividual variability of IFNAR level may 

be important host factor influencing the response to IFN- a and - {3 . On the other hand, 
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adverse effects such as fever and headache, leukopenia and thrombocytopenia are frequently 

observed in patients treated with IFNs (Baron et al., 1991). In particular, fever is a freque�t 

side effect in patients with IFN therapy. 

In general, the rhythmic change of drug response is caused by that of pharmacokinetic 

factors such as drug concentration at the site of action and/or pharmacodynamic factors such as 

receptor sensitivity to drug. The diurnal rhythm in myelosuppressive toxicity of anticancer 

drugs is closely related to that in cell cycle distribution of bone marrow cells (Ohdo et al., 

1997b, Tampellini et al., 1998). One approach to increase the efficiency of IFNs treatment is 

the administration of the drugs at the time that they are best ef�ective and/or tolerated. Certainly, 

the fever (Koyanagi et al., 1997; Ohdo et al., 1997a) or antiviral activity (Koyanagi et al., 

1997) induced by IFN- a is significantly affected by dosing time. However, the exact 

mechanisms have not been clarified yet. 

In this section, I examined the influence of IFN- {3 dosing time on antiviral activity and 

fever in mice and the relationship between the diurnal rhythm of pharmacological effect induced 

by IFN- {3 and IFNAR expression. 

3. 3. Influence of EPO Dosing Time on Erythropoietic Effect in Mice 

EPO is the glycoprotein cytokine responsible for the primary regulation of erythroid cell 

maturation, and elicits the survival and proliferation of erythroid progenitor in bone marrow 

through the induction of antiapotosis-regulatory gene, via binding to erythropoietin receptor 

( EPOR). EPO is synthesized by cells adjacent to the proximal renal tubules in response to 

signal from a renal oxygen-sensing device (Goldberg et al., 1988). Since EPO gene was 

cloned, its recombinant product have been used to treat patients with hematological disease such 

as anemia by chronic renal failure. 

Previous clinical study has shown a strategy for success of EPO-replacement treatment in 

patients with chronic renal disease. The subcutaneous administration of EPO is more 

convenient for patients than the intravenous administration (Eschbach et al., 1989). 

Subcutaneous injections is more sustained plasma level, resulting in slow release from 

subcutaneous depots (McMahon et al., 1990). Also, EPO given within an interval of 72 hr was 

more effective in stimulating erythropoiesis than administration within 24 hr interval for the 
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same total dose (Breymann et al., 1996). On the other hand, hypertension are frequently 

observed in patients treated with EPO. The hypertension is due to a rapid increase ?f 

hematocrit. EPO treatment for patient undergoing renal dialysis is expensive on the order of 

$10,000 per year (Doolittle, 1991). By considering those findings, the use of lower dosage and 

slower but possible safer increase of hematocrit are recommended in the EPO-rcplacement 

strategy. 

In general, the rhythmic change of drug response is caused by that of pharmacokinetic 

factors such as drug concentration at the site of action and/or pharmacodynamic factors such as 

receptor sensitivity to drug. The leukocyte-increasing effect ?f granulocyte colony-stimulating 

factor (G-CSF), which one of hematopoietic factors, varies depending on dosing time (Ohdo et 

al., 1998). The rhythmicity of G-CSF effect is due to that in sensitivity of bone marrow cells to 

G-CSF. However, the chronopharmacological study of EPO has not been performed yet in 

detail. The clinical chronotherapy with EPO may be useful for patients receiving EPO therapy. 

This section was designed to examine the existence of dosing time-dependence on the 

erythropoietic effect of EPO in mice. The mechanism underlying the dosing time-dependent 

difference was investigated from viewpoints of EPO pharmacodynamics and/or 

pharmacokinetics. 
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Abstract 

The mechanjsms underlying the dosing time-dependent change in the antitumor effect of 

IFN- {3 were investigated based on the sensitivity of tumor cells and the pharmacokinetics of 

the drug. Tumor-bearing mice were housed under standardized light-dark cycle conditions 

(lights on at 07:00, off at 19:00) with food and water available ad libitum. The antitumor effect 

of IFN- {3 (0.5 MIU/kg, intratumoral (i.t.) ) was more efficient in early light phase than in early 

dark phase. The higher antitumor effect of IFN- {3 was observed when spedfjc binding of IFN 

receptor and DNA synthesis in tumor cells increased and the lower effect was observed when 

these levels decreased. The dosing time-dependent effect of IFN- {3 was supported by the time­

dependent expression of transcription factor (STAT1) and cell proliferation inhibitor 

(p21 WAF1) protein induced by IFN- {3. There was a significant dosing time-dependent change 

in IFN- {3 concentration in tumor, with a higher level in early light phase and a lower level in 

early dark phase. However, IFN- {3 concentration was not high enough to elucidate the time-

dependent effect of the drug because of low receptor occupancy at the concentration. The 

present results suggest that by choosing the most suitable dosing time for IFN- {3 , the efficacy 

of the drug can be increased in certain experimental and clinical situations. 

- 1 -

Materials and Methods 

Animals and cells: Male C57BL/6 mice (5 weeks old) were purchased from the 

Laboratory Animal Center, Faculty of Medicine, Kyushu University (Fukuoka, Japan). They 

were housed 8-10 per cage under standardized light-dark cycle conditions (lights on at 07:00, 

off at 19:00) at 24 ± 1 oc and 60 ± 10 % humidity with food and water available ad libitum. 

Their activity increases during the dark phase. Murine B16 melanoma cells (clone 

Fl)(Dainippon Pharmaceutical Co. Ltd., Osaka, Japan) were maintained in vitro in Dulbecco's 

Modified Eagle's Medium (0-MEM) supplemented with 10 % heated-inactivated fetal bovine 

serum, 0.5 % kanamycin, 0.5 % penicillin and 0.5 % streptomycin at 37 oc in a humidified 

atmosphere with 5 % C02. Mice on day 7 after tumor cell implantation were used as tumor­

bearing hosts. A 50 f...Ll volume of 1.5 x 106 viable tumor cells was inoculated into the left hind 

footpads 7 days before drug treatment. Also, isolated tumor cells from tumor-bearing mice 

were cultured as described above. 

Drugs: The lyophilized powder of natural human IFN- {3 (Feron®) (Toray Industries Inc., 

Tokyo, Japan) was dissolved in saline containing 0.1 % bovine serum albumin (BSA) and 

intratumorally (i.t.) injected (15 f...LVlO g of body weight). 

Experimental design: To determine the dose-response of the antitumor effect of IFN- {3 , 

groups of 6-7 tumor-bearing mice were injected intratumorally on days 0 - 6 (for 7 days) with 

0.005, 0.05, 0.5 and 5 MIU/kg of IFN- {3 or saline at 09:00. The mice were monitored for day 

of death. Tumor volume was measured on day 12. To investigate the influence of dosing time 

on antitumor effect, groups of 6 - 12 tumor-bearing mice were injected intratumorally on days 0 

_ 6 with IFN- {3 (0.5 MIU/kg) or saline at 09:00 or 21:00. The mice were monitored for day of 

death. Tumor volume was measured every two days. In order to study the influence of IFN- 6 

dosing time on ST AT1 protein or p21 WAF1 protein expression in implanted tumor cells, 

groups of 5 - 8 tumor-bearing mice were given an intraturnoral injection of IFN- {3 (0.5 

MlU/kg) or saline at 09:00 or 21:00. Their tumor masses were removed at 4 hr (for STAT1 

protein) or 12 hr (for p21 WAF1 protein) after fFN- {3 or saline injection. To investigate the 

specific binding of IFN- a to receptor on tumor cells, tumor masses were removed from 
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groups of 8 - 10 tumor-bearing mice at 09:00 or 21:00. In order to study the diurnal rhythm of 

IFNAR mRNA expression in implanted-tumor cells, tumor masses were removed from tumo�­

bearing mice at 09:00, 13:00, 17:00, 21:00, 01:00 or 05:00. To investigate the time-dependent 

change of STATl protein induced by IFN- 13 in implanted-tumor cells, tumor cells were 

isolated from tumor-bearing mice at 09:00 or 21:00. The cells were treated with IFN- 13 (0.01 

MIU/ml) for 4 hr in vitro as described above. To study the influence of dosing time on IFN- 13 

concentrations in tumor, groups of 44 - 51 tumor-bearing mice were given an intratumoral 

injection of IFN- 13 (0.5 MIU!kg) at 09:00 or 21:00. Tumor mass was removed at 0.05, 0.25, 

0.5, 1, 2, 3 or 4 hr after IFN- 13 injection. 

Determination of antitumor effect: Tumor volume was estimated using the formula: 

tumor volume (mg) = 4nxyz/3, where 2x, 2y and 2z are the 3 perpendicular diameters of 

tumor. Relative tumor growth rate was expressed as the tumor volume change from the 

initiation of IFN- 13 or saline treatment. Survival time was estimated as the period from the 

initiation of treatment to death. Survival rate was calculated as the percent change for each 

group of 6 - 12 mice. 

Western blot analysis: The removed tumor mass was placed into polypropylene tubes 

containing ice-cold hemolysis buffer (tris (hydroxymethyl) aminomethane(Tris)-buffcrcd 

ammonium chloride) to remove erythrocytes. The isolated tumor mass was minced with 

scissors and centrifuged at 12000 xg for 5 min. The pellet was washed with ice-cold PBS and 

resuspended in ice-cold lysis buffer (120 mM NaCl, 100 mM NaF, 200 f.1M Na2Y205, 1 mM 

PMSF, 0.5 % NP-40, 0.001 % leupeptin, 50 mM Tris-HCl, pH 7 .4). The pellet was 

homogenized with ice-cold lysis buffer and centrifuged at 12000 x g for 5 min. The tumor mass 

lysate containing 20-40 jlg of total protein was mixed with an equal volume of 2 x sample 

buffer (0.125 M Tris-HCI, pH 6.8, 10 % 2-mercaptoethanol, 4 % SDS, 10 %sucrose, 0.004 

%bromophenol blue) and boiled at 95 oc for 5 min. The protein concentrations in tumor mass 

lysates were determined by Lowry's method (DC Protein Assay, Bio-Rad, California, US). 

The lysate sample was resolved by 8 % (for STATl protein) or 12 % (for p21 W AFl) SDS-

PAGE, transferred onto nitrocellulose membrane (Clear Blot Membrane-p, Atto Co., Tokyo, 
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Japan), and immunoblotted with the anti-STAT1 (STATl a or STATl 13) mAb (Transduction 

Lab., Kentucky, USA) or the anti-p21WAF1 mAb (Oncogene Res. Prod., Cambridge, UK�. 

Thereafter, the membrane was incubated with horseradish peroxidase-conjugated secondary 

antibody (mouse IgG). The blot was visu_alized with hydrogen peroxide in 3, 3', 5, 5'­

tetramethylbenzidine and scanned with Deskscan Il (Hewlett Packard Japan Co. Ltd., Tokyo, 

Japan). The band intensity was quantified by using NIH image program. 

Specific IFN- a -binding assay: The iodination of IFN- 13 reduces its biological 

potency by < 30 % (Kushnaryov et al., 1985). Both IFN- a and -13 cross-compete for the 

same receptor (Branca and Baglioni, 1981). Therefore, recombinant human IFN- a (Pepro 

Tech EC Ltd., London, England) was used as ligand to specific receptor of IFN- 13 . IFN- a 

was iodinated using a solid-phase lactoperoxidase kit (ICN Pharmaceuticals, Inc., Irvine, 

California, USA). The tumor cell suspension was prepared as described above and 

resuspended in ice-cold culture medium containing 0.25 % BSA, 0.1 % sodium azide, 10 

J.1g/ml protamine sulfate and 2.5 mM CaCh. The binding assay was perfonned at 4 oc for 2 hr 

with a reaction mixture (total volume, 200 f.11) containing 1 ng/ml [1251]-IFN- a and 3 X 105 

viable cells. After the incubation, 200 J-ll of heated-inactivated fetal bovine serum was added 

and the mixture centrifuged at 10000 rpm for 1 min. The supernatant was removed. Thereafter, 

the tube tip containing bound ligand was amputated and the radioactivity was measured using a 

gammer counter (ARC-360, Aloka Co., Mitaka, Tokyo, Japan). Nonspecific binding was 

evaluated in the presence of a 1500-fold excess of unlabeled IFN- a. Specific binding was 

calculated by subtracting nonspecific binding from total binding as follows: specific binding 

(%)=[(total binding - nonspecific binding) I total binding] x 100. 

RNA extraction and RT-PCR. Total RNA was extracted from tumor masses by using 

TRIZOL® solution (BRL, Bethesda, MD, USA). The reverse transcription of RNA and eDNA 

amplification were perform with a one-step RT-PCR system (BRL). RT-PCR reactions were 

performed with IFNAR and glyceraldehyde-3-phosphate dehydrogenase (GAPDH) primers in 

a single tube. The following primers used: 5'-CATGGCT'GGCTATATIGTTCC-3' and 5'-AT 

GGCTIGGGTTAAAGGTTIAC-3' for IFNAR (GenBank accession number; U06237), 5'-
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GACCfCAACfACATGGTCfACA-3' and 5'-ACfCCACGACATACTCAGCAC-3' for 

GAPDH (GenBank accession number; M32599). The PCR product was electrophoresed 

through a 3 % agarose gel including 0.2 ,ug/ml ethidium bromide and the gel was photographed 

under UV light (302 nm). The amount of RT-PCR products of lFNAR mRNA was quantified 

using a NIH image analysis program and normalized against GAPDH. 

Determination of IFN - {3 concentrations in tumor: The removed tumor mass was 

placed into ice-cold PBS containing 0.1 % BSA and leupep6n 10 J.ig/ml. The tumor mass in the 

buffer was homogenized and centrifuged at 12000xg for 5 min (Kubota Hematocrit KH-120A, 

Kubota, Tokyo, Japan). The supernatant was isolated and stored at -20 oc until assayed. The 

IFN- f3 concentrations in tumor were determined by an enzyme-linked-immunosorbent assay 

method (Human IFN- f3 ELISA kit , Toray Industries Inc., Tokyo, Japan). The coefficient of 

variation is less than 4 % and assay range is between 3 and 200 IU/ml. The recovery of IFN- f3 

from tumor mass is more than 90 %. The protein concentrations in homogenate sample were 

determined by Lowry's method. 

NONMEM analysis: The population pharrnacokinetic parameters were calculated on an 

HP-9000 series 700 (Yokogawa-Hewlett Packard Ltd., Tokyo, Japan) with the NONMEM 

program (version IV, level 1.1), following the two-compartment model (the PREDPP program, 

subroutines ADV AN3 and TRANS1). Bayesian estimates of individual pharrnacokinetic 

parameters were obtained with the posthoc method of the NONMEM program. The statistical 

moment parameters such as area under the curve (AUC) and mean residence time (MRT) were 

calculated by using the estimated individual pharmacokinetic parameters. 

Statistical analysis: The values were validated for each phase among six different 

sampling times by analysis of variance (ANOV A). ANOVA and Tukey's test were applied for 

the multiple comparison. Student's t-test was used for two independent groups. Survival 

curves were compared with the Log-Rank test. The 5 % level of probability was considered to 

be significant. 
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Results 

Dose-response effects of IFN- {3 on tumor growth or survival: The effects of 

various dosages (0.005, 0.05, 0.5 and 5 MIU/kg, i.t.) of IFN- f3 on tumor growth or survival 

time in tumor-bearing mice injected with the drug at the same circadian phase (09:00) are shown 

in Table 1. Tumor growth on day 12 after initiation of IFN- f3 (0.5 or 5 MIU/kg) treatment was 

significantly suppressed compared with that in the control group given saline (P<0.05). Also, 

the survival time after initiation of IFN- f3 (0.5 or 5 MIU!kg) treatment was significantly 

prolonged compared with that in the control group (P<0.05). However, the tumor growth and 

survival time did not differ significantly between tumor-bearing mice injected with IFN- f3 

(0.005 or 0.05 MIU/kg) and with saline. 

Influence of dosing time on tumor growth or survival: All tumor-bearing mice 

injected with saline at 09:00 or 21:00 died between day 14 and day 22. No significant effect of 

dosing time was observed for survival after saline injection (data not shown). Also, no dosing 

time-dependent change in the rate of tumor growth was observed on day 12 after initiation of 

saline injection (data not shown). Therefore, a mean value between 09:00 and 21:00 is shown 

as the control in Fig.l. The tumor growth in tumor-bearing mice on day 9 or day 12 after 

initiation of IFN- f3 (0.5 MIU/kg) treatment at 09:00 or 21:00 was significantly suppressed 

when compared with that in control mice given saline (P<0.05, respectively, Fig.1). The tumor 

growth in tumor-bearing mice on day 12 after initiation of IFN- f3 injection at 09:00 was 

significantly reduced relative to that in mice injected with IFN- f3 at 21:00 (P<0.05). Also, the 

survival time after IFN- f3 injection at 09:00 was significantly longer than that after saline 

injection (P<0.05, Fig.1). However, the survival time after IFN- f3 injection at 21:00 was not 

significantly different from that after saline injection or lFN- f3 injection at 09:00. 

Influence of IFN - {3 dosing time on STATl protein level in tumor masses: As 

shown in Fig. 2, the STATl a or STAT1 f3 protein level at 4 hr after a single injection of IFN­

(3 (0.5 MIU/kg) at 09:00 was significantly higher when compared with that after saline 

injection at 09:00 (STAT1 a; P<0.01, STATl f3; P<0.05). However, the protein level at 4 hr 

after IFN- f3 injection at 21:00 was not significantly different from that after saline injection at 

21:00. 
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Influence of IFN- 8 dosing time on p21 W AFl protein level in tumor masses: 

As shown in Fig. 3, the p21 WAFl protein level at 12 hr after a single injection of IFN- {3 (O.? 

MIU/kg) at 09:00 or 21:00 was significantly higher when compared with that after saline 

injection at the corresponding dosing time (P<O.Ol, respectively). Furthermore, it was 

significantly higher in tumor-bearing mice injected with lFN- {3 at 09:00 than at 21:00 

(P<0.05). 

Diurnal rhythm of specific IFN- a -binding and IFNAR mRNA expression in 

isolated tumor cells: The specific binding of IFN- a to receptor was significantly greater in 

tumor cells prepared at 09:00 than in tumor cells prepared at 2LOO (P<0.05, Fig.4). Also, the 

IFNAR mRNA level in tumor cells from tumor-bearing mice showed a significant diurnal 

rhythm dependence (P<O.OS, ANOVA, Fig.S). The mRNA level was higher at 09:00 and 

13:00 and lowest at 21:00. 

Time-dependent change of STATl protein induction by IFN- 8 in isolated 

tumor cells: The time-dependent change of STAT1 protein expression induced by IFN- {3 

was demonstrated for tumor cells prepared from tumor-bearing mice at 09:00 or 21:00 (Fig.6). 

The STATl protein induction by IFN- {3 was significantly more potent in tumor cells obtained 

at 09:00 than at 21:00 (P<O.OS). The STAT1 protein level in tumor cells prepared at 09:00 was 

significantly higher in the treatment with IFN- {3 than without IFN- {3 (P<O.Ol). However, the 

STAT1 protein level in tumor cells prepared at 21:00 was not significantly different between 

both treatments. 

Influence of dosing time on IFN- 8 pharmacokinetics: The time course of the change 

in IFN- {3 concentrati on in tumor after a single injection of IFN- {3 (0.5 MIU/kg) decreased in a 

biexponential fashion. The concentrations in tumor at 3 or 4 hr after IFN- {3 injection at 09:00 

were significantly higher than those after the drug injection at 21:00 (P<O.Ol, Fig.7). Table 2 

shows the pharmacokinetic parameters after IFN- {3 injection. The analysis was conducted by 

using 95 tumor concentrations obtained from 95 mice. The final model equations estimated for 

all data were as follows: total body clearance (CL) (mg protein/hr) = 24.9 X 1.221Jf, central 

volume of distribution (Yc) (mg protein) = 12.3, k12 (1/hr) = 2.04, k21 (1/hr) = 2.57, where 
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CL, Vc, k12 and k21 are total clearance, central volume of distribution, distribution rate 

constant from central to peripheral compartment, and distribution rate constant from peripher�l 

to central compartment, respectively. DT represents dosing time: DT = 0 if injection at 09:00; 

DT = 1 if injection at 21:00. Using the population parameters, individual pharmacokinetic 

parameters was calculated based on Bayesian estimate and then AUC and MRT were derived 

from them. CL was significantly larger in mice injected with IFN- {3 at 21:00 than at 09:00 

(P<0.01). AUC, MRT, tl/2 a and tl/2 {3 were significantly larger in mice injected with IFN- /3 

at 09:00 than at 21:00 (P<0.01, respectively). 
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Discussion 

IFNs have a capacity to inhibit the proliferation of various tumor cell lines (Ida et al., 1982; 

Gomi et al., 1983, 1986). And IFN- {3 is more potent in melanoma cell lines than other tumor 

cell lines (Ida et al., 1982; Gomi et al., 1983). fn the present study, the growth of B16 

melanoma implanted in mice was inhibited by IFN- {3 in a dose-dependent manner. 

Furthermore, the antitumor effect after IFN- {3 injection was significantly more potent in tumor­

bearing mice injected with the drug at 09:00 than at 21:00. This result confirms a previous 

chronopharmacological finding on the antitumor effect of IFN- a (Koren et al., 1993). In 

general, the rhythmic change of drug response is caused by that of pharmacokinetic factors 

such as drug concentration at the site of action and/or pharmacodynamic factors such as 

receptor sensitivity to drug. 

IFNs mediate biological effects through activation of the JAK-STAT signaling pathway 

(Darnell et al., 1994). IFN-inducible STAT1 (STAT1 a or STAT1 {3) and STATZ associate 

with a 48 kDa protein to form the transcription factor, IFN-stimulated gene factor-3 (ISGF3) 

complex (Qureshi et al., 1995). This complex binds to the IFN-stimulated response element 

(ISRE) and modulates various genes (Levy et al., 1989). Also, the STAT1 protein-activating 

effect of IFN- a is differentially influenced by the stage of the cell cycle (Kumar et al, 1994 ). 

In the present study, the STATl protein level in tumor cells was significantly higher after 

injection of IFN- {3 than saline at 09:00. This result is consistent with the time-dependent 

change in the specific binding of IFN- a . Thus, the dosing time-dependent change in the 

STAT1 protein-increasing effect of IFN- {3 may be caused by that in the specific binding of 

IFN- a to receptor on tumor cells. 

The p21 WAF1 protein level in tumor cells after IFN- 6 injection at 09:00 was significant! y 

higher than that after saline injection at 09:00 or the drug injection at 21:00. This result 

corresponded to the dosing time-dependent change in the STAT1 protein-enhancing effect of 

IFN- /3 . The progression of the cell cycle is regulated by a number of essential proteins that 

stimulate or inhibit transition between the different phases of the cycle. The cdks facilitate the 

restriction point transition in cell cycle progression (Hunter and Pine, 1994 ). In particular, cdk2 

and cdk4 regulate entry from the G 1 phase into the S phase. IFN- a inhibits cell proliferation 
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through the upregulation of cdk-inhibitor p21 WAF1 which inhibits the cdk2 and cdk4 activity 

(Sangfelt et al, 1997; Mandai et al, 1998). On the other hand, the activated STAT1 protei? 

specifically recognizes the conserved STAT-responsive elements in the promoter of the gene 

encoding p21 WAF1 and regulates the induction of p21 WAF1 mRNA (Chin et al., 1996). IFN-

a or - y does not inhibit the proliferation of tumor cells lacking STAT1 expression (Thornton 

et al., 1996; Sun et al., 1998). Thus, the dosing time-dependent change in the p21 WAF1 

protein-increasing effect of JFN- {3 seems to be caused by that in the STAT1 expression and 

influence the antitumor effect of IFN- /3 in a dosing time-dependent manner. 

While both IFN- a and - {3 elicit antitumor and antiviral activity by binding to the same 

specific receptor on the cell surface, IFN- y binds to a distinct receptor (Branca and Baglioni, 

1981; Zoon and Arnheiter, 1984). On the other hand, the specific binding of the IFN- a 

receptor in chronic myelogenous leukemia cells is upregulated by synchronizing the cells 

mainly in early S phase by hydroxyurea treatment (Tamura et al., 1997). The increase of 

binding is caused by an increase in the number of binding sites with a constant receptor affinity. 

The proportion of tumor cells in S phase showed a significant diurnal rhythm with higher levels 

in the late dark phase and the early light phase and lower ones in the late light phase (data not 

shown). Namely, more specific binding of IFN- a was observed when the proportion of tumor 

cells in S phase increased and less binding when it decreased. These results suggest that the 

time-dependent change of IFN- {3 antitumor effect is related to that of the sensitivity, 

particularly at the receptor level, of tumor cells to IFN- /3 . 

IFN- 6 concentrations in tumor were significantly higher after IFN- /3 injection at 09:00 

than at 21:00. A significant dosing time-dependent difference was also demonstrated for the 

pharmacokinetic parameters of IFN- {3, which showed higher CL for injection at 21:00 than at 

09:00. The rhythmicity of CL seems to be closely related to that of IFN- /3 concentrations in 

tumor. The drug clearance is determined by intrinsic clearance or blood flow in metabolic or 

excretive organs. In this study, the predominant pathway of IFN- /3 elimination is via the tumor 

cells, since the drug was directly administered into tumor tissue. IFN- a is internalized via 

receptor-mediated endocytosis and catabolized intracellulary by lysosomal proteinascs in 

metabolic tissue (Bocci et al., 1983). Moreover, the receptor-mediated uptake contributes to the 

body clearance of cytokine such as granulocyte colony-stimulating factor (Kuwahara ct al., 
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1994) and erythropoietin (Kato et al., 1997). However, the higher CL of IFN- 13 was observed 

when the specific binding of IFN- a to receptor decreased. Also, the diurnal rhythm of blood 

flow in eliminative organs partially influences the time-dependent change of drug 

pharmacokinetics (Labrecque et al., 1988). The blood flow rate in the tumor tissue is 

significantly higher during the active phase than the rest phase in rats (Hori et al., 1995). 

Therefore, the dosing time-dependent change in IFN- 13 concentration in tumor may be partially 

explained by the diurnal rhythm of blood flow in tumor mass. The dosing time-dependent 

difference in antitumor effect of IFN- 13 was consistent with that in MRT as well as AU C. A 

longer exposure to an effective concentration may be important to obtain an efficient antitumor 

effect of IFN- 13 , because IFN- 13 inhibits the proliferation of various tumor cell lines in not 

only a concentration-dependent but also a time-dependent manner in vitro (Yamada and 

Shimoyama, 1983; Wong et al, 1989). However, the IFN- 13 concentrations in tumor at 3 or 4 

hr after the drug injection was low, and the receptor occupancy predicted from the IFN- 13 

concentrations in tumor and apparent affinity of IFN- a to its receptor (See Table 3) is only 2 -

3 %. Also, in the dose-response effect of IFN- 13 on tumor growth, the degree of antitumor 

effect observed at 21:00 with 0.5 MIU/kg of IFN- 13 was approximately agreed with that 

observed at 09:00 with a dosage 0.1 MIU/kg of IFN- 13 (data not shown). The observed 

difference of AUC or MRT by IFN- 13 dosing time was only 1.2 times. Thus, the diurnal 

rhythm of IFNAR expression in tumor rather than IFN- 13 pharmacokinetics seems to be 

closely related to that of the antitumor effect induced by IFN- 13 . 

The present study suggests that the dosing time-dependent change in the antitumor activity of 

IFN- B is caused by that in the sensitivity of tumor cells to IFN- 13. Therefore, the choice of 

dosing time based on the diurnal rhythm in IFNAR expression on tumor cells may help us to 

establish a rational chronotherapeutic strategy, increasing the antitumor activity of the drug in 

certain clinical situations. 
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Table 1 Dose-response effects of IFN- {3 on tumor growth or survival time 

IFN- 13 dose (MIU/kg, i.t.) Relative tumor growth rate Survival time (days) 

0 21.732 ± 3.283 18.333 ± 0.989 

0.005 20.156 ± 1 .291 18.714 ± 0.680 

0.05 15.308 ± 1 .679 20.667 ± 2.155 

0.5 

5 

8.637 ± 0.961 * 

6.843 ± 0.572* 

27.143 ± 2.492* 

29.143 ± 2.327* 

Drug injection is periormed at 09:00. Each value is the mean with S.E. of 6-7 mice. 

*P<0.05 when compared with the saline (0 MIU/kg) group using Tukey's test. 

Table 2 Influence of dosing time on pharmacokinetic parameters after IFN- /3 

(0.5 MIU/kg, i.t.) injection at 09:00 or 21 :00 

Pharmacokinetic T ime of drug injection (clock hours) 
Student's t-test 

parameters 09:00 21 :00 

CL (g protein/hr/kg) 1 .156 ± 0.015 1.436 ± 0.019 

Vc (g protein/kg) 

t1/2 a (X 10-1 hr) 

t1/2f3(X 1o - 1 hr) 

0.574 ± 0.006 

0.587 ± 0.004 

7.677 ± 0.059 

AUC (IU · hr/mg protein) 435.891 ± 5.298 

MRT (hr) 0.894 ± 0.009 

Each value is the mean with S.E. of 44-51 mice. 
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0.587 ± 0.006 

0.503 ± 0.004 

6.638 ± 0.054 

350.641 ± 4.556 

0.735 ± 0.008 

P<0.01 

N.S. 

P<0.01 

P<0.01 

P<0.01 

P<0.01 
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Fig. 1 Influence of dosing time on tumor growth or survival rate (%) after IFN- 13 

(0.5 MIU/kg, i.t.)(O; 09:00, e; 21 :00) or saline (Ll; 09:00 or 21 :00) injection on days 

0-6 (for 7 days). Each value is the mean with S.E. of 6-12 mice. *P<0.05 when 
compared with the corresponding saline group, §P<0.05 when compared between 
the two dosing times using Tukey's test. Survival rate after IFN- 13 treatment at 

09:00 was significantly greater than that after saline treatment (P<0.05 using Log­
Rank test). 
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Fig. 2 Influence of dosing time on STAT1 (STAT1 a or STAT1 {3) protein 

expression (A) or relative STAT1 protein expression (B) in tumor masses at 4 

hr after IFN- {3 (0.5 MIU/kg, i.t.)(•) or saline (0) injection at 09:00 or 21:00. 

Plots of band intensity set the mean value of control at 09:00 at 100 %. Each 
value is the mean with S.E. of 5-6 mice. • P<0.05, • • P<0.01 when compared with 
the corresponding saline group using Tukey's test. 
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MIU/kg, i.t.)(•) or saline (D) injection at 09:00 or 21:00. Plots of band intensity 

set the mean value of control at 09:00 at 100 %. Each value is the mean with 

S.�. of 7-8 mice. • P<O.OS, • • P<0.01 when compared with the corresponding 

saline group or between the two dosing times using Tukey's test. 
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09:00 or 21 :00 from tumor-bearing mice. Isolated tumor cells were cultured with 
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• P<0.05, • • P<0.01 when compared between two groups using Tukey's test. 
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Chapter 1 

Influence of IFN- 11 Dosing Time on Its Pharmacological Effects in Mice 

1-2 Influence of IFN- 11 Dosing Time on Antiviral Effect in Mice 

Abstract 

The influence of IFN- (3 dosing time on antiviral activity and fever was investigated in ICR 

male mice under a light-dark cycle conditions (lights on at 07:00, off at 19:00) with food and 

water available ad Jjbitum. There was a significant dosing time-dependent change in 2', 5'­

oligoadenylate synthetase (2', 5'-0AS) activities, as an index of antiviral activity, in liver at 12 

hr after IFN- (3 (15 MIU/kg, i.v.) injection. IFN- (3 -induced 2', 5'-0AS activity were more 

potent after the drug injection during the late dark phase. The higher antiviral effect of IFN- (3 

was observed when the IFNAR expression on liver increased, and the lower effect was 

observed when its expression decreased. IFN- (3 -induced fev�r was more serious after IFN- (3 

injection from the late dark phase to the early light phase. However, there was no significant 

diurnal rhythm for the IFNAR expression on hypothalamus. A significant dosing time­

dependent change was demonstrated for plasma IFN- (3 concentrations, which showed a higher 

level during light phase and a lower level during the dark phase. The dosing time-dependent 

change of plasma IFN- {3 concentrations was not associated with that of antiviral effect or fever 

induced by IFN- (3 . These results suggest that a setting of the most suitable dosing time of 

IFN- (3, associated with the diurnal rhythm of IFNAR expression on liver, may be important to 

increase effectively the antiviral activity of the drug in experimental and clinical situations. 
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Materials and Methods 

Animals: Male ICR mice (5 weeks old) were purchased from the Charles River Japan Inc;. 

(Kanagawa, Japan). They were housed 8 - 10 per cage under standardized light-dark cycle 

conditions (lights on at 07:00, off at 19 :00) at 24 ± 1 ac and 60 ± 10 % humidity with food and 

water available ad libitum. 

Drugs: The lyophilized powder of natural human IFN- f3 (Fcron®) (Toray Industries Inc., 

Tokyo, Japan) was dissolved in saline and intravenously (i. v .) injected (0.05 ml/kg of body 

weight). 

Experimental design: To investigate the influence of IFN- f3 dosing time on 2', 5'-0AS 

mRNA level and activity, groups of 7 - 8 mice were injected with IFN- f3 (15 MIU/kg, i.v.) or 

saline at once of six times: 09:00, 13 :00, 17:00, 21:00, 01:00 or 05 :00. The liver samples were 

quickly removed at 4 hr (for mRNA) or 12 hr (for activity) after IFN- f3 (15 MIU/kg, i.v.) or 

saline injection and placed into ice-cold tubes. To examine the influence of IFN- {3 dosing time 

on rectal temperature, groups of 6 mice were injected with IFN- {3 (15 MTU/kg, i.v.) or saline 

at each of the six times outlined above. Rectal temperatures were measured at 0.5 hr after IFN­

{3 or saline injection. In order to study the diurnal rhythm of IFNAR mRNA expression in 

liver, hypothalamus or lymphocytes, each tissues were removed from groups of 5 - 6 mice at 

each of the six times outlined above. To investigate the time-dependent change in specific 

binding of IFN- a to IFNAR on lymphocytes, lymphocytes were obtained from groups of 5 

mice at 17:00 or 05 :00. To examine the diurnal rhythm of plasma IFN- f3 concentration at 2.5 

hr after IFN- {3 injection, groups of 5 - 6 mice were injected with IFN- 13 (15 MIU Jkg, i. v.) or 

saline at each of the six times outlined above. Also, to determine the influence of IFN- 13 

dosing time on time course of plasma IFN- f3 concentrations, groups of 5 - 6 mice were given 

an intravenous injection of IFN- /3 (15 MIU/kg) at 09:00 or 21:00. Blood samples were 

collected at 0.167, 0.5 , 1, 1.5 or 3 hr after IFN- 13 injection. 
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RNA extraction and RT-PCR. Total RNA was extracted from liver, hypothalamus or 

lymphocytes by using TRIZOL® solution (BRL, Bethesda, MD, USA). The rever�e 

transcription of RNA and eDNA amplification were perform with a one-step RT-PCR system 

(BRL). RT-PCR reactions were performed with 2', 5'-0AS, IFNAR and glyceraldehyde-3 -

phosphate dehydrogenase (GAPDH) primers in a single tube. The following primers used: 5'­

GCAAGCCTGATCCCAGAATCT-3' and 5'-TAGCCACACATCAGCCTCTTCA-3' for 2', 

5'-0AS (GenBank accession number; X04958), 5'-CATGGCTGGCTATATTGTTCC-3' and 

5'-ATGGCTTGGGTTAAAGGTTTAC-3' for IFNAR (GenBank accession number; U0623 7), 

5'-GACCTCAACTACATGGTCTACA-3' and 5'-ACTCCACGACATACTCAGCAC-3' for 

GAPDH (GenBank accession number; M32599). The PCR- product was electrophoresed 

through a 3 % agarose gel including 0.2 .ug/ml ethidium bromide and the gel was photographed 

under UV light (302 nm). The amount of RT-PCR products of 2', 5'-0AS or IFNAR mRNA 

was quantified using a NIH image analysis program and normalized against GAPDH. 

Determination of 2', 5'-0AS activity. Liver was perfused with Phosphate-buffered 

saline and removed, placed into ice-cold tube containing modified lysis buffer (10 mM HEPES­

KOH I 50 mM KCl I 3 mM Mg(OAc)2 I 0.3 mM EDTA I 10 % glycerol I 0.01 % NaN3 I 0.5 % 

Triton-100 I 100 .uM PMSF I 7 mM 2-mercaptoethanol, pH 7.5 ) (Sakawa et al, 1994). The 

liver in the buffer was homogenized and centrifuged at 9000xg for 20 min at 4 ac. The 

supernatant was isolated and stored at - 20 ac. The protein concentrations in the Hver 

homogenate sample were determine by Lowry's method. The liver 2', 5'-0AS activities were 

determined by radioimmunoassay (2-5 A kit, Eiken, Tokyo, Japan). The 2', 5'-0AS activities 

were expressed as 2', 5'-oligoadenylate fmol per protein concentration. 

Determination of rectal temperature. Rectal temperature was measured by a digital 

thermometer (Digital Thermometer TD-300, Shibaura Electronics, Tokyo, Japan). A lubricated 

thermocouple was inserted 1.5 em into the rectum of mice. Rectal temperature was measured at 

least every 30 min to avoid hyperthermia caused by continuous handling stress (Briese et al, 

1991). Percent change of rectal temperature (%) from basal level was calculated as follows: % 

= ( [rectal temperature after IFN- /3 injection - rectal temperature before IFN- /3 injection] I 

[rectal temperature before I FN- /3 injection] ) x 100. 
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Lymphocyte isolation. Spleen samples were homogenized to obtain a single-cell 

suspensions including lymphocytes. Then the splenic lymphocytes were isolated by a density-

gradient separation (Lympholyte-M®, Cosmo Bio, Tokyo, Japan). The isolated lymphocytes 

were suspended in Tris-buffered ammonium chloride to remove erythrocytes and were washed 

twice in PBS. 

Specific IFN- a binding assay. The iodination of IFN- B reduces its biological 

potency by < 30 % (Kushnaryov et al., 1985). Both IFN- a and - B cross-compete for the 

same receptor (Novick et al, 1994). Therefore, recombinant human IFN- a (Pepro Tech EC 

Ltd., London, England) was used as ligand to specific receptor of IFN- B . IFN- a was 

iodinated using a solid-phase lactoperoxidase kit (ICN Pharmaceuticals, Inc., Irvine, 

California, USA). The splenic lymphocytes were isolated as described above and resuspended 

in ice-cold RPMI 1640 medium containing 0.25 % BSA, 0.1 % sodium azide, 10 ,ug/ml 

protamine sulfate, 2.5 mM CaClz and the indicated concentrations of [1251-IFN- a]. The 

binding assay was performed at 4 oc for 2 hr with reaction mixture (a total volume 200 ,ul) 

containing various concentrations of [1251-IFN- a] and 1 x 106 cells viable cells. After 

incubation, the reaction mixture was layered over 200 ,ul of heated-inactivated fetal bovine 

serum and centrifuged at 10000 rpm for 1 min. The supernatant was removed. Thereafter, the 

tube tip containing bound ligand was amputated and the radioactivity was measured using a 

gammer counter (ARC-360, Atoka Co., Mitaka, Tokyo, Japan). Nonspecific binding was 

evaluated in the presence of at least 250-fold excess of unlabeled IFN- a. Specific binding was 

defined as nonspecific binding subtracted from total binding. The data were plotted according to 

the method of Scatchard (Scatchard, 1949). A molecular weight of 20,000 was assumed for the 

calculation of the receptor number per cell and the dissociation constant (Kd). 

Determination of plasma IFN- {3 concentrations. Blood samples were collected by 

orbital sinus and plasma samples were obtained after centrifugation at 3000 rpm for 3 min 

(Kubota Hematocrit KH-120A, Kubota, Tokyo, Japan) and stored at - 20 oc until assayed. 

Plasma IFN- B concentrations were determined by enzyme-linked-immunosorbent assay 

method (Human IFN- B ELISA kit, Toray Co., Tokyo, Japan). 
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Pharmacokinetic analysis: Pharmacokinetic parameters were calculated by the nonlinear 

least-squares method, following the two-compartment model: total body clearance (CL), centr�l 

volume of distribution (Vc), distribution rate constant from central to peripheral compartment 

(k12) and distribution rate constant from peripheral to central compartment (k21). 

Statistical analysis. Analysis of variance (ANOVA) and Tukeis test were applied for 

the multiple comparison. Student's t-tcst was used for two independent groups. The 5 % level 

of probability was considered to be significant. 
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Results 

Influence of IFN- {3 dosing time on liver 2', 5'-0AS mRNA expression and 

activity: The 2', 5'-0AS mRNA level in liver at 4 hr after IFN- B (15 MIU/kg, i.v.) injection 

was significantly higher in mice treated with the drug at 01:00 or 5:00 (P<0.01, Fig.8). 

However, the 2', 5'-0AS mRNA in liver was not detected at 4 hr after saline injection at any 

dosing times. On the other hand, the 2', 5'-0AS activity in liver at 12 hr after IFN- B injection 

at 05:00 or 17:00 was significantly higher when compared with that after saline injection 

(P<0.01, respectively, Fig.9). Furthermore, the 2', 5'-0AS activity in liver at 12 hr after IFN­

B injection at 05:00 was significantly higher than that after IFN- B injection at 17:00 

(P<0.05). No dosing time -dependent change was observed for 2', 5'-0AS activity in liver at 

12 hr after saline injection. 

Influence of IFN- {3 dosing time on rectal temperature: The rectal temperature 

showed a significant diurnal rhythm with a lower level during the light phase and a higher level 

during the dark phase (P<0.01, ANOVA, Fig.10). The percent change of rectal temperature at 

0.5 hr after IFN- B (15 MIU/kg, i.v.) injection at 09:00, 13:00 or 05:00 was significantly 

higher than that after saline injection at the corresponding dosing time (P<0.01, respectively, 

Fig.11). However, fever was not induced by IFN- B injection at 17:00, 21:00 or 01:00. 

Diurnal rhythm of IFNAR expression in liver, hypothalamus and lymphocyte: 

The IFNAR mRNA level in liver and lymphocyte showed a significant diurnal rhythm 

(P<0.01, respectively, ANOVA, Fig.12). The IFNAR mRNA level in liver was higher during 

the late dark phase and lower during the late light phase. The IFNAR mRNA level in 

lymphocytes was higher during the late dark phase and the early light phase, and lower during 

the late light phase and the early dark phase. However, no significant diurnal rhythm was 

observed in the IFNAR mRNA level of hypothalamus (Fig.12). Furthermore, the number of 

IFNAR per cell of lymphocytes, calculated from the intercept of the Scatchard plot on the 

abscissa, was significantly larger in cells prepared at 05:00 than at 17:00 (P<0.01, Table 3). 

The apparent Kd showed no significant difference between cells prepared at 05:00 and 17:00. 
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Influence of dosing time on IFN- {3 pharmacokinetics: The plasma IFN- B 

concentrations at 2.5 hr after IFN- B (15 MIU/kg, i.v.) injection showed a significant diurn�l 

rhythm with higher levels during the light phase and lower during the dark phase (P<O .01, 

ANOVA, Fig.13). The influence of dosing time on time course of plasma IFN- B 

concentrations after IFN- B injection is shown in Table 4. The time course of plasma IFN- B 

concentrations after IFN- B injection decreased in biexponential fashion. Plasma IFN- B 

concentrations at 1.5 and 3 hr after IFN- B injection at 09:00 were significantly higher when 

compared with those after the drug injection at 21:00 (P<0.05, respectively). Table 5 showed 

the pharmacokinetic parameters after IFN- B injection. CL was significantly higher in mice 

injected with IFN- B at 21:00 than at 09:00 (P<0.05). 
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Discussion 

Antiviral efficacy of IFN is mediated through production of 21, 51-0AS activated by double.­

stranded RNA (Lengyel, 1982). 21, 51-0AS activates a latent ribonuclease, can cleave single­

stranded RNA, and impairs replication of various virus (Kumar et al., 1988, Diaz-Guerra et al., 

1997). In this study, the 21, 51-0AS mRNA induction and its activity in Uver after IFN- B 

injection were significantly more potent in mice injected with the drug during the late dark 

phase. This result was supported by a previous chronopharmacological finding of IFN- a 

(Koyanagi et al., 1997). 

IFN elicits antiviral activity by binding to the specific receptor on the cell surface (Zoon and 

Arnheiter, 1984). In IFNAR-deficient cell lines, IFN- a and - B fail to induce 21, 5'-0AS 

activity and protect against viral infection (Hwang et al., 1995). Furthermore, the level of 

IFNAR expression in liver is closely related to the efficacy of IFN- a therapy in patients with 

chronic hepatitis C (Fukuda et al., 1997; Yatsuhashi et al., 1999). In the present study, the 

level of IFNAR mRNA in liver showed a significant diurnal rhythm with a higher level during 

the late dark phase and lower level during the late light phase. In addition, we examined the 

binding assay for IFNAR by using the lymphocytes, because the homogenization and 

processing of membranes for binding alter the binding kinetics of the receptor (Davis et al., 

1979). The number of IFNAR per cells was significantly larger in cells obtained at 05:00 than 

at 17:00. These results indicate that the rhythmic change of IFNAR mRNA level is associated 

with that of the the number of IFNAR. Moreover, the diurnal rhythm of IFNAR mRNA level in 

liver was consistent with the dosing time-dependent change of 21, 51-0AS mRNA induction 

and its activation in liver by IFN- B . On the other hand, the plasma IFN- B concentrations at 

2.5 hr after IFN- B injection was higher during the light phase and lower during the dark 

phase. Namely, the rhythmicity of plasma IFN- B concentration was out of phase with the 

dosing time-dependent change of 21, 51 -OAS activation induced by IFN- B . Therefore, the 

time-dependency in 21, 51-0AS activation of IFN- B seems to be due to not the rhythmicity of 

IFN- B pharmacokinetics but that of IFNAR expression. 
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The change of rectal temperature at 0.5 hr after IFN- B injection during the late dark phase 

and the early light phase was significantly higher than that after saline injection at th
.
e 

corresponding dosing time. However, no significant dosing time-dependence was observed for 

IFN- B concentrations at 0.5 hr after IFN- B injection. The IFNAR mRNA expression in 

hypothalamus showed some rhythmic pattern but not significant rhythm at present. IFN- a 

elicits fever through the direct action on preoptic-anterior hypothalamic thermosensitive neurons 

(Nakashima et al., 1988). IFN- a -induced fever is mediated by prostagrandin E2 (PGE2) 

production and/or opioid receptor mechanism in hypothalamus (Nakashima et al., 1995). 

However, IFN- B is a lack of binding capacity to opioid re�eptors in the brain (Blalock and 

Smith, 1981). The dosing time-dependent difference of fever induced by IFN- a is caused by 

that of PGE2 production induced by the drug (Koyanagi et al., 1997; Ohdo et al., 1997a). The 

fever induced by IFN- B was completely inhibited by indomethacin ( 10 mg/kg, i.p.) 

pretreatment, although the dosage of indomethacin had no effect on normal rectal temperature 

(data not shown). Cyclooxygenase-2 (COX-2) plays a major role in the rapid production of 

PGE2 and fever induced by IL-l B (Cao et al., 1996). Glucocorticoid inhibits the elevation of 

COX-2 mRNA as well as PGE2 formation induced by IL-l B (Masferrer et al., 1994; Yucel­

Lindberg et al., 1995). In rodents, plasma glucocorticoid hormone such as corticosterone 

shows a diurnal rhythmicity with elevation during late light phase and early dark phase. In this 

study, the serious fever induced by IFN- B was observed when plasma glucocorticoid level 

was lower. Thus, the time-dependency in fever induced IFN- B may be due to the rhythmicity 

of plasma glucocorticoid level. 

IFN- B concentrations at 1.5 or 3 hr after IFN- B injection at 09:00 were significantly 

higher than those after IFN- B injection at 21:00. A significant dosing time-dependent 

difference was also demonstrated for the pharmacokinetic parameter of IFN- B, which showed 

higher CL for injection at 21:00 than for injection at 09:00. The rhythmicity of CL seems to 

contribute to that of plasma IFN- B concentrations. The drug clearance is determined by blood 

flow rate or intrinsic clearance in metabolic or excretive organs. The predominant pathway of 

IFN- B elimination is the liver (Wills, 1990). IFN- a is internalized via receptor-mediated 

endocytosis and cataboliz�d intracellulary by lysosomal proteinases in metabolic tissue (Bocci et 

al., 1983). The receptor-mediated saturable clearance of granulocyte colony-stimulating factor 
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mainly contributes to the its total clearance at lower doses (Kuwahara et al., 1994 ). However, 

CL was significantly higher in mice injected with IFN-13 at 21:00 than at 09:00, although the 
. 

IFNAR mRNA level in liver was higher at 09:00 than at 21:00. Also, the blood flow in liver 

shows significant diurnal rhythm with higher level during the dark phase and lower during the 

light phase (Labrecque et al., 1988). The rhythmicity in CL or concentrations of IFN-13 at 2.5 

hr after IFN-13 injection in our study was consistent with that in blood flow to liver. Thus, the 

diurnal rhythm of blood flow may contribute to the dosing time-dependent change of IFN- 13 

pharmacokinetics. 

In conclusion, I have shown here the dosing time-dependency of antiviral effect induced by 

IFN -13 associated with that of IFNAR expression on liver. The fever induced by IFN-13 

showed a significant dosing time-dependent change, whereas the IFN AR expression on 

hypothalamus showed no significant diurnal rhythm. Furthermore, the rhythmic change of 

IFN-13 pharmacokinetics failed to elucidate that of pharmacological effects induced by IFN-13 , 

although there was a significant dosing time-dependent difference in plasma IFN-13 

concentrations. Previous study has shown that the interindividual variability in response of 13 -

adrenoreceptor agonist or antagonist can be related to that in 13 -adrenoreceptor density on 

lymphocytes (Fraser et al., 1981, Zhou et al., 1989). Therefore, the choice of dosing time 

associated with the rhythmicity of IFNAR expression may help to achieve a rational 

chronopharmacological strategy for increasing the therapeutic effects of IFN-13 . Also, the 

diurnal rhythm of IFNAR level on lymphocytes may be a reference marker for that of IFNAR 

level on liver, since IFNAR mRNA levels in both lymphocytes and liver exhibit similar 

rhythmicities. However, it is still unclear which factors control the rhythmicity of IFNAR 

expression. To clarify the mechanisms may lead to find out more convenient rhythmic marker 

for IFNAR expression in each tissue. From this question I might go on to a detailed 

examination of its mechanisms. 
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Table 3 T ime-dependent difference of IFNAR expression on lymphocytes 

prepared at 17:00 or 5:00 

Time of cell preparation (clock hours) 
IFNAR Student's t-test 

Number (sites/cell) 

Apparent Kd ( x 1 0-10 M) 

17:00 05:00 

218 ± 22 

4.02 ± 0.39 

341 ± 29 

4.43 ± 0.29 

Each value is the mean with S.E. of 5 mice. 

P<0.01 

N.S. 

Table 4 Influence of dosing time on plasma IFN- /3 concentrations after IFN- /3 

(15MIU/kg, i.v.) injection at 09:00 or 21 :00 

T ime after drug 

injection (hr) 

0.167 

0.5 

1.0 

1.5 

3.0 

Plasma IFN- 13 concentration (kiU/mL) 

T ime of drug injection (clock hours) 

09:00 21:00 

59.014 ± 3.715 52.790 ± 3.980 

14.121 ± 0.674 

6.048 ± 0.365 

3.450 ± 0.241 

1.172+0.113 

12.906 ± 0.773 

5.005 ± 0.371 

2.688 ± 0.225 

0.789 ± 0.052 
Each value is the mean with S.E. of 5-6 mice. 

Student's t-test 

N.S. 

N.S. 

N.S. 

P<0.05 

P<0.05 

Table 5 Influence of dosing time on pharmacokinetic parameters after IFN- /3 

(15MIU/kg, i.v.) injection at 09:00 or 21:00 

Pharmacokinetic Time of drug injection (clock hours) 
Student's t-test 

parameters 09:00 21:00 

CL (Uhr/kg) 0.414 ± 0.012 0.484 ± 0.028 P<0.05 

Vc (Ukg) 0.106 ± 0.006 0.128 ± 0.547 N.S. 

k12 (1 /hr) 1.783 ± 0.237 1 .393 ± 0.124 N.S. 

k21 (1 /hr) 1.199 ± 0.076 1.232 ± 0.041 N.S. 

Each value is the mean with S.E. of 5-6 mice. 
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Fig.8 Diurnal rhythm of liver 2', 5'-0AS mANA level at 4 hr after IFN-� (15 MIU/kg, 
l.v.) or saline injection at six different times. (A) Liver 2', 5'-0AS mANA expression at 
4 hr after IFN-� or saline injection. (B) Relative liver 2', 5'-0AS mANA level (%) at 4 
hr after IFN-� injection. Relative mANA level sets the mean peak value of the 
rhythm at 100 %. Each values is the means with S.E. of 7 mice. Relative mANA level 
showed a significant diurnal rhythm (P<0.01, ANOVA). 
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Fig.9 Influence of dosing time on liver 2', 5'-0AS activity at 12 hr after 
IFN-� (15 MIU/kg, i.v.)(•) or saline (D) injection. Each values is the 
means with S.E. of 7-8 mice. • P<0.05, • • P<0.01 when compared with 
the corresponding saline group or between the two dosing times 
using Tukey's test. 
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Fig.11 Diurnal rhythm of percent change of rectal temperature 

at 0.5 hr after IFN- {3 {15 MIU/kg, i.v.)(•) or saline (D) injection. 

Each value is the mean with S.E. of 6 mice. • • P<0.01 when 
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Fig.12 Diurnal rhythm of IFNAR mRNA expression in liver, 

hypothalamus and lymphocytes prepared at six different times. 

Relative mRNA level sets the mean peak value of each rhythm 

at 100 %, respectively. Each value is the mean with S.E. of 5 - 6 

mice. A significant diurnal rhythm was demonstrated for liver 

and lymphocytes (P<0.01, respectively, ANOVA). 
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the mean with S.E. of 5 - 6 mice. Plasma IFN- f3 concentrations 

showed a significant diurnal rhythm (P<0.01, ANOVA). 
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Chapter 2 

Influence of EPO Dosing Time on Erythropoietic Effect in Mice 

Abstract 

The influence of dosing time on erythropoietic effect of EPO was investigated based on tl}e 

sensitivity of bone marrow cells and the pharmacokinetics of the drug. Mice were housed in a 

light-controlled room (lights on at 07:00, off at 19:00) with food and water available ad libitum. 

The erythropoietic effect on day 5 after EPO (1000 IU/kg, s.c.) injection was more efficient at 

13:00 or 01:00 than at 21:00. The dosing time-dependent effect of EPO was supported by the 

time-dependent expression of Bcl-XL, antiapotosis-regulatory gene, mRNA induced by EPO. 

The higher erythropoietic effect of EPO was observed when specific binding of EPOR in bone 

marrow cells increased and the lower effect was observed" when its levels decreased. The 

number of EPOR and erythroid colony formation activity induced by EPO were significantly 

higher in bone marrow cells obtained at 13:00 than at 21:00. On the other hand, there was no 

significant dosing time-dependent change in plasma EPO concentrations. Therefore, the time­

dependent change of EPOR function seems to contribute to that of EPO-induced erythropoietic 

effect. The present results suggest that by choosing the most suitable dosing time for EPO, the 

efficacy of the drug can be increased in certain experimental and clinical situations. 

- 34-



Materials and Methods 

Animals: Male ICR mice (5 weeks old) were purchased from the Charles River Japan Inc;. 

(Kanagawa, Japan). They were housed 8 - 10 per cage under standardized light-dark cycle 

conditions (lights on at 07:00, off at 19:00) at 24 ± 1 oc and 60 ± 10 % humidity with food and 

water available ad Jjbitum. 

Drugs: The lyophilized powder of recombinant human EPO (Epogin®) (Chugai 

Pharmaceutical Co., Ltd., Tokyo, Japan) was dissolved in saline containing 0.05 % BSA and 

subcutaneously (s.c.) injected (0.1 ml/kg of body weight). 

Experimental design: To investigate the influence of EPO dosing time on erythrocyte 

counts, groups of 5-9 mice were injected with EPO (1000 IU/kg, s.c.) or saline at once of six 

times: 09:00, 13:00, 17:00, 21:00, 01:00 or 05:00. Blood samples were collected by orbital 

sinus at the same time point (19:00) on day 5 after drug injection. To determine the influence of 

EPO dosing time on dose-response of EPO on erythrocyte counts, groups of 5- 6 mice were 

injected subcutaneously with various dosage (0, 300, 1000 and 3000 IU/kg) of EPO at 13:00 

or 21:00. Blood samples were collected by orbital sinus at the same time point (17 :00) on day 5 

after drug injection. To investigate the influence of EPO dosing time on Bcl-XL mRNA level on 

bone marrow cells, groups of 5 - 6 mice were given a subcutaneous injection of EPO (1000 

IU/kg) at 13:00 or 21:00. Bone marrow cells were collected at 4 hr after EPO injection. To 

examine the time-dependent change in sensitivity of bone marrow cells to EPO, bone marrow 

cells were obtained from groups of 7 mice at 13:00 or 21:00, and colony-forming units­

erythroid (CFU-E) assay was performed described below. In order to study the diurnal rhythm 

of EPOR mRNA expression or specific EPO binding to EPOR on bone marrow cells, bone 

marrow cells were obtained from groups of 6 mice at each of the six times outlined above. 

Also, to investigate the time-dependent change of EPO binding sites or EPO affinity to EPOR 

on bone marrow cells, bone marrow cells were isolated from groups of 5 mice at 13:00 or 

21:00 and specific EPO binding was evaluated by the scatchard analysis method described 

below. To determine the influence of EPO dosing time on time course of plasma EPO 

concentrations, groups of 5 mice were given a subcutaneous injection of EPO (1000 IU/kg) at 
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13:00 or 21:00. Blood samples were collected at 1, 3, 6, 8, 12, 16, 24, 36 or 48 hr after EPO 

injection. 

Determination of erythrocyte counts: Blood samples were collected by orbital sinus 

on day 5 after EPO or saline injection. Erythrocyte number was measured using a Sysmex F-

300 (Toua Iyou Denshi, Kobe, Japan). Percent increase of erythrocyte counts (%) from basal 

level in mice treated with saline was calculated as follows: % = ( [erythrocyte counts after EPO 

injection - erythrocyte counts after saline injection] I [erythrocyte counts after saline injection] ) 

X 100. 

Bone marrow cells isolation: Mice were killed and their femurs were removed. 

Thereafter, femurs were flushed with 4 ml of phosphate-buffered saline (PBS) (2 ml from each 

end of the bone). The cell suspension was pooled and centrifuged at 1500 rpm for 10 min at 4 

oc. The pellets were washed twice with 2 ml of ice-cold PBS and then resuspended in medium 

for EPO binding assay. 

RNA extraction and RT-PCR: Total RNA was extracted from bone marrow cells by 

using TRIZOL® solution (BRL, Bethesda, MD). The reverse transcription of RNA and eDNA 

amplification were perform with a one-step RT-PCR system (BRL). RT-PCR reactions were 

performed with Bcl-XL, EPOR and glyceraldehyde-3-phosphate dehydrogenase (GAPDH) 

primers in a single tube. The following primers used: 5'-CTCTCCTACAAGCITTCCCAG-3' 

and 5'-CCAGCGGTTGAAGCGCTCC-3' for Bcl-XL (Gregory et al., 1999), 5'-CCGCATCA 

TCCATATCAATG-3' and 5'-AGACCCTCAAACTCGCTCTCTG-3' for EPOR (GenBank 

accession number; X04958) 5'-GACCTCAACTACATGGTCTACA-3' and 5'-ACTCCACGA 

CATACTCAGCAC-3' for GAPDH (GenBank accession number; M32599). The PCR product 

was electrophoresed through a 3 % agarose gel including 0.2 ,ug/ml ethidium bromide and the 

gel was photographed under UV light (302 nm). The mount of eDNA was quantified using a 

NIH image analysis program and normalized against GAPDH. 
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CFU-E assay: Bone marrow cells were extracted as described above and resuspended at a 

concentration of 105 cellslml in D-MEM containing 0.8 % methylcellulose, 30 % heated-
. 

inactivated fetal bovine serum, 1 % BSA, 5 x l0-4 M mercaptoethanol, 0.5 % antibiotics 

(penicillin and streptomycin) and various concentrations (0.05 IUiml) of EPO. The 

resuspended nucleated cells were then plated (1 ml I plate) onto 35-mm plastic tissue culture 

dishes. The cells were incubated for 7 days at 37 oc in a humidified atmosphere with 5 % C02. 

Colonies containing 8 or more cells were counted blindly by the same investigator using an 

inverted microscope. 

EPOR binding assay: Isolated bone marrow cells were resuspended in ice-cold RPMI 

1640 medium containing 2 % BSA, 0.2 %sodium azide, 25 mM HEPES and the indicated 

concentrations of [125!]-EPO. The binding assay was performed at 37 oc for 1 hr with reaction 

mixture (a total volume 200 111) containing various concentrations or 50 pM of [125I]-EPO and 

5 x 106 cells viable cells. After incubation, 300111 of heated-inactivated fetal bovine serum was 

added and the mixture was centrifuged at 10000 rpm for 1 min. The supernatant was removed. 

Thereafter, the tube tip containing bound ligand was amputated and the radioactivity was 

measured using a gammer counter (ARC-360, Aloka Co., Mitaka, Tokyo, Japan). Nonspecific 

binding was evaluated in the presence of at least 400-fold excess of unlabeled EPO. Specific 

binding was defined as nonspecific binding subtracted from total binding. The data were plotted 

according to the method of Scatchard (Scatchard, 1949). A molecular weight of 30000 was 

assumed for the calculation of the receptor number per cell and the dissociation constant (Kd). 

Determination of plasma EPO concentrations: Plasma samples were obtained after 

centrifugation at 3000 rpm for 3 min (Kubota Hematocrit KH-120A, Kubota, Tokyo, Japan) 

and stored at - 80 oc until assayed. Plasma EPO concentrations were determined by enzyme­

immunoassay method (Immunoerit . EPO, Toyobo, Osaka, Japan). 

Pharmacokinetic analysis: Pharmacokinetic parameters were calculated by the nonlinear 

least-squares method, following the one-compartment model: absorption rate constant (ka), 

elimination rate constant (ke ), distribution volume I bioavailability (V d I F), peak plasma 

concentration (Cmax), area under the curve (AUC) and mean residence time (MRT). 
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Statistical analysis: Analysis of variance (ANOVA) and Tukey's test were applied for the 

multiple comparison. Student's t-test was used for two independent groups. The 5 % level of 

probability was considered to be significant. 
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Results 

Influence of EPO dosing time on erythropoietic effects. 

In this experiments, all mice were bled at the same time point (17:00 or 19:00) on day 5 after 

drug injection, because of the erythrocyte counts showed a significant diurnal rhythm 

dependence in mice. The erythrocyte counts on day 5 after EPO (1000 IU/kg, s.c.) injection at 

other dosing times except 21:00 was significantly increased when compared with those after 

saline injection at corresponding dosing time (P<0.01, respectively, Fig.14). The erythrocyte­

increasing effects of EPO showed a significant diurnal rhythm with higher level at 13:00 or 

01:00 and trough level at 21:00. Also, the dosing time-dependent change of hemoglobin­

increasing effect induced by EPO was consistent with that of the erythrocyte-increasing effect 

induced by EPO (data not shown). 

Influence of EPO dosing time on dose-dependence of erythropoietic effects. 

The increase of erythrocyte counts on day 5 after EPO (0- 3000 IU/kg, s.c.) injection at 13:00 

or 21:00 showed dose-dependent manner (Fig.15). A significant increase of erythrocyte counts 

was observed only in mice treated with a higher dose (1000 and 3000 IU/kg) of EPO at 13:00 

(P<0.01, respectively), but not observed in mice treated with any dosage of EPO at 21:00. The 

degree of erythrocyte increase in mice injected ·with 3000 IU/kg of EPO at 21:00 was 

approximately agreed with that in mice injected with a dosage between 300 and 1000 IU/kg of 

EPO at 13:00. The similar results was observed for the dose-response effect of EPO on 

hemoglobin concentrations (data not shown). 

Influence of EPO dosing time on Bcl-XL mRNA level in bone marrow cells. 

As shown in Fig.16, the Bcl-XL mRNA level in bone marrow cells at 4 hr after EPO (1000 

IU/kg, s.c.) injection at 13:00 was significantly higher when compared with that after saline 

injection at 13:00 (P<0.05). However, the mRNA level after EPO injection at 21:00 was not 

significant! y different from that after saline injection. 
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Time-dependent change in erythroid colony formation by EPO in bone marrow 

cells. 

The increase of erythroid colony induced by EPO showed dose-dependent manner (data not 

shown). Furthermore, there was a significant time-dependent difference in erythroid colony 

formation stimulated by EPO (0.05 IU/ml) in bone marrow cells (Fig.17). Number of colonies 

after EPO treatment was significantly higher in bone marrow cells prepared at 13:00 that at 

21:00 (P<0.05). 

Diurnal rhythm of EPOR expression on bone marrow cells. 

The EPOR mRNA level in bone marrow cells prepared at six different times showed a 

significant diurnal rhythm (P<0.01, ANOVA, Fig.18 A). The mRNA level was higher at 

13:00, 01:00 and 05:00 and lowest at 21:00. Next, we examined the diurnal rhythm of specific 

1251-EPO binding to EPOR on bone marrow cells. The binding assay was performed with 50 

pM of [1251]-EPO according to "Methods". The specific binding of 125I-EPO to EPOR on bone 

marrow cells showed a significant diurnal rhythm (P<0.01, ANOVA, Fig.18 B). The binding 

showed a significant diurnal rhythm with first peak at 13:00 and then again peaking 01:00. 

Furthermore, the number of EPOR per cell on bone marrow cells, calculated from the intercept 

of the Scatchard plot on the abscissa, was significantly larger in cells prepared at 13:00 than at 

21:00 (P<0.01, Table 6). The apparent Kd was not significantly different between the two 

sampling times. 

Relationship between increase of erythrocyte counts by EPO and specific l25I­

EPO binding to bone marrow cells. 

The relationship between the number of EPOR per cell and specific 1251-EPO binding to bone 

marrow cells, based on the scatchard analysis data as shown in Table 6, is shown in Fig.19. 

The binding assay was performed with 50 pM of [1251]-EPO according to "Methods". There 

was a significant positive correlation between the EPOR number and specific 125I-EPO binding 

(r=0.745, P<0.05). Furthermore, the relationship between the percent increase of erythrocyte 

counts on day 5 after EPO (1000 IU/kg, s.c.) injection (See Fig.14) and specific l25J-EPO 

binding to bone marrow cells (See Fig.l8 B) is shown in Fig.20. There was a significant 

- 40 -



positive correlation between specific 125I-EPO binding and the increase of erythrocyte counts 

by EPO injection (r=0.944, P<O.OS). 

Influence of dosing time on EPO pharmacokinetics. 

The influence of dosing time on time course of plasma EPO concentrations after (1000 IU/kg, 

s.c.) injection is shown in Fig.21. The plasma EPO concentration after EPO injection wa 

reached a peak level from 8 to 12 hr after EPO injection and decreased in exponential fashion. 

Plasma EPO concentrations at any time after EPO injection at 13:00 showed no significant 

difference when compared with those after the drug injection at 21:00. Table 7 showed the 

pharmacokinetic parameters after EPO injection. The values of ka, ke, Vd IF, Cmax, AUC and 

MRT showed no significant difference between two dosing times. 
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Discussion 

The erythrocyte or hemoglobin-increasing effects of EPO showed a significant diurn(;ll 

rhythm with higher level at 13:00 or 01:00, and lower level at 21:00. This result was supported 

by a previous report (Wood et al., 1990). EPO promotes the survival and proliferation of 

erythroid progenitor in bone marrow through the induction of Bcl-XL, antiapotosis-regulatory 

gene (Silva et al., 1996, Gregory and Bondurant, 1997). The Bcl-XL mRNA level in bone 

marrow cells after EPO injection at 13:00 was significantly higher than that after saline 

injection. This result suggests that the dosing time-dependent change of EPO-induced antiapotic 

effects contributes to that of erythropoietic effects inducep by the drug. Furthermore, I 

demonstrated the influence of dosing time on the relationship between dosage and 

erythropoietic effect of EPO. The erythrocyte or hemoglobin increasing effect in mice injected 

with 3000 IU/kg of EPO at 21:00 was approximately equivalent to that in mice injected with 

500 IU/kg of EPO at 13:00. 

The rhythmic change of drug response is caused by that of pharmacokinetic factors such as 

drug concentration at the site of action and/or pharmacodynamic factors such as receptor 

sensitivity to drug. The diurnal rhythm in myelosuppressive toxicity of anticancer drugs is 

closely related to that in cell cycle distribution of bone marrow cells (Ohdo et al., 1997b, 

Tampellini et al., 1998). The diurnal rhythm in sensitivity of bone marrow cells to G-CSF 

cause that of its leukocyte-increasing effect (Ohdo et al., 1998). EPO also stimulates 

proliferation and maturation of erythroid progenitors in bone marrow cells via binding to EPOR 

on cell surface. 

First, I examined whether the sensitivity of bone marrow cells to EPO shows a diurnal 

rhythm. I observed that the specific EPO binding to bone marrow cells shows a significant 

diurnal rhythm with higher level at 13:00 or 01:00, and lower level at 21:00. The similar diurnal 

rhythmicity was observed in the EPOR mRNA level in bone marrow cells. Furthermore, the 

number of EPOR per cells was significantly larger in cells obtained at 13:00 than at 21:00. 

These results suggest that the diurnal rhythm dependence of transcriptional activity of EPOR 

mRNA, and its protein synthesis, contributes to that of EPOR density on bone marrow cells. 

Also, the diurnal rhythm of EPOR expression on bone marrow cells was consistent with that of 
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EPO erythropoietic effect. I observed a good positive correlation between the specific EPO 

binding to bone marrow cells and the erythrocyte increasing count after EPO injection. Ther� 

was a positive correlation between the specific EPO binding to bone marrow cells and the 

EPOR number per cell. Thus, the diurnal rhythm of EPOR expression on bone marrow cells 

seems to be closely related to that of erythropoietic activity by EPO. 

The burst-forming unit-erythroid and CFU-E, expressing high EPOR, are only EPO 

responsive erythroid progenitor in various bone marrow cell lineage (Broudy et al., 1991, 

Wickrema et al., 1992). For this reason the question I have to ask here is whether the diurnal 

rhythm of specific EPO binding to bone marrow cells is
" 

associated with that of EPOR 

expression per EPO responsive erythroid progenitor cells. In this study, the colony-forming 

activity of EPO was more potent in bone marrow cells prepared from mice at 13:00 than at 

21:00. Namely, the diurnal rhythm in colony forming activity of EPO in vitro system was 

consistent with that in EPOR expression on bone marrow cells and that in erythropoietic effect 

of EPO in vivo. Also, the erythroid colony induced by EPO increased in a dose-dependent 

manner. These results suggest that the diurnal rhythm in specific EPO binding to bone marrow 

cells relates to that in number of EPOR per EPO responsive pre-erythroid cell. 

The promoter region of human or mouse EPOR contains a binding site for GATA-1 and 

Sp1, positive transcriptional factor for EPOR (Youssoufian et al.,1990; Chin et al., 1995). 

GATA-1 exhibits specific expression in erythroid cells and is associated with the transcription 

activation of erythroid-expressed genes including globin (Orkin, 1992; Weiss and Orkin, 

1995). It was found through our laboratory experiments that the mRNA level of ·GATA-1 

shows a significant diurnal rhythm (data not shown). GATA-1 mRNA level oscillates with 

some advance in parallel to the rhythmicity of EPOR mRNA level in bone marrow cells. 

Therefore, the rhythmicity of EPOR mRNA level contributes to that of its protein synthesis and 

is regulated by, at least in part, that of positive transcriptional activation by GAT A-1. Also, the 

half-life of EPOR mRNA in human or mouse is approximately 90 min or 75 min, respectively 

(Wickrema et al., 1991, 1992). These results and previous reports suggest that the metabolic 

turnover of EPOR is relatively rapid. 
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Next, I observed the influence of EPO dosing time dependence on plasma EPO 

concentration or its pharmacokinetic parameters after the drug injection. However, no 

significant dosing time-dependence was observed for EPO concentrations at any times after 

EPO injection. No significant dosing time-dependent difference was also demonstrated for ke 

and ka of EPO. A body clearance of EPO consists of saturable and nonsaturable clearances 

(Kato et al., 1997, 1998). The bone marrow cells and kidney mainly contribute to the saturable 

receptor-mediated uptake clearance and the nonsaturable glomerular filtration clearance, 

respectively. In this study, the number of EPOR per cell was significantly higher in bone 

marrow cells prepared at 13:00 than at 21:00. This result suggests that the saturable clearance of 

EPO is higher in mice injected with the drug at 13:00 than at 21:00. In human, the saturable 

clearance is predominant elimination pathway (Flaharty et al., 1990). However, the 

contribution of saturable clearance to body clearance is 30 % in rats (Kato et al., 1997), and 

smaller in mice than in rats (Kato et al., 1998). Therefore, the predominant pathway of EPO 

elimination in mice may be the kidney. The blood flow to kidney is significant diurnal rhythm 

with higher level during the dark phase and lower during the light phase (Labrecque et al., 

1988). In this study, however, the plasma EPO concentrations after EPO injection showed no 

significant dosing time-difference between dosing times at 13:00 and 21:00. Also, there was no 

significant dosing time-dependent difference in Cmax, AUC as well as MRT. The finding 

showing no rhythmicity of pharmacokinetic parameters may be due to the slow elimination 

based on the slow absorption rate after EPO injection. Thus, EPO pharmacokinetics is not 

considered as the mechanism underlying the dosing time-dependent change of erythropoietic 

effects induced by EPO. It is possible that the diurnal rhythm of pharmacodynamic factors 

contributes to that of EPO pharmacological action. 

In conclusion, I demonstrated the dosing time-dependent change in erythropoietic effect of 

EPO is caused by that of EPOR expression on bone marrow cells in mice. Also, the choice of 

EPO dosing time associated with the diurnal rhythm of EPOR expression may be one of cost­

benefit approaches that can reduce the dosage of EPO with remaining its effect unaffected. EPO 

treatment is expensive, on the order of $10,000 per year for patient undergoing renal dialysis 

(Doolittle, 1991). Thus, these results suggest the usefulness of clinical chronotherapy with 

EPO for patients receiving EPO therapy. 
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Table 6 Time-dependent difference of EPOR expression on bone marrow cells 

prepared at 13:00 or 21 :00 

EPOR 

Number (sites/cell) 

Apparent Kd (pM) 

T ime of cell preparation (clock hours) 

13:00 21:00 

24 ± 1 19 ± 2 

124.726 ± 9.208 126.990 ± 9.310 
Each value is the mean with S.E. of 6 mice. 

Student's t-test 

P<0.01 

N.S. 

Table 7 Influence of dosing time on pharmacokinetic parameters after EP0(1 000 
IU/kg, s.c.) injection at 13:00 or 21 :00 

Pharmacokinetic 

parameters 

ka (hr-1) 

ke (hr-1) 

Vd/F (Ukg) 

Time of drug injection (clock hours) 

13:00 21:00 

0.174 ± 0.002 

0.161 ± 0.001 

0.182±0.010 

0.177 ± 0.002 

0.164 ± 0.001 

0.174 ± 0.007 

Student's t­

test 

N.S. 

N.S. 

N.S. 

Cmax (miU/ml) 2130.447 ± 118.697 2179.154 ± 106.074 N.S. 

AUC (miU • hr/ml) 34577.150 ± 1819.515 34782.775 ± 1780.604 N.S. 

MRT (hr) 11.957±0.100 11.742±0.096 N.S. 

Each value is the mean with S.E. of 5 mice. 
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Summary 

I have shown here the influence of dosing time on pharmacological effects of receptor­

mediated drugs in mice, and the correlation between the diurnal rhythm of receptor expression 

on target tissue and that of pharmacological effect of receptor-mediated drug. In the first part of 

this paper, I found the dosing time-dependent change in the antitumor or antiviral effect of IFN­

B. The mechanisms underlying the dosing time-dependent change were investigated from 

viewpoints of the sensitivity of tumor or liver cells to the drug and the pharmacokinetics of the 

drug. It was clarified that the time-dependent change of IFN- B antitumor or antiviral effect is 

related to that of the sensitivity, particularly at the IFNAR lev.el, of tumor or liver cells to IFN-

B . This study suggested that by choosing the most suitable dosing time for IFN- B , the 

efficacy of the drug can be increased. In the second part of this paper, I investigated the dosing 

time-dependent change in the erythropoietic effect of EPO, which is one of receptor-mediated 

drugs. The diurnal rhythm in erythropoietic effect of EPO was due to that in EPOR expression 

on bone marrow cells. Also, this study revealed that the choice of EPO dosing time associated 

with the diurnal rhythm of EPOR expression can reduce the dosage of EPO with leaving its 

effect unaffected. 

These results suggest that a setting of the most suitable dosing time of receptor-mediated 

drugs, associated with the diurnal rhythm of its specific receptor expression on target tissues, 

may be important to increase effectively the pharmacological effect of the drug or reduce the 

dosage in experimental and clinical situations. However, the question remains when during the 

24 hours treatments are to be timed to increase therapeutic benefit, since the interindividual 

variability may characterize biological rhythm of human beings but not laboratory animals. For 

example, although the serum cortisol, a strong marker of diurnal rhythm, shows a significant 

diurnal pattern with maximum level during early morning, a reversal diurnal rhythm is observed 

for night-shiftworker (Hennig et al., 1998). The diurnal rhythmicity of cortisol level is 

preserved in old age, but the timing of diurnal elevation is advanced (Van Cauter et al., 1996). 

Also, abnormal rhythmic patterns of serum cortisol is observed in breast and ovarian cancer 

patients (Touitou et al., 1996). Consequently, clinical situations need to incorporate monitoring 

of marker rhythm parameters in patients and individual adjustments of treatment schedules to 
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those rhythms. For the purpose, the future direction of this study should clarify the regulatory 

mechanism underlying dosing time-dependence of therapeutic efficacy. It may lead to t�e 

finding of reference marker to predict the rhythmicity of pharmacodynamics and/or 

pharmacokinetics 

Circadian clock is made up of an input pathway, a control oscillator, and output pathway. 

The output pathways are likely to involve both nervous and humoral signals. Plasma 

endogenous glucocorticoid hormone level such as cortisol (human being) and corticosterone 

(rodents) shows a diurnal rhythmicity with elevation during early active phase. In the present 

study, the EPOR expression on bone marrow cells shows a significant diurnal rhythm with 

higher level at 13:00 or 01:00, and lower level at 21:00. The promoter region of human or 

mouse EPOR contains a binding site for GATA-1, positive transcriptional factor for EPOR 

(Youssoufian et al.,1990; Chin et al., 1995). The GATA-1 mRNA level was a significant 

diurnal rhythm associated with that temporal pattern of EPOR mRNA level in bone marrow 

cells (data not shown). Glucocorticoid inhibits not only the transcriptional activation of GATA-

1-induced erythroid structural genes, but may also inhibit the expression of GATA-1 (Chang et 

al., 1993). Therefore, the diurnal rhythm of glucocorticoid hormone related to the 

transcriptional activation of EPOR may be able to explain that of EPOR expression, especially 

the trough level observed during early dark phase. It has been found through our laboratory 

experiments a possible mechanism underlying diurnal rhythm of IFNAR mRNA expression in 

peripheral tissues by glucocorticoid. Generally, exogenous glucocorticoid hormone influences 

cytokine production or its receptor expression such as IL-2 (Vacca et al., 1990), IL-l receptor 

(Gottschall et al., 1991), IL-2 receptor (Lamas et al., 1997) and IL-6 receptor (Snyers et al., 

1990). For example, IFN- y production in lymphocytes is suppressed by glucocorticoid (Arya 

et al., 1984). There is an inverse relationship between the levels of plasma cortisol and IFN- y 

production in antigen-stimulated lymphocytes (Petrovsky et al., 1994; Petrovsky and Harrison, 

1997). Also, glucocorticoid enhanced the IFN- y receptor expression (Strickland et al., 1986). 

The diurnal rhythm of lFN- y receptor expression in SCN, the main pacemaker for diurnal 

rhythms, is observed in rat (Lundkvist et al., 1998). The expression of the receptor protein is 

dependent on light (Lundkvist et al., 1999). In the present study, IFNAR mRNA level in 

normal or tumor-bearing mice exhibits similar rhythmic pattern between the lymphocytes and 
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other peripheral tissues such as liver, tumor and kidney. Previous study reports that adrenergic 

receptor densities on lymphocytes reflect those on extravascular target tissues (Liggett et al., 

1989). {3 -adrenoreceptor density on lymphocytes is significantly correlated to the response of 

{3 -adrenoreceptor agonist or antagonist (Fraser et al., 1981, Zhou et al., 1989). Therefore, the 

receptor expression on lymphocytes may be a useful candidate to predict the diurnal rhythm of 

receptor level on target tissue and the dosing time-dependent change in response of receptor­

mediated drug. 

This present study is the first report to suggest that IFNAR or EPOR expresswn on 

peripheral tissues shows a significant diurnal rhythm and the rhythmicity is closely related to 

the dosing time-dependent change in pharmacological effect of IFN- {3 or EPO. To monitor the 

rhythmicity of plasma glucocorticoid hormone level or receptor expression level on 

lymphocytes obtained from peripheral blood may be important to establish individually the 

dosing time for receptor-mediated drugs such as IFN- {3 or EPO to optimize chronotherapy 

(Fig.22). We should consider the background of individual patients such as the symptoms of 

disease and combined drug influencing receptor expression. Finally, this concept may be 

applicable to other receptor-mediated drugs as shown in the case of IFN- {3 and EPO. 

- Rhythm marker for receptor level in target tissue -

1) Hormone, Endogenous ligand (catecholamine etc.) 

2) Receptor density on lymphocytes 

fi!!!,[.i.Jf!ii!.l.h1"1•111··'·•-�-

Fig.22 Prediction in the diurnal rhythm of receptor expression on target 

tissue in clinical situations 
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