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Abstract

In this thesis we investigate the estimation of the Lyapunov exponent for the nonlinear autoregressive time series model, especially the chaotic time series model with additive dynamic noise. For the deterministic model, which doesn’t have a noise, the Lyapunov exponent has been proposed to quantify the sensitive dependence on an initial value. For nonlinear autoregressive time series models with additive noise, some modified Lyapunov-like indexes are proposed. However, they depend not only on the sensitive dependence on initial value, but also on the additive noise. We investigate in this thesis the estimator of the Lyapunov exponent which isn’t influenced by the additive noise.

First we introduce delay time to the nonlinear autoregressive model considered in Cheng and Tong (1995). We find it important to take into account the delay time in the embedding dimension from the viewpoint of curse of dimensionality. We develop a method of estimating the embedding dimension and delay time by using Nadaraya-Watson kernel estimator and Cross-Validation, and prove that the proposed estimator is consistent.

Next we consider a skeleton of the nonlinear autoregressive model with dynamic noise by deleting the dynamic noise term. By the Lyapunov exponent of the skeleton, we judge whether a randomness of the observed data is caused only by the dynamic noise or also by the nonlinearity of the autoregressive model. We propose an estimator of the Lyapunov exponent of the skeleton based on the observed data from the nonlinear autoregressive model with dynamic noise, when the embedding dimension is 1 and the skeleton has the Kolmogorov measure. And the consistency of the estimator is proved.
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Chapter 1

Introduction

In analysis of data from nonlinear autoregressive time series with dynamic noise, it is a central issue whether randomness of the data is caused only by the dynamic noise or also by the nonlinearity of the autoregressive model. This thesis investigates the estimation of the Lyapunov exponent for the nonlinear autoregressive time series model to quantify the sensitive dependence on an initial value.

1.1 The embedding dimension and delay time

Cheng and Tong (1995) considered a nonlinear autoregressive model with additive dynamic noise

\[ X_t = F(X_{t-1}, X_{t-2}, \ldots, X_{t-d}) + \varepsilon_t, \quad \text{(for } t \geq d) \tag{1.1} \]

Cheng and Tong (1995) also proposed to embed \((X_t, X_{t-1}, \ldots, X_{t-d})\) into \(d+1\)-dimensional Euclidean space, called \(d\) as the embedding dimension, and related the intuitive geometric reconstruction of phase space in theoretical physics with statistical theory of the determination of order of a nonlinear autoregressive model.

Although the delay time was not considered in Cheng and Tong (1995), we find it important to take into account the delay time in estimating the em-
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bedding dimension. For example, Yonemoto and Yanagawa (1998) show that, if the method of Cheng and Tong (1995) is applied to data generated by

\[ X_t = F(X_{t-2}, X_{t-4}, \ldots, X_{t-2d}) + \epsilon_t, \quad t = 1, 2, \ldots, \]

the embedding dimension is estimated to be \(2d\), that is, we should embed \((X_t, X_{t-1}, X_{t-2}, \ldots, X_{t-(2d-1)}, X_{t-2d})\) into \(2d + 1\)-dimensional Euclidean space. But we may represent the dynamics of \(\{X_t\}\) by embedding \((\{X_t, X_{t-2}, \ldots, X_{t-2d}\}, t = 1, 2, \ldots\)\) in \(d + 1\) dimensional space, thus better to consider \(2d\) as the delay time. This finding indicates that by also selecting the delay time we may embed the dynamics in a lower dimensional space, which is desirable from the view point of curse of dimensionality.

1.2 The Lyapunov exponent

Nonlinear dynamical systems which exhibit chaos are characterised by the phenomenon that a small perturbation in the initial condition can lead to a considerable divergence of the states of the system in the short term. In a deterministic dynamical system, which takes the form of a nonlinear autoregressive model without noise,

\[ X_t = F(X_{t-1}, X_{t-2}, \ldots, X_{t-4}), \quad (\text{for } t \geq d), \quad (1.2) \]

this phenomenon has been very well documented and is usually analyzed by the well-known Lyapunov exponents (Eckmann and Ruelle (1985), Chatterjee and Yilmaz (1992), Berliner (1992)). However, for a stochastic, i.e. the dynamic noise is involved, it is well known that the estimates of the Lyapunov exponent by conventional methods is unreliable. Several methods have been developed to overcome the difficulty. Kostelich and York (1990) approximated \(F\) by polynomials and separated the signal from noise, and Pikovsky (1986), Landa and Rosenblum (1989), Cawley and Hsu (1992), and Sauer (1992) filtered out the noise by using linear filters. McCaffrey et al. (1992) employed nonparametric estimation of \(F\), but they assumed identical noises. Yao and Tong (1994a) explored alternative measures of detecting chaos in observational data. In this thesis we estimate \(F\), the empirical distribution of \(\{X_t\}\) of the model (1.2), and the Lyapunov exponent of the model (1.2) using the observed data from model (1.1).

The plan of the rest of the paper is as follows. In Chapter 2, we give a brief sketch of local polynomial regression, which is used for estimating \(F\) and its derivative in Chapter 4.

Chapter 3 provides the estimation of the embedding dimension and delay time from chaotic time series with dynamic noise, on which the Lyapunov exponent depends. In Section 3.1 we introduce the delay time to (1.1), and explore the mathematical properties of the embedding dimension and delay time. In Section 3.2 a method of estimating the embedding dimension and delay time is proposed based on Cross-Validation, a similar technique as Cheng and Tong (1995). Consistency of the proposed estimators is proved in Section 3.3.

Chapter 4 provides the estimation of the Lyapunov exponent from chaotic time series with dynamic noise. In Section 4.1, we review the basics of chaos and the Lyapunov exponent. In Section 4.2, we define the class of the chaotic time series that we investigate. Finally in Section 4.3 we give a method of estimating the Lyapunov exponent and prove consistency of the proposed estimator.

1.3 Basic definitions and condition

In this section, we give basic definitions and condition, used throughout this thesis.

**Definition 1.1 (Stationary)**

The stochastic process \(\{X_t; t \geq 0\}\) is said to be stationary if the random variables

\[ X_1, X_2, \ldots, X_n, \]
have the same joint probability distribution as the random variables
\[ X_{t_1+h}, X_{t_2+h}, \ldots, X_{t_m+h} \]
for any positive integer \( m \), any \( t_1, \ldots, t_m \) and \( h \).

**Definition 1.2 (Nonlinear autoregressive time series model)**
The stochastic model \( \{ X_t; t \geq 0 \} \) is said to be a nonlinear autoregressive time series with dynamic noise if \( \{ X_t \} \) is stationary with \( E X_t^2 < \infty \) and if for every integer \( t (t \geq d) \),
\[ X_t = F(X_{t-1}, X_{t-2}, \ldots, X_{t-d}) + \varepsilon_t, \quad (1.3) \]
where \( d \) is a positive integer, \( F: R^d \rightarrow R \) is a measurable function and \( \{ \varepsilon_t \} \) is a sequence of random noise and for any \( t \),
\[ E [\varepsilon_t \mid \mathcal{A}_t^{t-1}(X)] = 0, \text{ almost surely.} \]
and
\[ E [\varepsilon_t^2 \mid \mathcal{A}_t^{t-1}(X)] = \sigma^2, (\sigma > 0), \text{ almost surely,} \]
where \( \mathcal{A}_s(X) \) denotes the sigma algebra generated by \( (X_{s+1}, \ldots, X_t) \), for \( s \leq t \). Further, the integer \( d \) is called the degree of the nonlinear autoregressive time series.

**Definition 1.3 (Skeleton)**
The deterministic system \( \{ X_t(x); t \geq 0 \} \) is said to be a skeleton of the nonlinear autoregressive time series with dynamic noise if its skeleton is chaotic.

**Definition 1.4 (Chaos)**
The deterministic system \( \{ X_t(x); t \geq 0 \} \) is said to be chaotic if \( \{ X_t(x); t \geq 0 \} \) is bounded and there exists \( \delta > 0 \) such that for all \( x, \varepsilon \in R^d \), there exists positive integer \( n \) such that \( |X_n(x) - X_n(x + \varepsilon)| > \delta \).

**Definition 1.5 (Chaotic time series model)**
The nonlinear autoregressive time series with dynamic noise is said to be chaotic time series if its skeleton is chaotic.

For the function \( F: R^d \rightarrow R \) in (1.3), we define \( F: R^d \rightarrow R^d \) as
\[ F(x_1, x_2, \ldots, x_d) = \begin{pmatrix} x_1 \\ F(x_2, x_3, \ldots, x_d) \\ \vdots \\ x_{d-1} \end{pmatrix}, \]
and put
\[ X_t = \begin{pmatrix} x_t \\ X_{t-1} \\ \vdots \\ X_{t-d+1} \end{pmatrix}, \quad \varepsilon_t = \begin{pmatrix} \varepsilon_t \\ 0 \\ \vdots \\ 0 \end{pmatrix}. \]
Then the model (1.3) implies
\[ X_t = F(X_{t-1}) + \varepsilon_t, \quad (for \ t \geq d). \quad (1.5) \]
and the model (1.4) implies
\[ X_t = F(X_{t-1}), \quad (for \ t \geq d). \quad (1.6) \]
The model (1.6) is also said to be a skeleton of the model (1.5).

In this thesis, we assume the following condition.

**Condition 1.1**
Let the support of \( \{ \varepsilon_t \} \) be \( S \). We suppose that there exists a set \( M \subset R^d \) such that \( X_{d+1} \in M \) and
\[ F(x + \varepsilon) \in M, \]
for all \( x \in M \) and \( \varepsilon = (\varepsilon_1, 0, \ldots, 0) \) where \( \varepsilon_1 \in S \).
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In this chapter, referring to Wand and Jones (1995), Simonoff (1996) and Fan and Gijbels (1996), we review the local polynomial regression to estimate $F$ in (1.3) and its derivative.

2.1 Kernel Estimation

First of all, we consider the density estimation problem. Let $Y$ be a random variable that has probability density function $g(y)$ and let $G(y)$ be the distribution function of the random variable $Y$, and $\{Y_1, \ldots, Y_n\}$ represent a random sample of size $n$ from the density $g$.

Consider the definition of $g(y)$:

$$g(y) = \lim_{h \to 0} \frac{G(y + h) - G(y - h)}{2h}.$$ (2.1)

Replacing $G(y)$ with the empirical distribution function gives

$$\hat{g}(y) = \frac{\# \{Y_i \in (y - h, y + h)\}}{2nh}.$$ (2.1)

This can be rewritten as

$$\hat{g}(y) = \frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{Y_i - y}{h}\right).$$ (2.1)
where
\[ K(u) = \begin{cases} \frac{1}{2}, & \text{if } -1 < u < 1, \\ 0, & \text{otherwise}. \end{cases} \]
The form (2.1) is that of the kernel density estimator, with kernel function \( K \). Note that this kernel function is a uniform density function on \((-1, 1]\).

The problem is that the additive form of (2.1) implies that the estimate \( \hat{g} \) retains the continuity and differentiability properties of \( K \). Since the uniform density is discontinuous, so is the kernel density estimate based on a uniform kernel function. A smoother kernel function will thus lead to a smoother kernel density estimate.

In this thesis, we assume that the kernel function \( K(u) \) is an arbitrary density function satisfying the conditions:
1. \( \sup_{-\infty < u < \infty} K(u) < \infty \),
2. \( \lim_{|u| \to \infty} |u| K(u) = 0 \),
3. \( K(u) = K(-u) \) for all \( u \in \mathbb{R} \),
4. \( \int u^2 K(u) du = \sigma^2 < \infty \).

The bias and variance of the kernel density estimator are given as follows.

**Theorem 2.1 (Parzen (1962))**

Assume that \( g''(y) \) is absolutely continuous and square integrable. Then we have
\[
\text{Bias}[\hat{g}(y)] = \frac{K^2R(g''(y))}{2} + O(h^4)
\]
and
\[
\text{Var}[\hat{g}(y)] = \frac{g(y)R(K)}{nh^2} + O(n^{-1}),
\]
where \( R(K) = \int K(u)^2 du \).

The degree to which the data are smoothed has a strong effect on the appearance of \( \hat{g}(y) \) through the setting of the bandwidth \( h \). Theorem 2.1 shows the tradeoff of bias versus variance.

### 2.2 Kernel Regression

Next we consider the nonparametric regression problem. Let \((Y, Z)\) be a random vector that has joint density function \( g(y, z) \), and \\{(Y_1, Z_1), \ldots, (Y_n, Z_n)\} represent a random sample of size \( n \) from the density \( g \). We consider the nonparametric regression model
\[
m(y) = E(Z|Y = y)
\]
where the regression curve \( m(y) \) is the conditional expectation \( m(y) = E[Z|Y = y] \) with \( E(\varepsilon|Y = y) = 0 \), and \( \text{Var}(\varepsilon|Y = y) = \sigma^2(y) \) not necessarily constant.

**Remark 2.1** Combining variance and squared bias, we have the mean squared error
\[
\text{MSE}[\hat{g}(y)] = \frac{g(y)R(K)}{nh^2} + \frac{h^4\sigma^2}{4} + O(n^{-1}) + O(h^6).
\]

Integrating over the entire line then we have the asymptotic MISE
\[
\text{AMISE} = \frac{R(K)}{nh^2} + \frac{h^4\sigma^2}{4} R(g'^4) + \frac{1}{4},
\]
where \( R(g'^4) = \int (g'^4(u))^2 du \). The asymptotically optimal bandwidth satisfies
\[
h_o = \left( \frac{R(K)}{n\sigma^2 R(g'^4)} \right)^{1/5},
\]
implying minimal AMISE
\[
\text{AMISE}_o = \frac{5}{4} \left( \sigma^2 R(K)^{1/5} R(g'^4)^{1/5} h_o^{-1/5} \right).
\]
The term \( R(g'^4) \) measures the roughness of the true underlying density. In general, rougher densities are more difficult to estimate and require a smaller bandwidth.
By definition we have

\[ m(y) = E[Z | Y = y] = \frac{1}{g_Y(y)} \int z g(z | y) dz = \frac{1}{g_Y(y)} \int g(y, z) dz \]

where \( g_Y(y) \) and \( g(z | y) \) are the marginal density of \( Y \) and the conditional density of \( Z \) given \( Y \), respectively. A product kernel estimate of \( g(y, z) \) is

\[ \hat{g}(y, z) = \frac{1}{nh} \sum_{i=1}^{n} K_{y} \left( \frac{Y_i - y}{h_y} \right) K_{z} \left( \frac{Z_i - z}{h_z} \right) \]

while a kernel estimation of \( g_Y(y) \) is

\[ \hat{g}_Y(y) = \frac{1}{nh_y} \sum_{i=1}^{n} K_y \left( \frac{Y_i - y}{h_y} \right) \]

Substituting into (2.2), and noting that \( \int K_z(u) = 1 \) and \( \int uK_z(u) du = 0 \), yields the Nadaraya-Watson kernel estimator,

\[ \hat{m}_{NW}(y) = \frac{1}{h} \sum_{i=1}^{n} Z_i K_{y} \left( \frac{Y_i - y}{h_y} \right) \]

If the design is not random, but is rather a fixed set of ordered nonrandom numbers \( y_1, \ldots, y_n \), a different form of kernel estimator is considered. Gasser and Müller (1979) proposed the Gasser-Muller kernel estimator,

\[ \hat{m}_{GM}(y) = \frac{1}{h} \sum_{i=1}^{n} Z_i K \left( \frac{u - y}{h} \right) du, \]

where \( y_{i-1} < y_i < y_{i+1} \). Fan (1992) summarized the asymptotic bias and variance of these estimators as follows:

\[ \text{Bias}[\hat{m}_{NW}(y)] = \frac{1}{2} m''(y) + \frac{m'(y) g''_Y(y)}{g_Y(y)} \int u^2 K(u) du \]

\[ \text{Var}[\hat{m}_{NW}(y)] = \frac{\sigma^2(y)}{g_Y(y) nh} \int K^2(u) du \]

As Fan (1992) showed, \( \text{Bias}[\hat{m}_{NW}(y)] > \text{Bias}[\hat{m}_{GM}(y)] \) and \( \text{Var}[\hat{m}_{NW}(y)] < \text{Var}[\hat{m}_{GM}(y)] \). Fan (1992) also showed that the bias of the local linear regression estimator, which was proposed by Stone (1977), is equal to the bias of the Gasser-Muller estimator and the variance of the local linear regression estimator is equal to the variance of the Nadaraya-Watson estimator.

2.3 Local polynomial regression

In this section, we review the local polynomial regression estimator. Let \((Y, Z)\) be a random vector that has joint density function \( g(y, z) \), and \{\((Y_1, Z_1), \ldots, (Y_n, Z_n)\)\} represent a random sample of size \( n \) from the density \( g \). We are interested in to estimate the regression function \( m(y) = E[Z | Y = y] \) and its derivatives \( m'(y), m''(y), \ldots, m^{(p)}(y) \), where \( m^{(j)} \) represents the \( j \)-th derivative of \( m \).

Suppose that the \((p + 1)\)-th derivative of \( m(y) \) at the point \( y_0 \) exists. We approximate the unknown regression function \( m(y) \) locally by a polynomial of order \( p \). A Taylor expansion gives, for \( y \) in a neighborhood of \( y_0 \),

\[ m(y) \approx m(y_0) + m'(y_0)(y - y_0) + \frac{m''(y_0)}{2!}(y - y_0)^2 + \ldots + \frac{m^{(p)}(y_0)}{p!}(y - y_0)^p. \]

Cleveland (1979) considered the following weighted least square problem:
minimize \[ \sum_{i=1}^{n} \left( Z_i - \sum_{j=0}^{p} \beta_j (Y_i - y_0)^j \right)^2 K_h(Y_i - y_0), \] (2.4)

with respect to \( \beta_0, \ldots, \beta_p \), where \( h \) is a bandwidth controlling the size of the local neighborhood, and \( K_h(y) = \frac{1}{h} K \left( \frac{y}{h} \right) \) with \( K \) a kernel function assigning weights to each datum point. Denote the minimizer by \( \hat{\beta}_0, \ldots, \hat{\beta}_p \). Note that if \( p = 0 \), then \( \hat{\beta}_0 \) coincides with the Nadaraya-Watson estimator of \( m(y_0) \).

Compare (2.4) with (2.3), an estimator for \( m^{(d)}(y_0) \) is given by \( \hat{m}^{(d)}(y_0) = \hat{\beta}_d \). To estimate the entire function \( m(y) \), we denote by \( Y \) the design matrix of problem (2.4):

\[
Y = \begin{pmatrix} (Y_1 - y_0) & \cdots & (Y_1 - y_0)^p \\ (Y_2 - y_0) & \cdots & (Y_2 - y_0)^p \\ \vdots & \vdots & \vdots \\ (Y_n - y_0) & \cdots & (Y_n - y_0)^p \end{pmatrix},
\]

and put \( z = \begin{pmatrix} Z_1 \\ Z_2 \\ \vdots \\ Z_n \end{pmatrix} \) and \( \beta = \begin{pmatrix} \hat{\beta}_0 \\ \hat{\beta}_1 \\ \vdots \\ \hat{\beta}_p \end{pmatrix} \).

Further, let \( W \) be the \( n \times n \) diagonal matrix of weights:

\[
W = \begin{pmatrix} K_h(Y_1 - y_0) & 0 & \cdots & 0 \\ 0 & K_h(Y_2 - y_0) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & K_h(Y_n - y_0) \end{pmatrix}.
\]

Then the weighted least squares problem (2.4) can be written as:

\[
\text{minimize } (z - Y\beta)^T W (z - Y\beta),
\]

with respect to \( \beta \), where \( \beta = \begin{pmatrix} \hat{\beta}_0 \\ \hat{\beta}_1 \\ \vdots \\ \hat{\beta}_p \end{pmatrix} \). The solution vector is provided by weighted least squares theory and is given by

\[
\beta = (Y W Y)^{-1} Y W z.
\] (2.5)
Further, we consider the unit vector $e_{v+1} = (0, \ldots, 0, 1, 0, \ldots, 0)$ in $R^{p+1}$, with 1 on the $(v + 1)$-th position for $v = 0, 1, \ldots, p$.

**Theorem 2.2 (Ruppert and Wand (1994))**

Assume that $g_1(y_0) > 0$ and that $g_1(y), m^{(p+1)}(y)$ and $\sigma^2(y)$ are continuous in a neighborhood of $y_0$. Further, assume that $h \to 0$ and $nh \to \infty$ as $n \to \infty$.

Then the asymptotic conditional variance of $\hat{m}_n(y_0)$ is given by

$$\text{Var}(\hat{m}_n(y_0)|Y) = \frac{1}{nh^{1/2}} \sigma^2(y_0) \left( 1 + \frac{h^{1/2}}{m^{(p+1)}(y_0)h^{1/2}v} \right).$$

The asymptotic conditional bias for $p - v$ odd is given by

$$\text{Bias}(\hat{m}_n(y_0)|Y) = \frac{1}{nh^{1/2}} \sigma^2(y_0) \left( 1 + \frac{h^{1/2}}{m^{(p+1)}(y_0)h^{1/2}v} \right).$$

Further, for $p - v$ even the asymptotic conditional bias is given by

$$\text{Bias}(\hat{m}_n(y_0)|Y) = \frac{1}{nh^{1/2}} \sigma^2(y_0) \left( 1 + \frac{h^{1/2}}{m^{(p+2)}(y_0)h^{1/2}v} \right).$$

This theorem shows that the degree of the polynomial being fit determines the order of the bias of $\hat{m}_n$, with polynomials of adjacent pairs of degree being conceptually similar. For estimating the $m(y_0)$ (i.e. $p = 0$), if $p = 0$, which coincides with the Nadaraya-Watson estimator, or $p = 1$, which coincides with the local linear fit considered in Fan, Hu and Troung (1994), then estimation yields $O_p(h^3)$ bias, and if $p = 2, 3$ then estimation yields $O_p(h^4)$ bias.

### 2.4 Local polynomial regression for time series

In this section, we study the local polynomial estimator when the sample is not independent. First of all, we define the following mixing conditions.

Let $\{ (X_i, Y_i) \}$ be a stationary sequence of random vectors, and $\mathcal{F}_n^j$ be the $\sigma$-algebra of events generated by the random variables $\{(X_i, Y_i), i \leq j \}$. Denote by $L_4(\mathcal{F}_n^j)$ the collection of all random variables which are $\mathcal{F}_n^j$-measurable and have finite second moment.

**Definition 2.1 (Strongly mixing)**

The stationary process $\{ (X_i, Y_i) \}$ is called strongly mixing if

$$\sup_{A \in \mathcal{F}_n, B \in \mathcal{F}_m} |P(A \cap B) - P(A)P(B)| = o(k) \to 0 \text{ as } k \to \infty.$$

**Definition 2.2 (Uniformly mixing)**

The stationary process $\{ (X_i, Y_i) \}$ is called uniformly mixing if

$$\sup_{A \in \mathcal{F}_n, B \in \mathcal{F}_m} |P(B|A) - P(B)| = o(k) \to 0 \text{ as } k \to \infty.$$

**Definition 2.3 ($p$-mixing)**

The stationary process $\{ (X_i, Y_i) \}$ is called $p$-mixing if

$$\sup_{U \in \mathcal{F}_n, V \in \mathcal{F}_m} |\text{Corr}(U, V)| = o(k) \to 0 \text{ as } k \to \infty,$$

where $\text{Corr}(U, V)$ denotes the correlation coefficient between the random variables $U$ and $V$.

The key usage of mixing conditions is contained in the following lemma. The lemma shows that dependent random variables can be approximated by a sequence of independent random variables having the same marginal distribution.

**Lemma 2.1 (Volkonskii and Rozanov (1959))**

Let $V_1, \ldots, V_n$ be random variables with $|V_j| \leq 1$ for $j = 1, \ldots, n$, and $\mathcal{F}_n^j$ be the $\sigma$-algebra of events generated by the random variables $V_1, \ldots, V_n$ respectively. Suppose that $t_1 < t_2 < \cdots < t_n < t_0$ and there exists $w \geq 1$ such that $t_{k+1} - t_k \geq w$, for $k = 1, \ldots, n - 1$. Then

$$\left| E \prod_{j=1}^{\infty} V_j - \prod_{j=1}^{n} E(V_j) \right| \leq 36(n-1)\alpha(w).$$
Now we consider observations \( \{X_1, \ldots, X_{n+1}\} \) from the non-linear autoregressive model \( X_t = m(X_{t-1}) + \epsilon_t \) and construct data \( \{(X_i, Y_i), \ldots, (X_n, Y_n)\} \) as \( Y_i = X_{i+1} \) for \( i = 1, \ldots, n \). We are interested in estimating \( m(x) = E(Y_i | X_i = x) \) and its derivative \( m'(x) \).

Masry and Fan (1993) approximated \( m(x) \) as in (2.3) and fits locally a polynomial as in (2.4). Denote \( \hat{m}(x) \) the solution to the weighted least squares problem (2.4). Then, an estimator for \( m'(x) \) is \( \hat{m}'(x) = \frac{\hat{m}(x)}{h} \). Masry and Fan (1993) state that under certain mixing conditions, local polynomial estimators for dependent data have the same asymptotic behavior as for independent data.

Let \( f(x) \) be the density of \( X_1 \) and \( s^2(x) = \text{Var}(Y_i | X_i = x) \). Let \( S, S' \) and \( e \) denote the same moment matrices and vector as those introduced in previous section, and let

\[
\nu = \int [e_{n+1} S^{-1}(1, u, \ldots, u^n)K(u)]u^{\nu+1} du
\]

and

\[
\xi = \int [e_{n+1} S^{-1}(1, u, \ldots, u^n)K(u)]u^\nu du.
\]

Masry and Fan (1993) gave the following result.

**Condition 2.1**

1. The kernel \( K \) is bounded with bounded support.
2. For all \( l \in N \), \( f_{X_0,X_1|Y_0,Y_1}(x_0, x_1|y_0, y_1) \) is bounded, where \( f_{X_0,X_1|Y_0,Y_1}(x_0, x_1|y_0, y_1) \) is a conditional density of \( (X_0, X_1) \) given \( (Y_0, Y_1) \).
3. The stationary process \( \{(X_j, Y_j)\} \) is \( \rho \)-mixing.
4. For some \( \delta > 2 \) and \( \alpha > 1 - 2/\delta \),

\[
\sum_l p(l)l^{\delta-l} \leq \infty, E|Y|^\delta < \infty, f_{X_0|Y_0}(x|y) \text{ is bounded.}
\]

**Theorem 2.3**

Under Condition 2.1 or Condition 2.2, if \( h = O(n^{1/(2p+3)}) \), then the estimator \( \hat{m}_n(x) \) based on the local polynomial fitting is asymptotically normal as \( n \to \infty \),

\[
\sqrt{n}h^{\nu+1} \left( \hat{m}_n(x) - m'(x) - \frac{f(x)}{(p+1)!} \frac{\nu! m^n(x)}{(p+1)!} \right) \overset{D}{\to} N \left( 0, \frac{\xi \nu^\nu}{f(x)} \right).
\]
Chapter 3

The embedding dimension and delay time

3.1 The embedding dimension and the delay time

We consider the stochastic model given by

\[ X_t = F(X_{t-\tau}, X_{t-2\tau}, \ldots, X_{t-d\tau}) + \varepsilon_t \]  \hspace{1cm} (3.1)

where \(d\) and \(\tau\) are positive integers and \(\varepsilon_t\) is the dynamic noise. We assume that \(\{X_t\}\) is a discrete-time strictly stationary time series with \(EX_t^2 < \infty\) and for any \(t\),

\[ E\left[\varepsilon_t | \mathcal{A}_{t-1}^\tau(X)\right] = 0, \text{ almost surely,} \] \hspace{1cm} (3.2)

and

\[ E\left[\varepsilon_t^2 | \mathcal{A}_{t-1}^\tau(X)\right] = \sigma^2, (\sigma > 0), \text{ almost surely,} \]

where \(\mathcal{A}_t^\tau(X)\) denotes the sigma algebra generated by \(\{X_s, \ldots, X_t\}\), for \(s \leq t\). Note that from (3.1) and (3.2), it follows that

\[ F(X_{t-\tau}, X_{t-2\tau}, \ldots, X_{t-d\tau}) = E[X_t | X_{t-\tau}, X_{t-2\tau}, \ldots, X_{t-d\tau}] \]

with \(E[\varepsilon_t | X_{t-\tau}, X_{t-2\tau}, \ldots, X_{t-d\tau}] = 0\).
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For simplicity we put

\[ F_{d}(X_{t-\tau}, X_{t-2\tau}, \ldots, X_{t-d\tau}) = E[X_t | X_{t-\tau}, X_{t-2\tau}, \ldots, X_{t-d\tau}] \]

The embedding dimension and the delay time are defined as follows.

**Definition 3.1** The time series \( \{X_t\} \) is said to have the embedding dimension \( d_0 \) with the delay time \( \tau_0 \) if and only if there exist non-negative integers \( d_0 < \infty \) and \( \tau_0 < \infty \) such that

\[ F_{d}(X_{t-\tau}, X_{t-2\tau}, \ldots, X_{t-d\tau}) \neq F_{d}(X_{t-\tau_0}, X_{t-2\tau_0}, \ldots, X_{t-d\tau_0}) \text{ a.e.} \] (3.3)

for any \( d < d_0 \), and any \( \tau > 0 \), and

\[ F_{d}(X_{t-\tau}, X_{t-2\tau}, \ldots, X_{t-d\tau}) = F_{d}(X_{t-\tau_0}, X_{t-2\tau_0}, \ldots, X_{t-d\tau_0}) \text{ a.e.} \] (3.4)

for any \( \tau \), where \( B(d_0, \tau_0) \) is the set

\[ \left\{ (d, \tau) | \{\tau_0, 2\tau_0, \ldots, d\tau_0\} \subseteq \{\tau, 2\tau, \ldots, d\tau\} \right\} \]

The definition is identical to that given in Cheng and Tong (1995) when \( \tau = 1 \).

We have the following theorem.

**Theorem 3.1** Suppose that for any \( \tau > 0 \) there exists \( d_0(\tau) < \infty \) such that

\[ F_{d}(X_{t-\tau}, \ldots, X_{t-d\tau}) \neq F_{d}(X_{t-\tau}, \ldots, X_{t-d\tau}) \text{ a.e.} \] (3.5)

for any \( d < d_0(\tau) \), and

\[ F_{d}(X_{t-\tau}, \ldots, X_{t-d\tau}) = F_{d}(X_{t-\tau}, \ldots, X_{t-d\tau}) \text{ a.e.} \] (3.6)

for any \( d \geq d_0(\tau) \). Then the embedding dimension \( d_0 \) and the delay time \( \tau_0 \) of \( \{X_t\} \) satisfy

\[ d_0 = \min \{d_0(\tau) : \tau > 0\} = d_0(\tau_0). \]
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Proof. It is clear that \( \min_i d_0(\tau) \leq d_0(\tau_0) \), so we show that

1) \( d_0 \leq \min_i d_0(\tau) \)

and

2) \( d_0 \geq d_0(\tau_0) \).

1) If \( d_0 > \min_i d_0(\tau) \), then there exist \( \tau^* \) such that \( d_0 > d_0(\tau^*) \). Thus we have from (3.6)

\[ F_{d}(X_{t-\tau^*}, \ldots, X_{t-d\tau^*}) = F_{d}(X_{t-\tau^*}, \ldots, X_{t-d\tau^*}) \text{ a.e.} \]

but this contradicts (3.3).

2) If \( d_0 < d_0(\tau_0) \), we have from (3.5)

\[ F_{d}(X_{t-\tau_0}, \ldots, X_{t-d\tau_0}) \neq F_{d}(X_{t-\tau_0}, \ldots, X_{t-d\tau_0}) \text{ a.e.} \]

but since \( d_0 < d_0(\tau_0) \) and \( d_0(\tau_0, \tau_0) \) is in \( B(d_0, \tau_0) \), this contradicts (3.4).

Denoting the residuals and their variances by

\[ e^{d}(X_t) = \left\{ X_t - F_{d}(X_{t-\tau}, \ldots, X_{t-d\tau}) \right\} \]

\[ \sigma_2^{d}(d, \tau) = E\left[e^{d}(X_t)^2\right] \]

We may show the following lemma.

**Lemma 3.1**

1) For any positive integers \( d_1, d_2, \tau_1, \tau_2 \) such that \( (d_1, \tau_1) \) is in \( B(d_2, \tau_2) \),

\[ \sigma_2^{d}(d_1, \tau_1) \leq \sigma_2^{d_1}(d_1, \tau_1) \]

2) For any \( d > 0 \) and \( \tau > 0 \) such that \( (d, \tau) \) is in \( B(d_0, \tau_0) \),

\[ \sigma_2^{d}(d_0, \tau_0) = \sigma_2^{d}(d, \tau) = 0. \]
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Proof. i). For simplicity, let \( z_t^{(d,T)} = (X_t, \ldots, X_{t-dT}) \).

\[
E \left[ F_d(X_{t-n}, \ldots, X_{t-dT}) - F_d(X_t, \ldots, X_{t-dT}) \right]^2
\]

\[
= E \left[ \left( X_t - F_d \left( z_t^{(d,T)} \right) \right) \left( X_t - F_d \left( z_t^{(d,T)} \right) \right) \right]^2
\]

\[
= \sigma^2(d_1, \tau_1) + \sigma^2(d_2, \tau_2)
\]

\[
-2E \left[ \left( X_t - F_d \left( z_t^{(d,T)} \right) \right) \left( X_t - F_d \left( z_t^{(d,T)} \right) \right) \right]
\]

\[
= \sigma^2(d_1, \tau_1) + \sigma^2(d_2, \tau_2)
\]

\[
-2E \left[ \left( X_t - F_d \left( z_t^{(d,T)} \right) \right) \left( X_t - F_d \left( z_t^{(d,T)} \right) \right) \right]
\]

\[
= \sigma^2(d_2, \tau_2) - \sigma^2(d_1, \tau_1)
\]

ii). From the definition of \( d_0 \) and \( \tau_0 \), \((d, \tau) \in B(d_0, \tau_0) \) implies

\[
F_d(X_{t-n}, \ldots, X_{t-dT}) = F_d(X_{t-\tau_0}, \ldots, X_{t-d\tau_0}) \text{ a.e.}
\]

and from Lemma 1 i) we have

\[
\sigma^2(d_0, \tau_0) - \sigma^2(d, \tau)
\]

\[
= E \left[ F_d(X_{t-n}, \ldots, X_{t-dT}) - F_d(X_{t-\tau_0}, \ldots, X_{t-d\tau_0}) \right]^2
\]

\[
= 0
\]

From Lemma 1 we have the following theorem.

Theorem 3.2 For any \( \tau > 0 \) and \( d_0(\tau) \) defined in Theorem 3.1,

i) \( \sigma^2(d, \tau) > \sigma^2(d_0(\tau), \tau) \) for any \( d < d_0(\tau) \),

ii) \( \sigma^2(d, \tau) = \sigma^2(d_0(\tau), \tau) \) for any \( d \geq d_0(\tau) \),

iii) \( \sigma^2(d_0, \tau_0) \leq \sigma^2(d, \tau) \) for any \( d > 0 \) and \( \tau > 0 \).

Proof. i). From the definition of \( d_0(\tau) \), for \( d < d_0(\tau) \), we have

\[
F_d(X_{t-n}, \ldots, X_{t-dT}) \neq F_{d_0(\tau)}(X_{t-n}, \ldots, X_{t-d\tau}) \text{ a.e.}
\]
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and \( d < d_0(\tau) \) implies \((d_0(\tau), \tau) \in B(d, \tau) \). Thus from Lemma 1 i),

\[
\sigma^2(d, \tau) - \sigma^2(d_0(\tau), \tau)
\]

\[
= E \left[ F_d(X_{t-n}, \ldots, X_{t-dT}) - F_{d_0(\tau)}(X_{t-n}, \ldots, X_{t-d\tau}) \right]^2
\]

\[
> 0.
\]

ii). From the definition of \( d_0(\tau) \), for \( d \geq d_0(\tau) \), we have

\[
F_d(X_{t-n}, \ldots, X_{t-dT}) = F_{d_0(\tau)}(X_{t-n}, \ldots, X_{t-d\tau}) \text{ a.e.}
\]

and \( d \geq d_0(\tau) \) implies \((d, \tau) \in B(d_0(\tau), \tau) \). Thus from Lemma 1 i),

\[
\sigma^2(d, \tau) - \sigma^2(d_0(\tau), \tau)
\]

\[
= -E \left[ F_d(X_{t-n}, \ldots, X_{t-dT}) - F_{d_0(\tau)}(X_{t-n}, \ldots, X_{t-d\tau}) \right]^2
\]

\[
= 0.
\]

iii). For any \( \tau > 0 \), we may rewrite \( \sigma^2(d_0(\tau), \tau) - \sigma^2(d_0(\tau)\tau_0, \tau_0) \) as

\[
\sigma^2(d_0(\tau), \tau) - \sigma^2(d_0(\tau)\tau_0, \tau_0) + \left( \sigma^2(d_0(\tau), \tau_0) - \sigma^2(d_0(\tau), \tau) \right) + \left( \sigma^2(d_0(\tau), \tau_0) - \sigma^2(\tau_0) \right)
\]

- Since \((d_0(\tau)\tau_0, \tau_0) \in B(d_0(\tau), \tau_0) \), from Lemma 1 i), we have

\[
\sigma^2(d_0(\tau), \tau) - \sigma^2(d_0(\tau)\tau_0, \tau_0)
\]

\[
= E \left[ F_{d_0(\tau)}(X_{t-n}, \ldots, X_{t-d\tau}) - F_{d_0(\tau)}(X_{t-n}, \ldots, X_{t-d\tau}) \right]^2
\]

\[
\geq 0.
\]

- When \( d_0(\tau) > d_0(\tau) \), we have \((d_0(\tau)\tau_0, \tau_0) \in B(d_0(\tau), \tau_0) \). Thus from Lemma 1 i), we have

\[
\sigma^2(d_0(\tau)\tau_0, \tau_0) - \sigma^2(d_0(\tau)\tau_0, \tau_0)
\]

\[
= E \left[ F_{d_0(\tau)}(X_{t-n}, \ldots, X_{t-d\tau}) - F_{d_0(\tau)}(X_{t-n}, \ldots, X_{t-d\tau}) \right]^2
\]

\[
\geq 0.
\]
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When \( d_0 \leq d_0(T) \), we have \((d_0(T), 1) \in B(d_0, 1) \subset B(d_0, \eta_0)\). Thus from Lemma 1 ii), we have

\[ \sigma^2(d_0(T), 1) - \sigma^2(d_0, \eta_0) = -E \left[ F_{d_0(T)}(X_{t-1}, \ldots, X_{t-d(T)}) - F_{d_0}(X_{t-1}, \ldots, X_{t-d_0}) \right]^2 = 0. \]

Since \((d_0(T), 1) \in B(d_0, \eta_0)\), from Lemma 1 ii), we have

\[ \sigma^2(d_0, \eta_0) - \sigma^2(d_0, \eta_0) = -E \left[ F_{d_0}(X_{t-1}, \ldots, X_{t-d_0}) - F_{d_0}(X_{t-1}, \ldots, X_{t-d_0}) \right]^2 = 0. \]

\[ \sigma^2(d_0, \eta_0) \leq \sigma^2(d_0(T), T). \]

Thus from Theorem 3.2 i), ii), we have \( \sigma^2(d_0, \eta_0) \leq \sigma^2(d_0(T), T) \leq \sigma^2(d, T) \).

3.2 Estimation of the embedding dimension and delay time

In this section we propose the procedure for determining the embedding dimension and the delay time suggested by Theorem 3.2. This procedure is based on the cross-validation approach developed by Cheng and Tong (1995) for determining the embedding dimension.

Let \( \{X_1, \ldots, X_N\} \) be the observed data, \( D, T \) be sufficiently large for \( d_0 \leq D \) and \( \tau_0 \leq T \) and \( L = DT \).

Put

\[ CV(d, \tau) = \frac{1}{N-L+1} \sum_{t \in L} \left( X_t - \hat{F}_{\hat{d}, \hat{\tau}}(X_{t-1}, \ldots, X_{t-d(\tau)}) \right)^2, \]

where \( \hat{F}_{\hat{d}, \hat{\tau}}(z) \) denotes the estimated regression function with the t-th point deleted. That is,

\[ \hat{F}_{\hat{d}, \hat{\tau}}(z) = \frac{1}{N-L} \sum_{\tau < t \leq N} X_t K_{d, \tau}(z - (X_{t-\tau}, \ldots, X_{t-d(T)}))(\hat{f}_{\hat{d}, \hat{\tau}})^{-1}, \]

where the summation over \( s \) omit \( t \) in each case, and

\[ \hat{f}_{\hat{d}, \hat{\tau}}(z) = \frac{1}{N-L} \sum_{s < t \leq N} K_{d, \tau}(z - (X_{t-\tau}, \ldots, X_{t-d(T)})), \]

and \( K_{d, \tau}(z) \) is a kernel with constant bandwidth \( \tau \) that decreases toward 0 as \( N \) tends to infinity, i.e.,

\[ K_{d, \tau}(z) = \frac{1}{\sqrt{\tau}} K_d \left( \frac{z}{\sqrt{\tau}} \right). \]

\( K_d \) is usually taken to be a probability density function on \( \mathbb{R}^d \).

Now we describe our procedure for determining the embedding dimension and the delay time. First, minimize \( CV(d, \tau) \) with respect to \( d \) over \( 1 \leq d \leq D \) for each \( \tau \leq T \). Denoting the minimizer by \( d_0(\tau) \), then the estimators of embedding dimension and the delay time are given by \( d_0 = \min_{1 \leq \tau \leq T} d_0(\tau) \) and \( \tau_0 = \arg\min_{1 \leq \tau \leq T} d_0(\tau) \).

Theorem 3.3 Under conditions (c),(d) and (f)-(r) which are listed in Section 3.3.1, we have

i) For any \( \tau = 1, \ldots, T \), \( \lim_{N \to \infty} P \{ d_0(\tau) = d_0(\tau) \} = 1 \)

ii) \( \lim_{N \to \infty} P \{ \tau_0 = \tau_0 \} = 1 \).

The proof of Theorem 3.3 is given in the next section.

3.3 Proof of Theorem 3.3

3.3.1 Basic conditions and theorems

We use the following conditions for Theorem 3.3.

(a) \( E \left[ \varepsilon(t) A_{\tau_0}(X) \right] = 0 \), almost surely.

(b) \( E \left[ \varepsilon(t) A_{\tau_0}(X) \right] = \sigma^2 \), \( \sigma > 0 \), almost surely.

(c) \( K_d(u) = \Pi^d_{u \in \mathbb{R}^d} k(u) \) for \( n = (u_1, \ldots, u_d) \in \mathbb{R}^d \).
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(d) F is Hölder continuous, i.e., there exists \( c > 0 \) and \( 0 < \mu \leq 1 \) such that for all \( x, y \in \mathbb{R}^d, |F(x) - F(y)| \leq c_1 |x - y| \mu \), where \( \cdot \) denotes the Euclidean norm in \( \mathbb{R}^d \).

(e) \( W_d \) is a weight function which has a compact support \( S \subset \mathbb{R}^d \) and

\[
0 < \int_{\mathbb{R}^d} W_d(x)dx < \infty, \quad 0 \leq W_d(x) \leq 1.
\]

(f) For all \( d < D \) and \( \tau < T \), let \( f_{\tau} \) denote the probability density function of \( \{X_t, \ldots, X_{t+\tau}\} \), which is strictly positive on \( S \), and there exists \( c_2 > 0 \) such that for all \( x, y \in \mathbb{R}^d, |f_{\tau}(x) - f_{\tau}(y)| \leq c_2 |x - y| \mu \).

(g) \( k \) has compact support, and there exists \( c_3 > 0 \) such that for all \( x, y \in \mathbb{R}, |k(x) - k(y)| \leq c_3 |x - y| \mu \).

(h) For all \( d < D \) and \( \tau < T \), and for every \( t, s, u, t', u' \in \mathbb{N} \), the joint probability density function of \( \{Z_{t}^{(s)}, Z_{t'}^{(s')}, Z_{t}^{(t')}, Z_{t'}^{(t')}, Z_{t}^{(t)}, Z_{t'}^{(t)}\} \) is bounded, where \( Z_{t}^{(s)} \) is defined in the proof of Lemma 1.

(i) Let \( 1/p + 1/q = 1 \). For some \( p > 2 \) and \( \delta > 0 \) such that \( \delta < 2/q - 1 \), \( E|\{X_t\}^{2p(\delta + 1)}| < \infty \) and \( E|F(X_t, \ldots, X_{t+d})|^{2q(\delta + 1)} < \infty \).

(j) For \( \delta \) in condition (i) and some \( \varepsilon > 0, \beta_{j}^{(\delta + \varepsilon)} = O(j^{-2(\delta + \varepsilon)}), \) where

\[
\beta_{j} = \sup_{i \in \mathbb{N}} \left( \mathbb{E} \left[ \sup_{A \in A_{i}^{2}} \left| P(A_{i}^{2}X) - P(A) \right| \right] \right)^{1/2}.
\]

(k) Let \( j = j(N) \) be a positive integer and \( i = i(N) \) be the largest positive integer such that \( 2i \leq N \),

\[
\lim_{N \to \infty} \sup_{j \leq N} \left( 1 + 6c^{1/2}j^{2(\delta + 1)} \right)^{1} < \infty.
\]

(l) For \( i = i(N) \) in condition (k) and the bandwidth \( h(N, d) \),

\[
\lim_{N \to \infty} \sup_{i \leq N} \left( i(N)h(N, d) \right)^{2} < \infty.
\]

3.3. **PROOF OF THEOREM 3.3**

(m) \( Nh(N, d)^2 \to \infty \) as \( N \to \infty \).

(n) For \( \mu \) in assumption (d), \( Nh(N, d)^{2(\delta + \varepsilon)} \to 0 \) as \( N \to \infty \).

(o) For \( q, \delta \) in condition (i) and (j), \( N \to \infty \) and \( \theta = 4d/(q + q\delta) \).

(p) The set \( M \) and \( S \) defined in Condition 1.1 are bounded.

(q) \( \{X_t\} \) is ergodic.

(r) For \( d > d' \),

\[
\frac{h(N, d)}{h(N, d')} \to 0 \quad \text{as} \quad N \to \infty.
\]

Conditions (a)-(n) are needed for Theorem 3.4 and Theorem 3.5 described below. Note that (a) and (b) are assumed in equation (3.2), and (c) is derived from (p) in the proof of Theorem 3.3. We need the following two theorems which is immediately obtained from Theorem 1 and Theorem 3 in Cheng and Tong (1992) by replacing \( \{X_{t-1}, \ldots, X_{t-d}\} \) with \( \{X_{t}, \ldots, X_{t-d}\} \).

**Theorem 3.4** Under conditions (a)-(n),

\[
CV(d, \tau) = \frac{1 + 2a_{d}(d)(d)_{d}}{h(N, d)^{2}N} \left( \frac{1}{h(N, d)^{2}N} \right),
\]

where

\[
CV(d, \tau) = \frac{1}{N - L + 1} \sum_{N-1}^{N-L} \left( X_{t} - \hat{F}_{\tau} \right)^{2} \hat{W}_{d}(X_{t}, \ldots, X_{t-\tau}).
\]

where \( \hat{w}_{d} \) is a non-negative weight function which satisfies the condition (c) and

\[
\hat{F}_{\tau}(z) = \frac{1}{N - L + 1} \sum_{t-L}^{N} K_{d}(z - (X_{t-\tau}, \ldots, X_{t-\tau}))^{2} \hat{f}_{d}(z)^{-1},
\]

where

\[
\hat{f}_{d}(z) = \frac{1}{N - L + 1} \sum_{t-L}^{N} K_{d}(z - (X_{t-\tau}, \ldots, X_{t-\tau})).
\]
and \( \alpha(d) = K_\alpha' \mu(0), \gamma(d) = \frac{\int W_d(x) dx}{\int \bar{W}_d(x) \Psi(x) dx} \)

**Theorem 3.5**

Under conditions (a)-(o),

\[
RSS(d, \tau) = \sigma_N^2(d, \tau) \left( 1 - \frac{2(\alpha(d) - \beta(d)) \gamma(d)}{h(N, d) t^2 N} + 0_p \left( \frac{1}{h(N, d) t^2 N} \right) \right),
\]

where

\[
\sigma_N^2(d, \tau) = \frac{1}{N - L + 1} \sum_{t=L}^{N} \left( \epsilon^{(d, \tau)}_t \right)^2 W_d(X_{t-1}, \ldots, X_{t-\tau})
\]

and \( \beta(d) = \int K_d(y)^2 dy. \)

### 3.3.2 The proof of Theorem 3.3

To prove part i) of Theorem 3.3, we fix \( 0 \leq \tau \leq T \), and let

\[
W_d(x) = \begin{cases} 1 & x \in S_{\epsilon_d}, \\ 0 & \text{otherwise,} \end{cases}
\]

where

\[
S_{\epsilon_d} = \{ (x_1, \ldots, x_d) \in \mathbb{R}^d \mid \| (X_{t-1}, \ldots, X_{t-\tau}) - (x_1, \ldots, x_d) \| < \epsilon \}\]

Then from boundedness of \( \{X_t\} \), \( W_d(x) \) satisfies the condition (e) and \( W_d(X_{t-1}, \ldots, X_{t-\tau}) = 1 \) with probability 1.

From condition (m) we have

\[
\frac{1}{h(N, d) t^2 N} \to 0 \quad \text{as} \quad N \to \infty,
\]

thus from Theorem 3.4 and Theorem 3.5,

\[
CV(d, \tau) = \sigma_N^2(d, \tau) + o_p(1) \quad \text{for any} \quad d.
\]  

(3.7)

From ergodicity of \( \{X_t\} \), we have

\[
\sigma_N^2(d, \tau) = \frac{1}{N - L + 1} \sum_{t=L}^{N} \left( \epsilon^{(d, \tau)}_t \right)^2 W_d(X_{t-1}, \ldots, X_{t-\tau})
\]

3.3. **PROOF OF THEOREM 3.3**

For \( d < d_0(\tau) \), we have \( \sigma^2(d, \tau) - \sigma^2(d_0(\tau), \tau) > 0 \) from Theorem 3.2. Thus

\[
P \{ \hat{d}_0(\tau) = d \} \leq P \{ CV(d, \tau) = \min_{d'} CV(d', \tau) \}
\]

\[
= P \{ \sigma^2(d, \tau) - \sigma^2(d_0(\tau), \tau) \leq \sigma^2(d_0(\tau), \tau) + \left( CV(d_0(\tau), \tau) - \sigma^2(d_0(\tau), \tau) \right) \}
\]

\[
= P \{ \sigma^2(d, \tau) - \sigma^2(d_0(\tau), \tau) \leq \sigma^2(d_0(\tau), \tau) \}
\]

\[
= P \{ \sigma^2(d, \tau) - \sigma^2(d_0(\tau), \tau) \leq \sigma^2(d_0(\tau), \tau) \}
\]

\[
\to 0 \quad \text{as} \quad N \to \infty.
\]

For \( d_0(\tau) < d \leq D \), we have

\[
\epsilon^{(d, \tau)}_t = X_{t-\tau} - E[X_{t-\tau}, X_{t-\tau-1}, \ldots, X_{t-1}, X_{t-\tau}] = X_{t-\tau} - E[X_{t-\tau}, X_{t-\tau-1}, \ldots, X_{t-\tau}] = \epsilon^{(d_0(\tau), \tau)}_t,
\]

and

\[
P \{ \hat{d}_0(\tau) = d \} \leq P \{ CV(d, \tau) < CV(d_0(\tau), \tau) \}
\]

\[
= P \{ CV(d, \tau) \leq CV(d_0(\tau), \tau) \}
\]

\[
= P \{ \sigma^2(d, \tau) \leq \sigma^2(d_0(\tau), \tau) \}
\]

\[
= P \{ \sigma^2(d, \tau) \leq \sigma^2(d_0(\tau), \tau) \}
\]

\[
= P \{ \sigma^2(d, \tau) \leq \sigma^2(d_0(\tau), \tau) \}
\]

\[
\to 0 \quad \text{as} \quad N \to \infty.
\]

When \( \{X_{t-1}, \ldots, X_{t-\tau}\} \in S_{\epsilon_d} \), for any \( t = L, L+1, \ldots, N \), we have

\[
\sigma^2_0(d, \tau) = \frac{1}{N - L + 1} \sum_{t=L}^{N} \left( \epsilon^{(d, \tau)}_t \right)^2 W_d(X_{t-1}, \ldots, X_{t-\tau})
\]
Note that for any \((x_t, \ldots, x_d) \in \mathbb{R}^d\)

\[
[(x_t, \ldots, x_{t-d})] \leq \| (X_{t-r}, \ldots, X_{t-d}) \|
\]

implies \((X_{t-r}, \ldots, X_{t-d}) \in S_{x(t-d), t}\) for any \(t = L, \ldots, N\), we have

\[
\sigma^2(d, t) = \frac{1}{N-L+1} \sum_{i=t}^{t+N} (\delta_i)^2
\]

and

\[
\sigma^2(d, t) = \frac{1}{N-L+1} \sum_{i=t}^{t+N} (\delta_i)^2
\]

From Theorem 3.4 and Theorem 3.5, we have

\[
CV(d, t) = \sigma^2(d, t) \left[ 1 + \beta(d) \gamma(d) \frac{1}{h(N, d)^2 N} + o_p \left( \frac{1}{h(N, d)^2 N} \right) \right]
\]

\[
CV(d(t), t) = \sigma^2(d(t), t) \left[ 1 + \beta(d(t)) \gamma(d(t)) \frac{1}{h(N, d(t))^2 N} + o_p \left( \frac{1}{h(N, d(t))^2 N} \right) \right]
\]

and

\[
CV(d(t), t) = \sigma^2(d(t), t) \left[ 1 + \beta(d(t)) \gamma(d(t)) \frac{1}{h(N, d(t))^2 N} + o_p \left( \frac{1}{h(N, d(t))^2 N} \right) \right]
\]

From assumption (r), we have

\[
\beta(d(t)) \gamma(d(t)) \frac{1}{h(N, d(t))^2 N} + o_p \left( \frac{1}{h(N, d(t))^2 N} \right)
\]

This completes the proof of Theorem 3.3.
Chapter 4

The Lyapunov exponent

In this chapter, we propose the consistent estimator of the skeleton using the data from the non-linear autoregressive time series with dynamic noise. First of all, referring to Taniguchi and Kakizawa (2000), we review the basics of chaos and the Lyapunov exponent.

4.1 Chaos and the Lyapunov exponent

We consider the mapping $F : M \rightarrow M$, where $M \subset \mathbb{R}^d$. We denote by $F^p$ the $p$-fold composition of $F$, i.e., $F^p = F \circ F^{p-1}$ and $F^1 = F$. For each $t \in \mathbb{N}$, let $x_t$ denote a $d$-dimensional state vector in $M$ satisfying

$$x_t = F(x_{t-1}), x_0 \in M, \tag{4.1}$$

and the sequence $\{x_t; t \geq 0\}$ is called the trajectory.

Definition 4.1 (Periodic point)

Let $q$ be a finite positive integer. A $d$-dimensional vector $x^* \in M$ is called a periodic point with period $q$ of (4.1) if $x^* = F^q(x^*)$ and $x^* \neq F^j(x^*)$ for $1 \leq j < q$. The ordered set $\{x^*, F(x^*), \ldots, F^{q-1}(x^*)\}$ is called a $q$-cycle.

Definition 4.2 (Attractor)

A $d$-dimensional set $A \subset M$ is called an attractor for $F : M \rightarrow M$ if $A$ is a
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minimal compact set such that

\[ B = \{ x ; \lim_{n \to \infty} \inf_{y \in \mathbb{R}} |F^n(x) - y| = 0 \} \]

has positive Lebesgue measure. The set \( B \) is called the basin of attraction for \( A \). If the attractor is a set of \( q \) points \( \{ x_1^*, \ldots, x_q^* \} \) such that

\[ x_i^* = F(x_{i-1}^*), \quad t > 1, \]

then it is said to be a limit cycle. If the attractor is not a limit cycle, it is said to be a strange attractors.

If the attractor is a limit cycle, this case is regarded as degenerate.

A standard way to quantify the sensitive dependence of \( F \) on an initial conditions is to evaluate the so-called Lyapunov exponent. Let \( x_0 \) and \( x_n \) denote two initial vectors and put \( \delta = x_n - x_0 \). Then, after \( n \) iteration

\[ x_n - x_0 = F^n(x_n) - F^n(x_0) \]

\[ \approx DF^n(x_0)(x_n - x_0), \]

where \( DF^n \) is the \( n \times n \) derivative matrix of \( F^n \). Set \( J_1 = DF(x_0) \) and \( T_0(x_0) = J_0 \cdot J_1 \cdot J_{n-1} \). By application of the chain rule we obtain

\[ |x_n - x_0| = |T_0(x_0)\delta| + o(|\delta|). \quad (4.2) \]

Let \( \mu_\delta(x_0) \) denote the largest eigenvalue of a positive definite matrix \( T_0(x_0) \). Thus we get the following definition

**Definition 4.3 (Lyapunov exponent)**

The deterministic system (4.1) is said to have a Lyapunov exponent \( \lambda(x_0) \) if

\[ \lambda(x_0) = \lim_{n \to \infty} \frac{1}{2n} \log |\mu_\delta(x_0)| \] \quad (4.3)

and it exists.

From (4.3) and (4.2) we can see that main order term of \( |x_n - x_0| \) is \( \exp(n \lambda(x_0))|\delta| \).

Hence positive \( \lambda(x_0) \) confirms sensitive dependence of \( F \) on \( x_0 \).

Eckmann and Ruelle (1992) propose the method for estimating the Lyapunov exponent from the trajectory \( \{ x_t; t = 0, \ldots, n \} \) of the deterministic system as follows: For sufficiently small \( \delta > 0 \), put

\[ \mathcal{A}_\delta = \{ x_t; |x_t - x_i| < \delta, s \neq i, n \}, \quad i = 0, \ldots, n - 1 \]

and find \( D(i) = \hat{D}(i) \) that minimizes

\[ \sum_{x_t \in \mathcal{A}_\delta} |x_{t+1} - x_{t+1} - \hat{D}(i)(x_{t+1} - x_{t})| \]

for each \( i = 0, 1, \ldots, n - 1 \). Denote by \( \mu \) the maximum eigenvalue of \( (\hat{D}(0) \cdot \hat{D}(1) \cdots \hat{D}(n-1)) \cdot (\hat{D}(0) \cdot \hat{D}(1) \cdots \hat{D}(n-1)) \). Then the Lyapunov exponent is estimated by

\[ \hat{\lambda} = \frac{1}{2n} \log \mu. \]

The concept of a Lyapunov exponent has been developed to characterize the sensitive dependence on the initial value of a deterministic system, for example, a skeleton of the non-linear autoregressive time series with dynamic noise. However, in the case of the non-linear autoregressive time series with dynamic noise, the sequence \( \{ X_t; t \geq 0 \} \) depend not only on the initial value but also on the dynamic noise. For this case, to quantify the sensitive dependence on initial value, the Lyapunov-exponent-type quantities have been proposed.

**Definition 4.4 (Local Lyapunov exponent, Wolff(1992))**

For the non-linear autoregressive time series model \( \{ X_t; t \geq 0 \} \),

\[ \lambda_{lm} = \frac{1}{m \cdot n_t} \sum_{j \in S} \log \left| \frac{X_{i+m} - Y_{i+m}}{Y_j - Y_j} \right| \]

where \( S = \{ j; 0 < |Y_j - Y_i| \leq \delta \}, n_t = \#(S), m \in \mathbb{N} \) and \( \delta > 0 \), is called the local Lyapunov exponent at \( Y_j \) for lag \( m \).
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This idea is to estimate the Lyapunov exponent locally at \(1^m\) for lag \(m\) and pre-specified \(8\) representing the perturbation. Wolff (1992) studied the statistical properties of \(A_{m}^\lambda\) for a variety of data which are from specified models. Yao and Tong (1994a) proposed \(m\)-step Lyapunov-like index for the one-dimensional case.

**Definition 4.5 (Lyapunov-like index, Yao and Tong (1994a))**

For the non-linear autoregressive time series model \(\{X_t; t \geq 0\}\),

\[
\lambda_m(x) = E \left( \prod_{k=1}^{m} \frac{d}{dx} P(X_{t+k-1}); X_0 = x \right)
\]

is called the \(m\)-step Lyapunov-like index.

These Lyapunov-exponent-type indexes quantify the sensitive dependence on initial value, but they also depend on the variance of \(E_t\) in the non-linear autoregressive time series model. Thus they aren’t consistent estimator of the Lyapunov exponent of the skeleton if \(Varr(\epsilon_t) > 0\).

### 4.2 The ergodic theory of chaos

In this section we study stationarity and ergodicity of nonlinear autoregressive time series model and the ergodic theory of deterministic chaos to give the Lyapunov exponent by space average. First of all, we discuss the fundamental properties of Markov chain.

**Definition 4.6 (Markov chain)**

An \(d\)-vector stochastic process \(\{X_t; t \geq 0\}\) is called a Markov chain with transition probability \(P(\cdot, \cdot)\), provided that

\[
\mathcal{L}(X_{t+1} | \mathcal{F}_t) = \mathcal{L}(X_{t+1} | X_t) = P(X_{t+1}, \cdot)
\]

for all \(t \geq 0\),

where \(\mathcal{L}(X_{t+1} | \cdot)\) is the conditional distribution of \(X_{t+1}\) given \(\cdot\), and \(\mathcal{F}_t = \mathcal{F}(X_t, \ldots, X_0)\) is the \(\sigma\)-algebra generated by \(X_t, X_{t-1}, \ldots, X_0\). The distribution \(F(X_0)\) of \(X_0\) is called the initial distribution of \(\{X_t\}\).

**Proposition 4.1 (Nummelin (1984))**

For a small set \(C\), define

\[
I(C) = \{k \in \mathbb{Z}^+ : b, v \text{ such that } P^k(x, A) > bv(A), \text{ for all } x \in C, A \in \mathcal{B}^d\},
\]

and let \(D(C)\) be the greatest common divisor of \(I(C)\). Then \(D(C)\) is the same for all small sets.

Thus we may write \(D\) instead of \(D(C)\). If \(D = 1\), the Markov chain is called aperiodic otherwise it is called periodic with period \(D\).

Now we discuss the ergodicity of nonlinear autoregressive models.

**Definition 4.8 (Ergodic process)**

A Markov chain \(\{X_t\}\) is said to be geometrically ergodic if there exists a probability measure \(\pi\) on \((\mathbb{R}^d, \mathcal{B}^d)\) and a positive constant \(\rho < 1\) such that

\[
\lim_{t \to \infty} \rho^t \left\| P_t(\cdot) - \pi(\cdot) \right\| = 0, \ x \in \mathbb{R}^d.
\]
where \( \| \cdot \| \) is the total variation norm. If
\[
\lim_{t \to \infty} \left\| P^t(x, \cdot) - \pi(\cdot) \right\| = 0, \quad x \in \mathbb{R}^d
\]
holds, then \( \{X_t\} \) is said to be ergodic.

**Definition 4.9 (Invariant measure)**

For a Markov chain \( \{X_t\} \), a probability measure \( \pi \) on \((\mathbb{R}^d, \mathcal{B}^d)\) is said to be invariant if
\[
\pi(A) = \int P^t(z, A)\pi(dz), \quad \text{for all } A \in \mathcal{B}^d,
\]
holds.

**Proposition 4.2 (Nummelin(1984))**

If a Markov chain \( \{X_t\} \) is geometrically ergodic, and if the initial distribution \( \mathcal{L}(X_0) \) is \( \pi \) in (4.5), then \( \{X_t\} \) is strictly stationary.

To argue the geometrical ergodicity of nonlinear autoregressive process, we state three preliminary lemmas.

**Lemma 4.1 (Chan and Tong (1985))**

For a nonlinear autoregressive time series model (1.3), suppose that \( F \) is bounded over bounded sets. Then \( \{X_t\} \) defined by (1.5) is aperiodic and \( \mu \)-irreducible, where \( \mu \) is the Lebesgue measure. Furthermore, \( \mu \)-nonnull compact sets are small sets.

**Lemma 4.2 (Tweedie’s criterion, Tweedie (1975))**

Let \( \{X_t\} \) be an aperiodic and irreducible Markov chain. Suppose that there exist a small set \( C \), a nonnegative measurable function \( g \), positive constants \( c_1, c_2 \) and \( p < 1 \) such that
\[
E(g(X_t)) < cg(x) - c_1, \quad \text{for any } x \notin C,
\]
and
\[
E(g(X_t)|X_t = x) < c_2, \quad \text{for any } x \in C.
\]
Then \( \{X_t\} \) is geometrically ergodic.

**Lemma 4.3 (h-step criterion, Tjøstheim (1990))**

If there exists a positive integer \( h \) such that a Markov chain \( \{X_{nh}\} \) is geometrically ergodic, then \( \{X_t\} \) is geometrically ergodic.

To check the geometrical ergodicity of nonlinear autoregressive model (1.3), An and Huang (1996) gave the following theorems to check the geometrical ergodicity of the nonlinear autoregressive model given in (1.3).

**Theorem 4.1**

In model (1.3), suppose that there exists a positive number \( \lambda < 1 \) and a constant \( c \) such that
\[
|F(x_1, \ldots, x_p)| \leq \lambda \max(|x_1|, \ldots, |x_p|) + c.
\]
Then \( \{X_t\} \) defined by (1.3) is geometrically ergodic.

**Theorem 4.2**

In the model (1.3), suppose that
\[
\sup_{|x| \leq K} |F(x)| < \infty \quad \text{for each } K > 0,
\]
and
\[
\lim_{|x| \to \infty} \frac{|F(x) - \alpha x|}{|x|} = 0,
\]
where \( x = (x_1, \ldots, x_p) \), and \( \alpha = (a_1, \ldots, a_p) \) satisfies
\[
1 - a_1 z - \cdots - a_p z^p \neq 0 \quad \text{for all } |z| \leq 1.
\]
Then \( \{X_t\} \) generated by (1.3) is geometrically ergodic.

In the rest of this chapter, we consider the one-dimensional case \( (d = 1) \). Note that for the one-dimensional case, the largest eigenvalue of \( T_0(x_0)T_0(x_0) \)
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is $T_n(x_0)^2 = (F'(x_0) \cdot F'(x_1) \cdots F'(x_{n-1}))^2$, and the Lyapunov exponent is given by

$$\lambda(x_0) = \lim_{n \to \infty} \frac{1}{n} \log |T_n(x_0)|$$

$$= \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \log |F'(x_i)|$$

$$= \lim_{n \to \infty} \int \log |F'(x)| dG_n(x),$$

where

$$G_n(x) = \frac{1}{n} \# \{0 \leq t < n; x_t \leq x \}.$$  

Invariance and ergodicity are also defined for deterministic chaos series.

Definition 4.10 (Invariant measure)

For the deterministic system $x_t = F(x_{t-1}), x_0 \in M$, a probability measure $\rho$ is said to be invariant if $\rho(A) = \rho(F^{-1}(A))$ for any Borel set $A \subseteq M$.

Definition 4.11 (Ergodicity)

An invariant probability measure $\rho$ is ergodic if it does not have a nontrivial convex decomposition:

$$\rho = \alpha \rho_1 + (1-\alpha) \rho_2$$

with $\alpha \neq 0, 1$, where $\rho_1$ and $\rho_2$ are again invariant probability measure and $\rho_1 \neq \rho_2$.

Theorem 4.3 (Ergodic theorem, Birkhoff (1931b))

For the deterministic system $x_t = F(x_{t-1}), x_0 \in M$, let $\phi$ be an integrable function on $M$ and $\rho$ an invariant probability measure, then for $\rho$-almost all $x_0 \in M$, the limit

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \phi(x_i)$$

exists. If $\rho$ is ergodic then for $\rho$-almost all $x_0 \in M$,

$$\int \phi(x) \rho(dx) = \lim_{n \to \infty} \frac{1}{n} \sum_{i=0}^{n-1} \phi(x_i).$$

Ergodic theorem shows that if the invariant measure $\rho$ of the deterministic system (4.1) is ergodic, then the Lyapunov exponent is given by

$$\lambda(x_0) = \int \log |F'(x)| dG(x)$$

for $\rho$-almost all $x_0 \in M$, (4.6)

where $G$ is the distribution function of the invariant measure $\rho$.

Ulam and von Neumann (1947) proved that an invariant measure for the logistic-4 map is that of the beta$(\frac{1}{2}, \frac{1}{2})$ distribution. Hall and Wolff (1995) provide the density function of the invariant measure of logistic-0 map whenever the invariant distribution is absolutely continuous, and showed that the Lyapunov exponent for logistic-0 map is not continuous function of $\theta$. Lasota and Yorke (1973) proved the existence of absolutely continuous invariant distributions for maps which are quite different from the logistic.

To estimate the invariant distribution, we assume the existence of the following Kolmogorov measure.

Definition 4.12 (Kolmogorov measure)

The deterministic system $x_t = F(x_{t-1}), x_0 \in M$ is said to have the Kolmogorov measure $\rho$ if the stationary stochastic system $X_t = F(X_{t-1}) + \epsilon_t, \epsilon_t \in M$ has only one stationary measure $\rho_1$ and $\rho_1$ converges in law to $\rho$ as $\epsilon(t^2) \to 0$.

The assumption of the existence of the Kolmogorov measure seems too strict. However, in a computer study, roundoff errors should play the role of the random noise. Due to sensitive dependence on initial conditions, even a very small level of roundoff errors has importance effects. The existence of the Kolmogorov measure shows that calculated value in computer study converges to the true value when roundoff errors tend to 0. Thus the assumption of the existence of the Kolmogorov measure is reasonable.
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4.3 Estimation of the Lyapunov exponent

In this section we propose the procedure for estimating the Lyapunov exponent of the skeleton \( X_t = F(X_{t-1}, X_0) \) given by equation (4.6).

Let \( \{X_1, \ldots, X_n\} \) be the observed data from the non-linear time series model

\[
X_t = F(X_{t-1}) + \varepsilon_t, \quad X_0 \in M. \tag{4.7}
\]

Denote by \( \hat{F}_n(x) \) and \( \hat{f}_n(x) \), the local polynomial estimator of \( F(x) \) and its derivative respectively. Next we regenerate the trajectory of the skeleton as follows:

\[
y_t = \hat{F}_n(Y_{t-1}) \quad \text{for} \quad t > 0, \quad Y_0 = X_0,
\]

and denote by \( G_m \) the empirical distribution of the trajectory \( \{Y_0, \ldots, Y_m\} \).

Then we propose an estimator of the Lyapunov exponent of the skeleton as

\[
\hat{\lambda}(F) = \frac{1}{n} \sum_{i=1}^{n} \log \frac{|\hat{f}(y)|}{G_m(y)}.
\]

We prove that the proposed estimator is consistent in the following theorem.

Theorem 4.4

Let \( f(x) \) be the density function of \( X_0 \) and \( \lambda \) be the Lyapunov exponent of the skeleton of the non-linear time series (4.7). Suppose that the skeleton \( \{X_t\} \) has the ergodic Kolmogorov measure with distribution function \( G \), \( \lambda \) satisfies \(-\infty < \lambda < \infty \), \( f(x) \) has a compact support \( M \), \( f(x) \) and \( F^{p+1}(x) \) are continuous on \( M \), and \( h = O(n^{1/(p+1)}) \). Then \( \hat{\lambda}(F) \) is a consistent estimator of the Lyapunov exponent of the skeleton (4.7).

Proof.) We expand \( \hat{\lambda}(F) - \lambda \) as

\[
\hat{\lambda}(F) - \lambda = \frac{1}{n} \sum_{i=1}^{n} \log \left| \frac{\hat{f}(y)}{G_m(y)} \right| - \frac{1}{n} \sum_{i=1}^{n} \log \left| \frac{f(y)}{G(y)} \right|.
\]

Thus for any \( \delta > 0 \), there exist \( \varepsilon_0 > 0 \) and \( n_1 \in N \) such that

\[
\Pr \left( \left| \hat{f}(y) \right| < \varepsilon \right) < \delta \quad \text{for} \quad \varepsilon < \varepsilon_0 \quad \text{and} \quad n > n_1.
\]
And for \( y \in M_{\varepsilon}, |F'(y)| \leq \varepsilon \leq \frac{1}{2} \) and Theorem 2.3 imply that there exists \( n_2 \in \mathbb{N} \) such that
\[
Pr \left\{ f_n(y) > 1 \right\} < \delta \text{ for } n > n_2.
\]
Thus for \( n > \max(n_1, n_2) \), we have with probability larger than \( 1 - 2\delta \),
\[
0 \geq \int_{M_{\varepsilon}} \log |F'(y)| dG(y)
\]
\[
= \int_{M_{\varepsilon}} \log |f_n(y)| dG(y)
\]
\[
\geq \int_{M_{\varepsilon}} \log |F'(y)| dG(y).
\]
Then for \( n > \max(n_1, n_2) \), we have with probability larger than \( 1 - 2\delta \),
\[
2 \int_{M_{\varepsilon}} \log |F'(y)| dG(y) \leq \int_{M_{\varepsilon}} \log |f_n(y)| - \log |F'(y)| | dG(y) \leq 0.
\]
Since \( \lambda > -\infty \), we have
\[
\int_{M_{\varepsilon}} \log |F'(y)| dG(y) \to 0 \text{ as } \varepsilon \to 0.
\]
Next we consider \( f_{M_{\varepsilon}} \log |f_n(y)| - \log |F'(y)|| dG(y) \). For \( y \in M_{\varepsilon} - M_{\varepsilon} \), by Taylor Series expansions we have
\[
|\log |f_n(y)| - \log |F'(y)|| \leq \frac{|f_n(y)| - |F'(y)|}{|F'(y)|} + o \left( \frac{|f_n(y)| - |F'(y)|}{\varepsilon} \right)
\]
\[
\leq \frac{|f_n(y) - F'(y)|}{\varepsilon} + o \left( \frac{|f_n(y) - F'(y)|}{\varepsilon} \right).
\]
By Theorem 2.3 we have
\[
E \left( \frac{|f_n(y) - F'(y)|}{\varepsilon} \right) \leq \mu \frac{N_{\varepsilon} h^P}{\varepsilon^{p+1}} + o(h^P)
\]
and
\[
Var \left( \frac{|f_n(y) - F'(y)|}{\varepsilon} \right) \leq \sigma \frac{N_{\varepsilon} h^3}{\varepsilon^2 n h} + o \left( \frac{1}{n h^3} \right)
\]
Then by Chebychev's inequality we have
\[
\int_{M_{\varepsilon} - M_{\varepsilon}} \log |f_n(y)| - \log |F'(y)|| dG(y) = o(1).
\]
And by existence of the Kolmogorov measure, we have \( V_{\varepsilon, G_\lambda} \to 0 \).

Therefore \( \lambda(F) - \lambda = o(1) \). This completes the proof of Theorem 4.4.
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