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The feedback artificial neural network model (FBANNM) was applied to the prediction of 
the water-stages in a tidal river. The difference between a feed forward artificial neural 
network model and a FBANNM was investigated. A simple genetic algorithm (SGA) was then 
incorporated into a FBANNM to help search for the optimal network structure, especially the 
unit numbers of an input layer and a hidden layer. It was concluded that the FBANNM was a 
useful tool in the short-term prediction of the water-stages that had a strong autocorrelation 
due to tidal motion. The optimal network structure of the FBANNM was effectively determined 
by the SGA incorporating the fitness defined by Akaike's Information Criterion. 

INTRODUCTION 

For the water-environmental conservation of the flat low-lying area along the lower 
reach of large rivers, the optimal control of irrigation and drainage systems depends on 
the accurate understanding of flow regimes. During the high water season, a quantitative 
understanding of flood runoff phenomena is required in particular for optimal control of 
drainage system that depends on the accurate prediction of the river water-stages. In the 
present paper, we examine the feasibility of using an artificial neural network model 
(ANNM), especially a feedback artificial neural network model (FBANNM), to predict the 
river water-stages in a tidal river. The FBANNM is an effective model to enable us to 
predict the time series having a strong autocorrelation structure such as the river 
water-stages in a tidal river. Next, we use a simple genetic algorithm (SGA) to determine 
the optimal network structure of the FBANNM. 

An artificial neural network is a flexible mathematical structure that is capable of 
identifying complex nonlinear relationships between input and output data sets. ANNMs 
have been found to be useful and efficient, particularly in problems in which the 
characteristics of the processes can hardly be described using physical equations. For 
this reason, ANNMs have been used in a wide variety of ~pplications. For example, in the 
field of water resources, ANNMs have been used by Hi~amatsu et al. (1994) to predict 
streamflow in a small mountainous basin and water quality in a tidal river, by Hiramatsu et 
al. (l995a, 1995b) to estimate the chlorinity fluctuations in a tidal river. 

A major difficulty encountered in applying an ANNM to a variety of prediction 
problems is that there is no definite method to determine its optimal network structure. 
In the present paper, a SGA is incorporated into a FBANNM to help search for the 
structure, especially the unit numbers of an input layer and a hidden layer in the 
FBANNM. 
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The genetic algorithm (GA) is a search technique that is designed to mimic some of 
the most salient features of natural selection and natural genetics. In recent years, a 
number of researchers have successfully applied the GA technique to certain aspects of 
the optimization in water resources problems. For example, the GA has been used by 
Hiramatsu et al. (1995b) to determine the parameters in the ANNM for estimating the 
chlorinity fluctuations in a tidal river. 

In the present paper, a brief review of ANNMs and GAs is given, and the difference 
between a feed forward artificial neural network model (FF ANNM) and a FBANNM is 
described. Next, a new method for incorporating a SGA into a FBANNM to determine the 
optimal network structure of the FBANNM is described. The FBANNM is then applied to 
the prediction of river water-stages in a tidal river. 

METHODS AND DATA 

Multi-layer perceptron model 
The human brain has the structure that many basic neurons contacted mutually. The 

function of a neuron is so complicated that there are many obscure parts. However, the 
basic function is clearly definite. A neuron generates a pulse and transmits it to 
neighboring neurons when the total amount of the weighted inputs that were received 
from the neighboring neurons reaches a threshold value. The model that extracted this 
basic function is a perceptron model shown in Fig. 1. A mUlti-layer perceptron model is 
the model made by connecting perceptron models mutually. A three-layer perceptron 
model (TLPM) is shown in Fig. 2. 

The modeling of the artificial neural network began with the proposition of the 
neuron model by McCulloch and Pitts (1943). Rumelhart et al. (1986) proposed the 
calibration algorithm of the multi-layer perceptron model. The multi-layer perceptron 
model has been used as the practical model because of the development of this algorithm. 
This calibration algorithm is called generalized delta law. 

In a TLPM shown in Fig. 2 that is composed of an input layer (nl units), a hidden 
layer (n2 units) and an output layer (n3 units), the outputs {X3,k ; k=l, nd are computed by: 

Xi : Input, Wi: Weight 

+ 
Output 

Fig. 1. Schematic of a perceptron model. 
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Fig. 2. Typical three-layer perceptron model. 

j =1, n2 -1, 

; k =1, n3, 
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(1) 

(2) 

where x1,o ( == 1) is the constant that is used for output computation of the hidden layer, 
{XI,i ; i=l, nl-1} are the inputs to the hidden layer, {wz",j ; i=l, n l -1, )=1, nz-1} and {W2.0,J ; 
)=1, n2-1} are the input-hidden weights and thresholds to use for output computation of 
the hidden layer, Xz,o (== 1) is the constant that is used for output computation of the 
output layer, {XZ.i ;)=1, nz-1} are the inputs to the output layer, and {W3J.k ;)=1, n2-1, k=l, 
na} and {W3,Q,k; k=l, n3} are the hidden-output weights and thresholds to use for output 
computation of the output layer. Equations (1) and (2) are used in the computations for 
the hidden layer outputs and the output layer outputs respectively. The nonlinear 
transfer functionf[y] is the sigmoid function defined by: 

fly] = 1 , 
1 +exp (-1(Y ) 

(3) 

where K is the parameter that prescribes the response off[y] as shown in Fig. 3. 
In the present paper, the generalized delta law is used for the determination of the 

weights and the thresholds. In this algorithm, the weights and thresholds are calculated 
recursively until a sum of square errors between the computed outputs {X3,k ; k=l, n3} and 
the calibration data {tp,k ; k=l, n3} is minimized. Because of the use of sigmoid functions, 
{tp,k ; k=l, n3} must be normalized to the range [0,1]. 
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fLv]=O=:;;;~.......:::~~.....Lo-----y"" 

Fig. 3. The sigmoid function most often used for ANNMs. 

Feedback artificial neural network model 
Now, we consider the real-time prediction problem to forecast the river water-stages 

in a tidal river: the time series {htH ; k=l, N} are predicted by a TLPM using {ht-l +1 ; i=l, 
n}. In a tidal river, the important characteristic contained in the variations of the river 
water-stages is the strong time correlation. When using the FF ANNM shown in Fig. 4 (a) , 
{ht- i +1 ; i=l, n} and {htH ; k=l, N} are allocated to the input layer and the output layer, 
respectively. In this model, however, a characteristic in the time series is lost because of 
the discontinuity between {hl-l+ 1 ; i=l, n} and {htH ; k=2, N}. 

On the other hand, as shown in Fig. 4(b), a FBANNM feeds back the residuals { I h tH -
ht+k I ; k= 1, N -I} into the input layer and gains the time correlation by these feedback 

/\ 

terms, where {h t + k ; k=l, N-l} are the computation outputs of the network. The feedback 
terms exist and gain the time correlation in case of the calibration that all the/\ data can be 
used. In case of the prediction, the feedback terms are cut o~ because h/H=htH after the 
calibration of the network. To normalize the residuals (ht +k - htH), the absolute values are 
used. The FBANNM seems to have the same structure as the FF ANNM, but the two 

Input 
layer 

h t- n+1 

ht-n+1 .... r-----"'-=-==---. 

h
l
_
1 

h 1-1 w-i'----3----.ht+N 
ht 

(a) FFANNM 

Input 
layer 

hl-n+1 

I ht+N-C~t+N-l I 

(b) FBANNM 

Feedback 

Fig. 4. Assignment of input and output variables to (a) FFANNM and (b) FBANNM. 
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models are different in the essential function. Matsuba (1992) suggested that the hidden 
layer perceptrons of the FBANNM extract the characteristic of autocorrelation structure 
in time series. 

In Fi~: 4, the first units of the input layer and hidden layer in Fig. 2 are omitted, and 
ht+k and ht+k in Fig. 4 correspond to tp,k and X3,k in Fig. 2, respectively. In the following, 
these model structures are represented by the notations FF ANNM en, n m, N) and 
FBANNM en, n m , N), where n2= (nm + 1) and n3=N. 

Optimal network structure 
Matsuba (1992) pointed out that the calibration process of an ANNM was interfered 

with by the network elements that had no correlation with the outputs if the network 
structure became redundant. To exclude the redundancy of network structure and to 
search for the optimal network structure efficiently, we introduced a GA. The GA is an 
optimization technique modeled after the biological processes of natural selection and 
evolution. A GA operates on a population of decision variable sets. Through the 
application of three specialized genetic operators: selection, crossover, and mutation, a 
GA population evolves toward an optimal solution. The GAs have been used for the 
calibration of ANNMs and the determination of the network structure of ANNMs. For 
example, the GA has been used by Hiramatsu et al. (l995a) to determine the optimal 
network structure of the ANNM for estimating the chlorinity fluctuations in a tidal river. 
In the present paper, a SGA is used to determine nand nm in FBANNM en, n m , N). The 
basic outline of a SGA is shown in Fig. 5. A detailed description of the steps in using a 
SGA to search optimal nand nm is as follows. 

Repeat for 
ReqUIred Number 
of Generations 

Production of Successive Generation 

Fig. 5. Flow diagram of a SGA. 
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(Step 1) Generation of initial population 
An initial population of coded strings representing the network structures is 

randomly generated with population size N p =30. A coded string consists of 2 coded 
substrings each of 5 binary bits. This coded string of 10 binary bits {b, ; i=l, 10} repre
sents nand nm in FBANNM (n, n m , N)as follows: 

n=24bl + 23b~ + 2~b:l + 21b4 + 2°b5 + 1, 

nm=24b6 + 2ab7 + 22bs + 21bg + 2°b lO + 1. 

Using equations (4) and (5), nand nm are varied over the range 1 to 32 respectively. 
(Step 2) Computation of the fit to the calibration data 

(4) 
(5) 

For each Np of the strings, a coded string is decoded into nand nm by equations (4) 
and (5). The weights and thresholds of FBANNM (n, n rn , N) are determined by the 
generalized delta law with 100 iterations. The fit to the calibration data is evaluated using 
two residual statistics: the mean-square error El and the Akaike's Information Criterion 
AIC (Akaike, 1976). El and AIC are computed using the equations: 

(6) 

(7) 

(8) 

(9) 

where n l is the number of time steps in the calibration data and nJ is the total number of 
units in the input layer and the hidden layer to be identified. Notice that while the 
mean-square error statistics are expected to progressively improve as more units are 
added to the model, the AIC statistics penalize the model for having more units and 
therefore tend to result in more parsimonious models. 
(Step 3) Computation of the fitness 

The fitness of each string must be determined to select which strings in the 
population get to reproduce. To compare AIC with the mean-square error E l , two forms 
of fitness function are tried: 

(10) 

1 1 F z=------
AlC AIcMax' 

(11) 

where ( )Max is the maximum value in the current population. To adjust the calculated 
raw fitness of strings in the population and maintain appropriate levels of competition 
between the strings, the scaling of fitness is introduced In equations (10) and (11). 
(Step 4) Generation of a new population using the selection operator 

New members of the next generation are generated by a proportionate selection 
method with the elite preservation strategy. 
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(Step 5) The crossover operator 
One-point crossover is generally used in a SGA. However, Hiramatsu et al. (l995a, 

1995b) have used uniform crossover because of its good convergence. The uniform 
crossover is performed with the probability of crossover Pc=0.5 for each pair of parent 
strings selected in step 4, that is, on average 100 Pr:% of the pairs will undergo crossover. 
(Step 6) The mutation operator 

Mutations are introduced into the population on a bit-by-bit basic at every generation 
to prevent the algorithm from converging to a local optimum. The mutation is performed 
with the probability of mutation Pm=0.05 for each bit in the strings. 
(Step 7) Production of successive generations 

Using steps 2 to 6 described above, a new generation is produced. Steps 2 to 6 are 
repeated until the number of generations exceeds the preselected number of generations 
Na=20. 
(Step 8) Final calibration of FBANNM 

The optimal string that has the maximum fitness in the fInal population obtained after 
No generations is decoded into nand nm by equations (4) and (5). The weights and the 
thresholds of FBANNM (n, n m , N) is finally determined by the generalized delta law with 
60,000 iterations. 

River water-stage data 
The data used in this study are two-year hourly water-stage data obtained at 

Morodomi Gauging Station, Saga Prefecture, Japan. Morodomi is situated on the tidal 

N 

t 

Ariake Sea 

Pacific Ocean 

024 
, I , 

Fig. 6. Outline of the lower reach of the Chikugo River. 
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compartment of the Chikugo River. The lower reach of the Chikugo River is shown in Fig. 
6. During spring tide, the maximum tidal variation in the Ariake Sea is about 6 m. 
Morodomi is located 9 km up from the mouth of the river and the Chikugo Barrage, 
located 14km up from Morodomi, is the upper end of the tidal compartment. 

RESULTS AND DISCUSSION 

To compare FBANNM with FFANNM, FFANNM (n, 9, 3) and FBANNM (n, 9,3) are 
applied to the prediction of river water-stages obtained at Morodomi in the Chikugo River 
shown in Fig. 6. Eleven sets of hourly water-stage data observed in eleven consecutive 
months were selected for model testing. The models were calibrated by the data until 9 
a.m. on the 26 th each month and predicted the water-stages at 10, 11 and 12 a.m. on the 
day. Prediction performance was evaluated using the root-square error E 3,T defined by: 

(12) 

The average values over the eleven months are shown in Table 1. By way of example, the 
results of the prediction using FFANNM (36, 9, 3) and FBANNM (36, 9, 3) are shown in 
Fig. 7. Table 1 shows that the errors are smaller for FBANNMs than for FFANNMs in all n 
and N. The effect of acquisition of the autocorrelation structure in the time series by the 
feedback terms is suggested. 

The FBANNM (n, n m , N) is then applied to the prediction of river water-stages at 

FF ANNM ( 36, 9, 3 ) ......... ---r_ 

FBANNM ( 36, 9, 3 ) 
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Fig. 7. Scatterplots cpmparing observed and predicted river 
water-stages 

- -~--~~---~-------------------



Nonlinear Prediction oj River Water-Stages by FBANN 145 

Table 1. Comparison of the average root-mean-square errors 

Models T=lh T=2h T=3h 

n=6 FBANNM 0.140 0.228 0.305 
FFANNM 0.152 0.239 0.313 

n=12 FBANNM 0.138 0.221 0.176 
FFANNM 0.149 0.224 0.186 

n=24 FBANNM 0.260 0.269 0.288 
FFANNM 0.264 0.277 0.297 

n=36 FBANNM 0.263 0.156 0.170 
FFANNM 0.363 0.199 0.277 

Table 2. Optimal network structures of a FBANNM obtained by the SGA processes 

Data set Fl (by square error) F2 (by AIC) 
Remarks 

No. n nm E4 n nm E4 

1 32 31 0.0608 25 9 0.0825 Low water 
2 32 23 0.0624 26 14 0.0742 season 
3 31 32 0.0671 31 19 0.0648 

4 31 24 0.0927 25 11 0.1068 
High water 

5 31 16 0.1109 25 14 0.1131 
6 32 30 0.1694 25 10 0.1562 

season 

Morodorni and the optimal network structure of the FBANNM (n, n m , N) is determined by 
the SGA described above. Six sets of hourly water-stage data with seven consecutive 
days were selected for model testing. The model was calibrated by one data set and 
validated by the same data set for the seven-day calibration period. Prediction 
performance was evaluated using the root-mean-square error E4 defined by: 

lInt N 

--LL {ht+k -ht+kY' n t N t=l k=l 

(13) 

The optimal network structure and the performance of the identified models using the 
fitness Fl (defined by mean-square error) and the 'fitness F2 (defined by AIC), 
respectively, are summarized in Table 2. In case of the models using F 1, the maximum 
values (=32) of n or nm are obtained in some data sets. On the other hand, the models 
using Fl and F2 result in the average prediction errors of almost the same value. As shown 
in Fig. 8, the identified models using F3 show good performance to predict the river 
water-stages both during low water season and high water season. The AIC statistics 
penalize the model for having more units and therefore tend to result in more 
parsimonious models. 
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(a) Low water season 
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Fig. 8. Observed and predicted river water-stages during (a) low water season and (b) high water 
season. 
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CONCLUSIONS 

In the present paper, we examined the feasibility of using the FBANNM to predict the 
river water-stages in a tidal river and used the SGA to determine the optimal network 
structure of the FBANNM. It was suggested that the FBANNM was an effective model for 
short-term prediction of the time series having a strong autocorrelation and the optimal 
network structure was efficiently obtained by the SGA using the fitness defined by AIC. 
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