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Chapter 1

Preface
1.1. Preface

The multi-armed bandit problem, the origin of the word is from bandit machines in gambling, is a mathematical model for optimizing in sequential manner allocating between a number of competing projects. The well-known example is:

(a) Goldmining: A man owns $n$ goldmines and a gold-mining machine. Each day he must assign the machine to one of the mines. When the machine is assigned to mine $i$ there is a probability $p_i$ that it extracts a proportion $q_i$ of the gold left in the mine, and a probability $1 - p_i$ that it extracts no gold and breaks down permanently. To what sequence of mines on successive days should the machine be assigned so as to maximize the expected amount of gold mined before it breaks down?

Further the multi-armed-bandit model has many examples and applications:

(b) Scheduling: There are $n$ jobs which are waiting to be processed on a single industrial machine. A problem is to determine the order of the jobs to be processed so as to minimize the total costs.

(c) Search: A stationary object is hidden in one of $n$ boxes. The probability that a search of $i$ finds the object if it in box $i$ is $q_i$. The probability that the object is in box is $p_i$. The cost of a single search of box $i$ is $c_i$. A problem is to minimize the expected costs of finding the objects in a sequential search of boxes.

(d) Industrial research: The manager of a team of industrial scientists has $n$ research projects which may be carried out in any order. Loss of time to switch from project to project is negligible, and a project has been successfully completed or not in some probability. The time which the team would need to spend on project $i$ in order to complete it has a distribution function $F_i(t)$. What policy should the manager follow in order to maximize the expected total value generated by the $n$ projects?

(e) A problem is to choose a job when a man is faced with a number of opportunities for employment which he can investigate at a rate of one per day.

(f) A problem regarding a sequence of patients and alternative treatments in a clinic.

(g) A sever with a queue of customers; and so on.

The multi-armed bandit problem has been studied by many authors. Time may be discrete or continuous and the processes themselves may be discrete or continuous. The classical type of the multi-armed bandit problem is studied in the case of several Bernoulli processes, and later the study is extended to the case of Markov processes (see [PreSon1], [PreSon2]).
Most of the literature deals with discrete time. In such a setting, each of \( d \) arms generates an infinite sequence of random variables. An observation on a particular sequence is made by selecting the corresponding arm. The \( t \)th member of a sequence is observed if the corresponding arm is selected at time \( t \). The classical object in bandit problems is to maximize the expected value of the payoff \( \sum_{t=1}^{\infty} \alpha_t Z_t \), where \( Z_t \), the reward process, is the variable observed at time \( t \) and \( \alpha_t \), the discount rates, are non-negative numbers \( (0 \leq \alpha_t \leq 1) \). A strategy is called \textit{optimal} if it yields the maximal expected payoff. The maximal expected payoff is called the \textit{optimal payoff}.

Several methods have been studied in order to solve the multi-armed bandit problem. They are classified as follows:

(i) \textit{Bayesian approaches} (see [BJK1], [Bel], [Fell]) : Using Bayes’s theorem, the multi-armed bandit problem becomes a typical \textit{dynamic programming}. Dynamic programming is introduced by [Bel2] and is a general technique devised for sequential optimization problems. The optimal strategies and the optimal payoffs are calculated by a backward induction on time \( t \). The backward induction is called \textit{Bellman’s equation}.

(ii) \textit{Comparison} (see [Rob1], [Isbl]) : The second approach taken in the literature is to consider particular strategies and compare their payoffs. Taking one of the strategies optimal, certain conditions for the optimality are studied.

(iii) \textit{Dynamic allocation indices (DAI)} (see [Gitl]) : The third approach is to solve by use of DAI. The DAI was introduced by [GitJon1] and is an effective method for numerical calculation regarding the problem. DAI gives a forward induction method differently from Bayesian approach. [Whi1] rewrote the proof of [GitJon1] elegantly with the dynamic programming. The early literature regarding the DAI was studied for Markov reward processes. Recently [VWB1] relaxed the Markov property.

(iv) \textit{Minimax approach} (see [Vog1]) : This approach is a technique in non-cooperative two-person zero-sum games. Each player selects strategies so as to maximize his own payoff, however both player’s payoffs are competing since the sum of both player’s payoffs is assumed to be 0 in mathematical models.

This thesis deals with three kinds of themes regarding multi-armed bandit processes. One is the optimal stopping problem for discrete-time multi-armed bandit processes with independence of arms (see Chapter 2). Another is the optimal stopping problem for continuous-time multi-armed bandit processes (see Chapter 3). We deal with the problem
on the basis of [Yos3]. The other is the multi-armed bandit game (see Chapter 4). We deal with the problem in a general form, combining the results of [Yos4] and [Yos5]. In order to analyse multi-armed bandit processes, we use the theory of multi-parameter processes.

The study of multi-parameter processes are started by [McK1]. [McK1] studied Wiener sheet in the potential theory of Markov processes: \( \{B_s\}_{s \in R^2_+} \) is a family of random variables, where \( R_+ \) is the set of all non-negative real numbers. A partial order \( \geq \) is induced on the time space \( R^2_+ : r \geq s \) if \( r^i \geq s^i \) for \( r = (r^1, r^2), s = (s^1, s^2) \in R^2_+ \). Then \( \{B_s\}_{s \in R^2_+} \) is called Wiener sheet if it satisfies

\[
B_{(0,0)} = 0 \quad \text{and} \quad E[B_rB_s] = \frac{|r|^2 + |s|^2 - |r - s|^2}{2} \quad (r, s \in R^2_+),
\]

where \( |r|^2 = \sum_{i=1}^2 (r^i)^2 \) for \( r = (r^1, r^2) \in R^2_+ \). This means that maps \( r^1 \mapsto B_{(r^1, s^2)} \) and \( r^2 \mapsto B_{(r^1, r^2)} \) are Brownian motions for \( r = (r^1, r^2) \in R^2_+ \).

Recently the optimization problem for multi-parameter processes are studied by several authors. It is to find a stochastic time-sequence on the partial ordered time space so as to maximize the total expected value of the processes. [Wall] introduced a mathematical formulation for the time-sequence, which is called an optional increasing path:

\( N \) is the set of all non-negative integers, \( d \) is a positive integer and \( e_i \) is the \( i \)’th unit vector in \( N^d \). \( \{Z(s)\}_{s \in N^d} = \{(Z^1(s^1), \cdots , Z^d(s^d))\}_{s=(s^1, \cdots , s^d) \in N^d} \) denotes a \( d \)-parameter process with the partial order \( \geq \) on \( N^d \) and \( \{F_s\}_{s \in N^d} \) denotes a family of sub-\( \sigma \)-fields. An optional increasing path \( \pi = \{\pi(t)\}_{t \in N} = \{\{\pi^1(t), \cdots , \pi^d(t)\}\}_{t \in N} \) is a \( N^d \)-valued stochastic process satisfying (d.i) — (d.iii):

(d.i) \( \pi(0) = (0, 0, \cdots , 0) \in N^d \).

(d.ii) For all \( t \in N \) it holds that \( \pi(t+1) = \pi(t) + e_i \) for some \( i = 1, \cdots , d \).

(d.iii) For all \( t \in N \) and all \( r \in N^d \) it holds that \( \{\pi(t) = r\} \in F_t \).

The time spaces of multi-parameter processes are called discrete or continuous if they are \( N^d \) or \( R^d_+ \) respectively. [ManVan1], [LawVan1], [KreSuc1] and [DTW1] have studied the case where the time space is a more general partial ordered set. [ManVan1] has also studied the optimal stopping problem for multi-parameter processes. The problem is to decide the optimal optional increasing paths and the optimal stopping times along the paths, and then the pairs of optional increasing paths and stopping times are called tactics. [ManVan1] has studied the problem from the dynamic programming approach.
[Manl] has studied the relation between multi-armed bandit processes and multi-parameter processes, taking optional increasing paths as strategies for the bandit processes. In Chapter 2 this thesis deals with the optimal stopping problem for multi-armed bandit processes and analyses it by use of the DAI. Regarding the optimal stopping problem for d-armed bandit processes under the assumption of independence of arms, we show that the optimal strategies and the optimal stopping times are expressed by the DAI for each arm. The advantage to analyze the optimal strategies and the optimal stopping times by use of the DAI is that we can reduce the original problem to d independent classical one-parameter optimization problems. The computation efficiency of the solutions for the reduced problem, which is represented by the linear programming, is better than to solve directly Bellman’s equation derived by the dynamic programming (see [CheKat1, Section 2] and [VWB1, Section 4]).

In Chapter 3 we extend the results of Chapter 2 to the case where the reward processes are one-dimensional diffusions. Then the formulation itself of multi-armed bandit processes has difficult problems. We utilize continuous multi-parameter processes in order to solve the problem. [Wall] has defined optional increasing paths for continuous multi-parameter processes in a different form from the discrete-time. Because in the continuous-time we cannot find optimal optional increasing paths in the family of paths satisfying the condition (d.ii). [Wall] has given the definition in the continuous-time as follows:

In continuous-time bandit processes an optional increasing path \( \pi = \{ \pi(t) \}_{t \in \mathbb{R}_+} \), \( \{ (\pi^1(t), \cdots, \pi^d(t)) \}_{t \in \mathbb{R}_+} \) is a \( \mathbb{R}_d^+ \)-valued stochastic process satisfying (c.i) - (c.iv):

(c.i) \( \pi(0) = (0, 0, \cdots, 0) \in \mathbb{R}_d^+ \).

(c.ii) \( \{ \pi^i(t) \}_{t \in \mathbb{R}_+} \) is a non-decreasing process for each \( i = 1, \cdots, d \).

(c.iii) \( \sum_{i=1}^d \pi^i(t) = t \) for all \( t \in \mathbb{R}_+ \).

(c.iv) \( \{ \pi(t) \leq r \} \in \mathcal{F}_r \) for all \( t \in \mathbb{R}_+ \) and \( r \in \mathbb{R}_d^+ \).

The conditions (c.ii) and (c.iii) are weaker than (d.ii). (d.ii) models that at every time we may select one of i’s, however (c.ii) means that we are allowed to select plural i’s simultaneously under the condition (c.iii), which means that the total sum of time when selecting each i always increases constantly. The continuous multi-parameter process has been studied by [Merl], [Mill], [Maz2] and some authors. [Maz2] has formulated them as multi-parameter Markov processes, which is constructed by the product of independent usual one-parameter Markov processes. [Maz1] deals with the optimal stopping problem of multi-parameter Markov processes from the dynamic programming approach. This
thesis deals with the problem by use of DAI and obtains the extended results of Chapter 2 to the continuous-time. We show that the optimal stopping time for the original problem equals to the sum of the smallest optimal stopping times of the one-parameter optimal stopping problems for reward processes corresponding each arm. We reduce Bellman's equation, which is represented by a free boundary problem, to a fixed boundary problem when solutions of the optimal stopping problems for each arm are known.

Chapter 4 deals with zero-sum games where in every time two players alternately either select only one of arms of bandit machines or stop them. We call these games bandit games for abbreviation. Player $A$ has two kinds of decisions, i.e. selecting arms and stopping the games. We represent the former with player $A$'s strategies $\pi_A$ and the latter with his stopping times $\tau_A$. Therefore player $B$ also has his strategies $\pi_B$ and stopping times $\tau_B$. In the game each player $A$ (player $B$) alternately selects strategies $\pi_A$ ($\pi_B$) or stop the game with $\tau_A$ ($\tau_B$) so as to maximize his own payoff under the condition that the sum of both player’s payoffs is 0.

The discrete-time optimal stopping games have been introduced by [Dyn2] and generalized by [Nev1, Section VI-6] and some authors. Various types of continuous-time optimal control problems and optimal stopping problems have been developed by [BenFri1], [Ste1] and some authors. The purpose of this chapter is to formulate the bandit game with a generalized discount and to solve them as control problems. The multi-armed bandit problems with time-dependent discount rates are studied by [BerFri1]. [BerFri1] introduced the regularity condition for discount rates as one of conditions such that myopic strategies are still optimal. In this chapter we introduce a discount rate which vary together with not only time but also strategies selected by players. We introduce backward value iterations in order to analyse multi-armed bandit games and show their convergence to Bellman's equation. We construct each player's optimal Markov strategies and optimal stopping times on the basis of Bellman's equation. Finally this chapter shows that the game has a unique optimal value and that the optimal tactics are saddle points for the game.
Chapter 2

The Optimal Stopping Problem for Discrete-Time Multi-Armed Bandit Processes
2.1. Introduction

The chapter deals with the optimal stopping problem for $d$-armed bandit processes under the assumption of independence of arms. We analyze optimal strategies and optimal stopping times by use of the DAI and we reduce the original problem to $d$ independent one-parameter optimization problems.

The construction and the results at each section are as follows: In Section 2.2 we describe formulations of the optimal stopping problem for $d$-armed bandit processes, referring [Man1]. In Section 2.3 we investigate the optimal strategies and the optimal stopping times by use of the DAI for each arm and we prove the following results (a) — (d):

(a) By the different approach from [Gla1], Theorem 2.1 shows that the DAI for each arm give the optimal strategy and the optimal stopping time. Therefore we see that in order to solve the original problem it is sufficient to calculate the DAI for each arm.

(b) Theorem 2.2 shows that the optimal stopping time given by Theorem 2.1 is expressed explicitly as the sum of $d$ smallest optimal stopping times for one-parameter classical optimal stopping problems. In the Markov case in order to calculate the optimal stopping region it is sufficient to solve individually $d$ one-parameter optimal stopping problems (see also Section 2.5).

(c) We give a necessary and sufficient condition for the finiteness of the optimal stopping times given by Theorem 2.1. This condition results in the finiteness of the smallest optimal stopping times of $d$ independent one-parameter stopping problems (see Theorem 2.2(iii) and Section 2.5).

(d) Theorem 2.3 shows that the optimal stopping time given by Theorem 2.1 is the smallest optimal stopping time in the family of stopping times along the optimal strategy of Theorem 2.1.

In Section 2.4 we show that the results of Section 2.3 still hold for the extended case with constraints. In Section 2.5 we investigate the Markov case and we characterize the optimal strategies and the optimal stopping times on the basis of Theorems 2.1 and 2.2. Moreover we investigate the linear programming calculation of optimal strategies and stopping times.

2.2. Multi-armed bandit processes
We let $d$, the number of arms, be a positive integer. In this section we shall formulate the optimal stopping problem for $d$-armed bandit processes and show fundamental lemmas. This thesis deals with the case where arms are mutually independent. Therefore we regard that $d$-armed bandit processes consists of $d$ mutually independent reward processes. First we shall define reward processes, following [Man1].

Let $(\Omega, \mathcal{F}, P)$ denote a probability space. Set the time space by $\mathbb{N} = \{0, 1, 2, \cdots \}$. For each arm $i = 1, \cdots, d$, $\mathcal{F}_i = \{\mathcal{F}_i^t\}_{t \in \mathbb{N}}$ denotes an increasing family of completed sub-$\sigma$-fields of $\mathcal{F}$ and a bounded $\mathcal{F}_i$-adapted process $Z_i = \{Z_i^t\}_{t \in \mathbb{N}}$ means a reward process with arm $i$. Moreover for $i = 1, \cdots, d$ we put $\sigma$-fields $\mathcal{F}_i = \{F_i^t\}_{t \in \mathbb{N}}$ and we let $\mathcal{M}_i$ denote the family of all $\mathcal{F}_i$-adapted stopping times. Hence we assume independence of reward processes:

Assumption (F). $\mathcal{F}_i^t (i = 1, \cdots, d)$ are mutually independent.

We put its time space $T = \mathbb{N}^d$, a $d$-parameter process $Z(s) = (Z^1(s^1), \cdots, Z^d(s^d))$ and sub-$\sigma$-fields $\mathcal{F}_s = \mathcal{F}_{s^1} \vee \cdots \vee \mathcal{F}_{s^d}$ for $s = (s^1, \cdots, s^d) \in T$. Let $e_i$ denote the $i$'th unit vector in $T$. Hence we shall define strategies. For $s = (s^1, \cdots, s^d) \in T$ we define a strategy $\pi$ starting from the state where each reward process with arm $i$ has already been selected $s^i$ times.

Such a strategy $\pi = \{\pi(t)\}_{t \in \mathbb{N}} = \{((\pi^1(t), \cdots, \pi^d(t)))_{t \in \mathbb{N}}$ is a $T$-valued stochastic process on $(\Omega, \mathcal{F})$ satisfying (i) — (iii):

(i) $\pi(0) = s$. (2.1)

(ii) For all $t \in \mathbb{N}$ it holds that $\pi(t + 1) = \pi(t) + e_i$ for some $i = 1, \cdots, d$. (2.2)

(iii) For all $t \in \mathbb{N}$ and all $r \in T$ it holds that $\{\pi(t) = r\} \in \mathcal{F}_r$. (2.3)

Here $\pi^i(t)$ denotes the number of selection of arm $i$ up to time $t$ and $\mathcal{S}(s)$ denotes the family of all the strategies starting from $s$. (These strategies are called optional increasing paths.) Let $\beta$, a discount rate, be a constant ($0 < \beta < 1$). Let $0$ be the zero vector in $T$. For a strategy $\pi \in \mathcal{S}(0)$, the total expected value of the ($d$-armed) bandit process based on the strategy $\pi$ (without stopping) is defined by

$$R^\pi = E\left[\sum_{i \in \mathbb{N}} \sum_{t = 1}^d \beta^t Z_i^t(\pi^i(t))(\pi^i(t + 1) - \pi^i(t))\right]. \quad (2.4)$$

Next we formulate the optimal stopping problem for $d$-armed bandit processes. For $s \in T$ and a strategy $\pi \in \mathcal{S}(s)$, $\{\mathcal{F}_t^\pi\}_{t \in \mathbb{N}}$ denotes the information available at time

\footnote{This denotes the smallest sub-$\sigma$-field containing $\{\mathcal{F}_t^\pi \mid t \in \mathbb{N}\}$.}
Then for \( s = (s^1, \ldots, s^d) \in T \), a strategy \( \pi \in S(s) \) and a stopping time \( \tau \in \mathcal{M}^*_s \), the expected value of the bandit process (which is starting from the state where each reward process with arm \( i \) has already been selected \( s^i \) times and which is using a strategy \( \pi \) and stopped at time \( \tau - 1 \)) is denoted by

\[
V^{\pi \tau}(s) = E^{\mathcal{F}_\tau} \left[ \sum_{t=0}^{\tau-1} \beta^t \left( \mathcal{Z}^i(\pi^i(t)) - \pi^i(t+1) \right) \right].
\]

(2.5)

For \( s \in T \) and a strategy \( \pi \in S(s) \) the optimal expected values of the bandit process (starting from \( s \) and using a strategy \( \pi \)) are defined by

\[
V^{*\pi}(s) = \sup_{\tau \in \mathcal{M}^*_s : \mathcal{P}(\tau < \infty) = 1} V^{\pi \tau}(s).
\]

(2.6)

Then for \( s \in T \) and a strategy \( \pi \in S(s) \) the optimal expected values of the optimal stopping problem for \( d \)-armed bandit processes (starting from \( s \)) are defined by

\[
V^{*\pi}(s) = \sup_{\pi \in S} V^{*\pi}(s).
\]

(2.7)

Here we have the following lemma regarding the finiteness of stopping times in (2.6):

**Lemma 2.1.** For \( s \in T \) and a strategy \( \pi \in S(s) \) it holds that

\[
V^{*\pi}(s) = \sup_{\tau \in \mathcal{M}^*_s} V^{*\tau}(s).
\]

(2.7)

Proof. Fix any \( s \in T \) and any strategy \( \pi \in S(s) \). Then we can easily check this lemma, by noting that \( \tau \land t \in \mathcal{M}^*_s \) holds for each stopping time \( \tau \in \mathcal{M}^*_s \) and \( t \in N \).

Next we shall introduce the DAI in order to analyze the optimal stopping problem for \( d \)-armed bandit processes. For each arm \( i = 1, \ldots, d \) the DAI (for the reward process) with arm \( i \) is the process \( \nu^i = \{ \nu^i(t) \}_{t \in N} \) defined by

\[
\nu^i(t) = \text{ess sup}_{r \in \mathcal{M}^* : r \geq t+1} \frac{E^{\mathcal{F}_r} \left[ \sum_{r=1}^{t-1} \beta^r \mathcal{Z}^i(r) \right]}{E^{\mathcal{F}_t} \left[ \sum_{r=1}^{t-1} \beta^r \right]}.
\]

(2.8)

We deal with the case without terminal rewards.
Hence we define the maximum index. The maximum index is the family of the largest 
$\{\nu(s)\}_{s \in T}$ which is defined by

$$
\nu(s) = \max_{i=1,\ldots,d} \nu'(s_i) \quad \text{for} \quad s = (s^1, \ldots, s^d) \in T. 
$$

(2.9)

Regarding DAI, the following lemma is well-known.

**Lemma 2.2.** ([Man1, Theorem 2]) The essential supremum in (2.8) is attained by $\tau^t(t)$:

$$
\tau^t(t) = \inf \{ r \geq t + 1 \mid \nu'(r) \leq \nu'(t) \}. 
$$

(2.10)

In multi-armed bandit problems, the DAI gives us an optimal strategy.

**Lemma 2.3.** ([Man1, Theorem 1]) For a strategy $\pi \in S(0)$, $\pi$ is optimal for the $d$-armed bandit problem of (2.4) if and only if $\pi$ is an index strategy, i.e., for all $t \in N$

$$
\nu(\pi(t)) = \nu'(\pi'(t)) \quad \text{on} \quad \{ \pi(t + 1) = \pi(t) + \epsilon_i \} \ (i = 1, \ldots, d). 
$$

(2.11)

### 2.3. The optimal strategies and the optimal stopping times

In this section we investigate the optimal stopping problem for $d$-armed bandit processes and give optimal strategies and optimal stopping times for this problem, by the method of embedding this problem into a $d+1$-armed bandit problem. In order to embed this problem into a $d+1$-armed bandit problem we shall add one more arm 0 to the $d$-armed bandit process defined in Section 2.2 and define an extended $d+1$-armed bandit process. Let $(Z^0, \mathcal{F}^0)$ denote the reward process with arm 0 satisfying (i) and (ii):

(i) $Z^0(t) = 0$ for all $t \in N$,

(ii) $\mathcal{F}^0 = \{ \mathcal{F}^0_t \}_{t \in N}$ is a non-decreasing family of sub-$\sigma$-fields of $\mathcal{F}$ such that $\mathcal{F}^0_\infty (= \bigvee_{t \in N} \mathcal{F}^0_t)$ is independent to each $\sigma$-field $\mathcal{F}^0_i (i = 1, \ldots, d)$.

Therefore the extended $d+1$-armed bandit process also satisfies the mutual independence of $\mathcal{F}^0_i (i = 0, \ldots, d)$. For the reward processes $\{(Z^i, \mathcal{F}^i) \mid i = 0, \ldots, d\}$ we shall introduce notations of the extended $d+1$-armed bandit problem. Take its time space $N^{d+1}$ and let $\bar{0}$ be the zero vector in $N^{d+1}$. We consider a $d + 1$-parameter process $(Z^0(s^0), \ldots, Z^d(s^d), \mathcal{F}^0_{s^0}, \ldots, \mathcal{F}^d_{s^d})_{(s^0, \ldots, s^d) \in N^{d+1}}$. Strategies for the extended $d + 1$-armed

---

An index strategy means that we select (the reward process corresponding to) one of the largest dynamic allocation indices at every time.
bandit problem are \( \mathcal{X}^{d+1} \)-valued processes which is defined in the same manner as those for \( d \)-armed bandit problems in Section 2.2. Then we denote the family of all the strategies (for the extended \( d + 1 \)-armed bandit problem) starting from \( 0 \) by \( \mathcal{S} \). For a strategy \( \pi \in \mathcal{S} \) we express the total expected value \( \overline{R}^\pi \) and the optimal expected value \( \overline{R}^* \) of the extended \( d + 1 \)-armed bandit processes by

\[
\overline{R}^\pi = E\left[ \sum_{t \in \mathbb{N}} \sum_{i=0}^{d} \beta'(t) \left( \pi'(t) \right) \left( \pi'(t + 1) - \pi'(t) \right) \right],
\]

and

\[
\overline{R}^* = \sup_{\pi \in \mathcal{S}} \overline{R}^\pi.
\]

We define the DA \( \nu^0 \) for arm 0 in the same way as (2.8). Hence it is trivial that \( \nu^0(t) = 0 \) for all \( t \in \mathbb{N} \). Moreover we put the maximum index in arms \( i = 0, \ldots, d \) by

\[
\nu((s_0, \ldots, s^d)) := \max_{i=0,1,\ldots,d} \nu^i(s_i) \quad \text{for} \quad (s_0, \ldots, s^d) \in \mathbb{N}^{d+1}.
\]

Then the following lemma holds regarding the relation between the optimal stopping problem for \( d \)-armed bandit processes and the extended \( d + 1 \)-armed bandit problem.

**Lemma 2.4.** For a strategy \( \pi \in \mathcal{S}(0) \) and a stopping time \( \tau \in \mathcal{M}_0^\pi \) we define a \( \mathcal{N}^{d+1} \)-valued stochastic process \( \overline{f} \) for \( t \in \mathbb{N} \),

\[
\overline{f}(t) = ((t - \tau) \lor 0, \pi(t \wedge \tau)).
\]

Then (i) and (ii) hold:

(i) \( \overline{f} \in \mathcal{S} \),

(ii) \( \overline{R}^\pi = E[V^{\pi \tau}(0)] \).

**Proof.** (i) Fix any strategy \( \pi \in \mathcal{S}(0) \) and any stopping time \( \tau \in \mathcal{M}_0^\pi \). It is sufficient to show that the strategy \( \overline{f} \), which is defined by (2.14), satisfies \( \{ \overline{f}(t) = (s^0, s) \} \in F^0_\phi \lor \mathcal{F}_s \) for all \( t \in \mathbb{N} \) and all \( (s^0, s) \in \mathbb{N}^{d+1} \). Fix any \( t \in \mathbb{N} \) and any \( (s^0, s) \in \mathbb{N} \times \mathbb{N}^d \). If \( s^0 > 0 \), then \( \{ \pi(t) = (s^0, s) \} \cap \{ t < \tau \} = \emptyset \) is empty. While if \( s^0 = 0 \), then \( \{ \pi(t) = (s^0, s) \} \cap \{ t < \tau \} = \{ \pi(t) = s \} \cap \{ t < \tau \} \in F^0_\phi \lor \mathcal{F}_s \). And \( \{ \pi(t) = (s^0, s) \} \cap \{ t \geq \tau \} = \{ \pi(t) = s \} \cap \{ t = \tau \} \in F^0_\phi \lor \mathcal{F}_s \). Thus we obtain (i). (ii) Since \( Z^0(t) = 0 \) for all \( t \in \mathbb{N} \) we have

\[
\overline{R}^\pi = E\left[ \sum_{t \in \mathbb{N}} \sum_{i=0}^{d} \beta'(t) \left( \overline{f}'(t) \right) \left( \overline{f}'(t + 1) - \overline{f}'(t) \right) \right]
\]

\[
= E\left[ \sum_{t \in \mathbb{N}} \sum_{i=0}^{d} \beta'(t) \left( \pi'(t) \right) \left( \pi'(t + 1) - \pi'(t) \right) \right]
\]

\[
= E[V^{\pi \tau}(0)].
\]
Therefore we obtain this lemma. □

For a strategy \( \pi \in S(0) \) we define a stopping time \( \tau^* \) by
\[
\tau^* = \inf\{ t \in N \mid \nu(\pi(t)) \leq 0 \}.
\]
(2.15)

Then regarding the stopping times \( \tau^* \) we have the following properties.

**Lemma 2.5.** The following (i) and (ii) hold:

(i) \( \tau^* \in \mathcal{M}_0^n \) for each \( \pi \in S(0) \).

(ii) For a strategy \( \pi \in S(0) \) we define a stopping time \( \tau^* \) by (2.15) and we define a strategy \( \pi^* \) in the same way as (2.14), replacing \( \tau \) with \( \tau^* \). Then we have \( \pi \in \mathcal{F} \).

Proof. (i) is trivial from the definition of \( \tau^* \). (ii) is obtained from (i) and Lemma 2.4(i). □

Now we shall construct optimal strategies for the extended \( d+1 \)-armed bandit problem. In Chapter 2 we take \( \pi^*, \tau^{**} \) and \( \pi^* \) as follows: We take an index strategy \( \pi^* \in S(0) \) (for a \( d \)-armed bandit problem) and define a stopping time \( \tau^{**} \) by (2.15) with the index strategy \( \pi^* \). Next we define a strategy \( \pi^* \) in the same way as (2.14), replacing \( \pi \) and \( \tau \) with \( \pi^* \) and \( \tau^{**} \) respectively. Then we have the following lemma.

**Lemma 2.6.** For all \( t \in N \) it holds that \( \bar{v}(\pi^*(t)) = \nu(\pi^*(t)) \cdot I_{\{t < \tau^{**}\}} \), where \( I \) denotes the indicator function.

Proof. We note \( \nu^0(t) = 0 \) for all \( t \in N \). Fix any \( t \in N \). Then since \( \nu(\pi^*(t)) > 0 \) on \( \{ t < \tau^{**} \} \), we have \( \bar{v}(\pi^*(t)) = \nu^0(0) \lor \nu(\pi^*(t)) = \nu(\pi^*(t)) \) on \( \{ t < \tau^{**} \} \). Next since \( \nu(\pi^*(\tau^{**})) \leq 0 \), the definition of \( \tau^{**} \) implies \( \bar{v}(\pi^*(t)) = \nu^0(t - \tau^{**}) \lor \nu(\pi^*(\tau^{**})) = 0 \) on \( \{ t \geq \tau^{**} \} \). Thus we obtain this lemma. □

Hence we obtain the following property of the strategy \( \pi^* \).

**Proposition 2.1.** The strategy \( \pi^* \) is an index strategy for the extended \( d+1 \)-armed bandit problem.

Proof. From (2.14) and Lemmas 2.6 and 2.3, for all \( t \in N \) and \( i = 1, \cdots , d \) we obtain
\[
\bar{v}(\pi^*(t)) = \nu(\pi^*(t)) = \nu^i(\pi^*(t)) \text{ on } \{ \pi^*(t+1) - \pi^*(t) = e_i \} \cap \{ t < \tau^{**} \}.
\]
On the other hand for all \( t \in N \) we have
\[
\bar{v}(\pi^*(t)) = 0 = \nu^0(\pi^*(t)) \text{ on } \{ \pi^*(t+1) - \pi^*(t) = e_i \} \cap \{ t \geq \tau^{**} \}.
\]
Consequently $\pi^*$ is an index strategy for the extended $d + 1$-armed bandit problem. \qed

Now we obtain the following theorem.

**Theorem 2.1.** *It holds that*

$$E[V^{*\pi^*}(0)] = E[V^{**}(0)] = \overline{R}^*.$$  

*Therefore if $P\{\tau^{**} < \infty\} = 1$, then an index strategy $\pi^*$ is an optimal strategy and $\tau^{**} = \inf\{t \in N \mid \nu(\pi^*(t)) \leq 0\}$ is an optimal stopping time.*

**Remark.** An optimal stopping time $\tau^{**} = \inf\{t \in N \mid \nu(\pi^*(t)) \leq 0\}$ means that we should continue to select on the basis of $\pi^*$ and quit this game when all DAI for each arm become non-positive.

**Proof.** From Proposition 2.1 $\pi^*$ is an index strategy for the extended $d + 1$-armed bandit problem. Moreover, by considering Lemma 2.3 for the extended $d + 1$-armed bandit problem instead of $d$-armed bandit problems, we obtain that $\pi^*$ is an optimal strategy for the extended $d + 1$-armed bandit problem. Therefore we obtain

$$\overline{R}^* = \overline{R}^{**}.$$  \hspace{1cm} (2.16)

*While from Lemma 2.4 we have $\overline{R}^{**} = E[V^{*\pi^*}(0)] \leq E[V^{**}(0)] \leq \overline{R}^*$. Consequently this inequality and (2.16) complete the proof of this theorem.* \qed

Next we shall characterize the optimal stopping time $\tau^{**} = \inf\{t \in N \mid \nu(\pi^*(t)) \leq 0\}$ by classical potential theory. We would like to express the optimal stopping time $\tau^{**}$ by the sum of the optimal stopping times for $d$ one-parameter optimal stopping problems for reward processes. Therefore we shall introduce one-parameter optimal stopping problems for the reward process with each arm $i$.

For each arm $i = 1, \cdots, d$ we consider a one-parameter optimal stopping problem for the reward process $\{Z^i(t)\}_{t \in N}$. For $t \in N$ and $\mathcal{F}_t$-adapted stopping times $\tau$ ($\tau \geq t$) we define the expected value $V^i(\tau)$ (from time $t$ to time $\tau - 1$) of the reward process with arm $i$ by

$$V^i(\tau) = E^F_t\left[\sum_{r=t}^{\tau-1} \beta^r Z^i(r)\right],$$  \hspace{1cm} (2.17)

where in (2.17) we define that the sum takes zero if $\tau = t$. Then for $t \in N$ we define the optimal expected value $V^{i*}(t)$ of the reward process with arm $i$ by

$$V^{i*}(t) = \text{ess sup}_{\tau \in \mathcal{M}: \tau \geq t} V^i(\tau).$$  \hspace{1cm} (2.18)
Hence for $i = 1, \ldots, d$ we put an $\mathcal{F}_t$-adapted stopping time $\sigma^*_i$ by

$$
\sigma^*_i = \inf \{ t \in N \mid V^i_*(t) = 0 \}.
$$

Then the following lemma is well-known (see [Nev1]).

**Lemma 2.7.** If $P\{\sigma^*_i < \infty\} = 1$, then $\sigma^*_i$ is the smallest optimal stopping time for (2.18).

Moreover we have the following relation between the optimal expected value $V^i_*(t)$ and the DAI $\nu^i(t)$ with arm $i$.

**Lemma 2.8.** For $t \in N$ and $i = 1, \ldots, d$ we have (i) and (ii):

(i) $V^i_*(t) \geq 0$,
(ii) $\{\nu^i(t) \leq 0\} = \{V^i_*(t) = 0\}$.

Proof. (i) is trivial, since $V^i_*(t) \geq V^i_1(t) = 0$ for every $t \in N$ and $i = 1, \ldots, d$. (ii) Fix any $t \in N$ and $i = 1, \ldots, d$. Then for all $\mathcal{F}_t$-adapted stopping times $\tau$ ($\tau \geq t + 1$) we have

$$
0 \geq \nu^i(t) \geq \frac{V^i_*(t)}{\mathbb{E}_t[\sum_{i=1}^d \beta^i]} \quad \text{on } \{\nu^i(t) \leq 0\}.
$$

Therefore we obtain $\{V^i_*(t) \leq 0\} \supset \{\nu^i(t) \leq 0\}$. Together with (i) this follows that $\{V^i_*(t) = 0\} \supset \{\nu^i(t) \leq 0\}$. The reverse inclusion is obtained similarly. Therefore (ii) holds.

Hence we obtain the following theorem.

**Theorem 2.2.** Regarding the relation between the optimal stopping time $\tau^{**}$ of the optimal stopping problem for $d$-armed bandit processes and the optimal stopping times $\sigma^*_i$ of independent optimal stopping problems $i = 1, \ldots, d$, (i) — (iii) hold:

(i) $\sigma^*_i = \inf \{ t \in N \mid \nu^i(t) \leq 0 \} = \pi^i(\tau^{**})$ for all $i = 1, \ldots, d$,
(ii) $\tau^{**} = \sum_{i=1}^d \sigma^*_i$,
(iii) $P\{\tau^{**} < \infty\} = \prod_{i=1}^d P\{\sigma^*_i < \infty\}$.

**Remark.** We note (a) and (b):

(a) Regarding the condition $P\{\tau^{**} < \infty\} = 1$ in Theorem 2.1, Theorem 2.2(iii) gives a necessary and sufficient condition $P\{\sigma^*_i < \infty\} = 1$ for all $i = 1, \ldots, d$, which is from one-parameter stopping problems (2.18) for $i = 1, \ldots, d$ (see Section 2.5).
(b) Theorem 2.2(ii) shows that in order to calculate the optimal stopping time it is also sufficient to solve individually \( d \) one-parameter optimal stopping problems (2.18) (see Section 2.5).

Proof of Theorem 2.2. (i) Fix any \( i = 1, \cdots, d \). Set \( \rho^i = \inf\{t \in N \mid \nu^i(\pi^*(t)) \leq 0\} \). Then we have
\[
\rho^i \leq \inf\{t \in N \mid \nu(\pi^*(t)) \leq 0\} = \tau^{*^{*}}.
\]
Hence for all \( t \in N \), it holds that
\[
\nu(\pi^*(t)) > 0 \geq \nu^i(\pi^*(\rho^i)) \quad \text{on} \quad \{\rho^i \leq t < \tau^{*^{*}}\}.
\]
This shows that the arm \( i \) is not selected at any time \( t \) on \( \{\rho^i \leq t < \tau^{*^{*}}\} \). Therefore we obtain
\[
\pi^{*^i}(\tau^{*^{*}}) = \pi^{*^i}(\rho^i). \tag{2.19}
\]
On the other hand by using Assumption(F) and Lemma 2.8, we obtain
\[
\pi^{*^i}(\rho^i) = \pi^{*^i}(\inf\{t \in N \mid \nu^i(\pi^*(t)) \leq 0\})
= \inf\{\pi^{*^i}(t) \mid \nu^i(\pi^{*^i}(t)) \leq 0\}
= \inf\{r \in N \mid \nu(r) \leq 0\}
= \sigma^i.
\]
Together with (2.19) we obtain (i). (ii) and (iii) are trivial from (i). Thus this theorem holds.

Finally we shall show that \( \tau^{*^{*}} \) is the smallest optimal stopping time in the family \( \mathcal{M}^{*^{*}}_0 \) of all \( \{\mathcal{F}^{*^{*}}_t\} \in \mathcal{N} \)-stopping times along \( \pi^{*^*} \). For an index strategy \( \pi^* \in \mathcal{S}(0) \) we define a one-parameter process \( \{Y_t, \mathcal{F}^{*^{*}}_t\} \in \mathcal{N} \) along the strategy \( \pi^* \) and its Snell’s envelope by
\[
Y_t = \sum_{i=1}^{d} \sum_{\tau=0}^{\tau-1} \beta^i Z^i(\pi^{*^i}(r))(\pi^{*^i}(t+1) - \pi^{*^i}(r)) \quad \text{for} \ t \in N, \tag{2.20}
\]
\[
Y^*_t = \text{ess sup}_{\tau \in \mathcal{M}^{*^{*}}_0} \sup_{\tau \geq \tau} \mathbb{E}[Y_{\tau}] \quad \text{for} \ t \in N. \tag{2.21}
\]
Therefore we consider a one-parameter optimal stopping problem:

To find stopping times \( \tau \in \mathcal{M}^{*^{*}}_0 \) maximizing \( \mathbb{E}[Y_{\tau}] \).

\[
\text{Theorem 2.3.} \quad \text{The optimal stopping time} \ \tau^{*^{*}} \text{ is the smallest optimal stopping time in the family} \ \mathcal{M}^{*^{*}}_0 \text{ of stopping times along an index (i.e. optimal) strategy} \ \pi^*. \tag{2.22}
\]

Then we have the following results concerning the smallest of optimal stopping time \( \tau^{*^{*}} \).

\[
\text{Theorem 2.3.} \quad \text{The optimal stopping time} \ \tau^{*^{*}} \text{ is the smallest optimal stopping time in the family} \ \mathcal{M}^{*^{*}}_0 \text{ of stopping times along an index (i.e. optimal) strategy} \ \pi^*. \tag{2.22}
\]
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Proof. It is well-known (see [Nev1]) that the smallest optimal stopping time for the optimal stopping problem (2.22) is \(\inf\{t \in N \mid Y_t^* = Y_t\} \) (say \(\rho\)). Since Theorem 2.1 implies that \(\tau^*\) is an optimal stopping time for the optimal stopping problem (2.22), we have

\[ \rho \leq \tau^*. \]  

(2.23)

On the other hand, following Lemma 2.2, for \(t \in N\) and \(i = 1, \ldots, d\) we define stopping times \(\sigma^i(t)\) and \(\tau^i(t)\) as follows: for each \(s = (s^1, \ldots, s^d) \in T\)

\[ \sigma^i(t) = \inf\{r \geq s^i + 1 \mid \nu^i(r) \leq \nu^i(s^i)\} \text{ on } \{\pi^*(t) = s\}, \]  

(2.24)

and

\[ \tau^i(t) = t + \sigma^i(t) - s^i \text{ on } \{\pi^*(t) = s\}. \]  

(2.25)

Hence fix any \(t \in N\) and \(i = 1, \ldots, d\). Since \(\pi^*\) is an index strategy, the arm \(i\) is selected at every time \(r\) on \(\{\pi^*(t + 1) - \pi^*(t) = e_i\} \cap \{\pi^*(t) \leq r < \sigma^i(t)\}\). Therefore we have \(\tau^i(t) \in \mc{M}_0^\pi\) and then together with Lemma 2.2 and Assumption(F) we obtain

\[
\frac{E^\mc{F}_t[\sum_{r=t}^{\tau^i(t)-1} \sum_{i=1}^d \beta^r Z^i(\pi^*(r))(\pi^*(r + 1) - \pi^*(r))]}{E^\mc{F}_t[\sum_{r=t}^{\tau^i(t)-1} \beta^r]}
= \frac{E^\mc{F}_t[\sum_{r=t}^{\tau^i(t)-1} \beta^r Z^i(r)]}{E^\mc{F}_t[\sum_{r=t}^{\tau^i(t)-1} \beta^r]}
= \nu^i(s^i) = \nu(s) > 0
\]

on \(\{\pi^*(t + 1) - \pi^*(t) = e_i\} \cap \{t < \tau^*\} \cap \{\pi^*(t) = s\}\) for all \(s = (s^1, \ldots, s^d) \in T\). So we have

\[
Y_{t^*} - Y_t \geq \sum_{r=t}^{\tau^i(t)-1} \sum_{i=1}^d \beta^r Z^i(\pi^*(r))(\pi^*(r + 1) - \pi^*(r)) > 0
\]

on \(\{\pi^*(t + 1) - \pi^*(t) = e_i\} \cap \{t < \tau^*\}\). Since this inequality holds for each \(i = 1, \ldots, d\) and \(t \in N\), we obtain

\[ Y_{t^*} > Y_t \text{ on } \{t < \tau^*\} \text{ for } \forall t \in N. \]

Together with (2.23) and the definition of \(\rho\), we obtain \(\tau^* = \rho\). Thus we obtain this theorem. \(\square\)

2.4. The extended case with time constraints

We shall investigate the extended case with time constraints, referring [Man Van1, Section 4]. Let \(C^*\) be a random subset of \(N \cup \{\infty\}\) satisfying \(\{t \in C^*\} \in \mc{F}_t\) for all \(t \in N\). (This
is called a random stopping set in [ManVan1, Section 4]. Here $C^i$ denotes a time constraint in which we must stop the reward process with arm $i = 1, \ldots, d$. Then $\sigma^i_C(t) = \inf\{r \geq t \mid r \in C^i\}$ denotes the smallest time at which we must stop the reward process with arm $i$ (In Markov case $\sigma^i_C$ may be represented by the entry time to a state constraint in which we must stop the reward process with arm $i$ (see [ManVan1, Section 4.3]). Hence we introduce the following time constraints:

**Time constraint (C).** We can not select the arm $i$ any more after the time $\sigma^i_C(t)$.

Under Time constraint (C), we deal with $d$-armed bandit problems to maximize the values defined as (2.4). Hence in order to analyze the $d$-armed bandit problems with time constraints we introduce the DAI with time constraints and its maximum index:

\[
\nu^i_C(t) := \begin{cases} 
\text{ess sup}_r \in M^{t+1} E^{\tau^{i}_C(t)} \frac{E^{\tau^{i}_C(t)-1} \beta^r Z^i(r)}{E^{\tau^{i}_C(t)-1} \beta^r} & \text{if } t \notin C^i \\
-\infty & \text{otherwise},
\end{cases}
\]

and

\[
\nu_C(s) = \max_{i=1,2,\ldots,d} \nu^i_C(s^i) \quad \text{for } s = (s^1, \ldots, s^d) \in T.
\]

Next we define a stopping time $\tau^i_C(t)$:

\[
\tau^i_C(t) = \begin{cases} 
\inf\{r \geq t+1 \mid \nu^i_C(r) \geq \nu^i_C(t)\} & \text{if } t \notin C^i \\
0 & \text{otherwise.}
\end{cases}
\]

Then we have the following results.

**Lemma 2.9.** The following (i) and (ii) hold:

(i) $t \leq \tau^i_C(t) \leq \sigma^i_C(t)$ a.s. for every $t \notin C^i$.

(ii) $\nu^i_C(t) = \frac{E^{\tau^i_C(t)-1} \beta^r Z^i(r)}{E^{\tau^i_C(t)-1} \beta^r}$ for every $t \notin C^i$.

Proof. (i) is trivial from the definitions. By considering an adapted process

\[
Y^i(t) = \sum_{r=0}^{t(\tau^i_C(t))-1} \beta^r (Z^i(r) - \nu^i_C(0)) \quad \text{for } t = 1, 2, \ldots,
\]

we can easily check (ii) in the same line as the proof of [Man1, Section 6.3].

**Theorem 2.4.** For a strategy $\pi \in S(0)$, $\pi$ is optimal for the multi-armed bandit problem with time constraints if and only if $\pi$ satisfies that for all $t \in N$ it holds that

\[
\nu_C(\pi(t)) = \nu^i_C(\pi^i(t)) \text{ on } \{\pi(t+1) = \pi(t) + e_i\} \quad \text{for some } i = 1, \ldots, d.
\]
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Proof. For a strategy \( \pi \in \mathcal{S}(O) \) and \( i = 1, \cdots, d \) we put

\[
\sigma_i^i(t) = \inf \{ r \geq t \mid \pi^i(r) \geq \tau^i(t) \}
\]

Then we obtain this theorem similarly to [Man, Sections 5.4 and 5.5] by use of Lemmas 2.11 and 2.12, since \( \tau^i(t) \leq \sigma^i(t) \) and \( \sigma^i(t) \leq \sum_{j=1}^{d} \sigma_j^j(t) \) for all \( t \in \mathbb{N} \). \( \square \)

Under Time constraint (C), we may also deal with the optimal stopping problem for \( d \)-armed bandit processes by similar approach to Section 2.3. Then owing to Theorem 2.4 we may develop the same arguments as Section 2.3. Consequently we see that Theorems 2.1—2.3 still hold, by replacing DA1 \( \nu^i \) and index strategies \( \pi^* \) with \( \nu^i_0 \) and strategies satisfying (2.29) respectively.

2.5. The Markov case and the linear programming

In this section we shall formulate and investigate the Markov case of Section 2.3. For arms \( i = 1, \cdots, d \) let \((\Omega^i, \mathcal{F}^i, P^i)\) denote probability spaces and let \( X^i = (X^i_t, \mathcal{F}^i_t, P^i_t)_{t \in \mathbb{N}} \) denote homogeneous Markov chains, which are mutually independent, with the state space \( E^i \). Next we introduce a \( d \)-parameter process by their products. Set its time space \( T = \mathbb{N}^d \), its path space \( \Omega = \prod_{i=1}^{d} \Omega^i \) and its state space \( E = \prod_{i=1}^{d} E^i \). Then we define a \( d \)-parameter Markov process \( X \) with the state space \( E \) and its \( \sigma \)-fields by

\[
X = (X^i_s)_{s \in T} = (X^i_{s^1}, \cdots, X^i_{s^d})_{s = (s^1, \cdots, s^d) \in T}, \quad \mathcal{F}_s = \mathcal{F}^i_{s^1} \otimes \cdots \otimes \mathcal{F}^i_{s^d} \quad \text{for} \quad s = (s^1, \cdots, s^d) \in T.
\]

Then Assumption (F) is satisfied. Hence \( E^x \) denotes the expectation induced by the probability measure \( P = \prod_{i=1}^{d} P^i \) with an initial state \( x \in E \), and for arm \( i = 1, \cdots, d \) \( E^{x^i} \) denotes the expectation induced by the probability measure \( P^i \) with an initial state \( x^i \in E^i \). For arm \( i = 1, \cdots, d \) let \( f^i \) be a bounded measurable function on \( E^i \). Then a reward process with arm \( i \) is given by

\[
Z^i = \{ Z^i(t) \}_{t \in \mathbb{N}} = \{ f^i(X^i_t) \}_{t \in \mathbb{N}}.
\]

Moreover we express strategies and stopping times in the same manner as in Section 2.2. Now the expected value function on \( E \) (for a strategy \( \pi \in \mathcal{S}(O) \) and a stopping time \( \tau \in \mathcal{M}_0^* \)) and the optimal value function are denoted by

\[
V^{\pi^\tau}(x) = E^x \left[ \sum_{t=0}^{\tau-1} \sum_{i=1}^{d} \beta^t f^i(X^i_{\pi^i(t)})(\pi^i(t+1) - \pi^i(t)) \right],
\]
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and

\[ V^*(x) = \sup_{\tau \in \mathcal{S}(0), \tau \in \mathcal{M}^*_\tau, P^\tau(r < \infty) = 1} V^\tau(x) \quad \text{for} \quad x = (x^1, \ldots, x^d) \in E, \]

Next the DAI function with arm \( i = 1, \ldots, d \) and the maximum index function are expressed by

\[ \nu^i(x^i) = \sup_{\tau \in \mathcal{M}^i, \tau \geq 1} \frac{E^x[\sum_{r=0}^{\tau-1} \beta^r f_i(X^i_r)]}{E^x[\sum_{r=0}^{\tau-1} \beta^r]} \quad \text{for} \quad x^i \in E^i, \tag{2.30} \]

and

\[ \nu(x) = \max_{i=1,2,\ldots,d} \nu^i(x^i) \quad \text{for} \quad x = (x^1, \ldots, x^d) \in E. \tag{2.31} \]

Hence for arm \( i = 1, \ldots, d \) the optimal value function on \( E^i \) of the reward process with arm \( i \) and its optimal stopping time are

\[ V^i(x^i) = \sup_{\tau \in \mathcal{M}^i} E^x[\sum_{r=0}^{\tau-1} \beta^r f_i(X^i_r)] \quad \text{for} \quad x^i \in E^i, \tag{2.32} \]

\[ \sigma^*_i = \inf\{t \in \mathbb{N} \mid V^i(X^i_t) = 0\}. \tag{2.33} \]

Now an index strategy \( \pi^* \in \mathcal{S}(0) \) is represented by: For each \( t \in \mathbb{N} \), \( \pi^* \) satisfies

\[ \nu(X^{\pi^*(t)}_i) = \nu^i(X^{\pi^*(t)}_i) \quad \text{on} \quad \{ \pi^*(t+1) = \pi^*(t) + \epsilon_i \} \quad \text{for some} \quad i = 1, \ldots, d. \tag{2.34} \]

Then the smallest optimal stopping time \( \tau^{\pi^*} \) given at the beginning of Section 2.3 is

\[ \tau^{\pi^*} = \inf\{t \in \mathbb{N} \mid \nu(X^{\pi^*(t)}_i) \leq 0\}. \tag{2.35} \]

**Remark.** In the extended case of time constraints, the time \( \sigma^i_C(0) \) (of Section 2.4) which is expressed by the entry time to a state constraint to stop the reward process with arm \( i \) (see [ManVan1, Section 4.3]). Therefore we put

\[ \sigma^i_C = \inf\{t \in \mathbb{N} \mid X^i_t \in C^i \}, \]

where a Borel subset \( C^i \) of \( E^i \) denotes a stop constraint. Then by replacing (2.30) and (2.31) respectively with the following (i) and (ii): if \( x \notin C^i \), then we put

\[ (i) \quad \nu^i_C(x^i) = \sup_{\tau \in \mathcal{M}^i, \tau \geq 1} \frac{E^x[\sum_{r=0}^{\tau-1} \beta^r f_i(X^i_r)]}{E^x[\sum_{r=0}^{\tau-1} \beta^r]}, \]

\[ (ii) \quad \nu_C(x) = \max_{i=1,2,\ldots,d} \nu^i_C(x^i) \quad \text{for} \quad x = (x^1, \ldots, x^d) \in E. \]

We may represent an index strategy \( \pi \) of (2.34) and an optimal stopping time \( \tau^{\pi^*} \) of (2.35) similarly. Then the optimal value function (2.32) of the reward process with arm \( i \) is given by

\[ \sup_{\tau \in \mathcal{M}^i} E^x[\sum_{r=0}^{\tau-1} \beta^r f(X^i_r)] \quad \text{for} \quad x^i \in E^i. \]
We shall investigate the results of Section 2.3 in the Markov case and illustrate the optimal strategies $\pi^*$ and the optimal stopping times $\tau^*$ more explicitly. Set a Borel subset $B^i = \{ x^i \in E^i \mid V^i(x^i) = 0 \}$ for arm $i = 1, \cdots, d$. From Lemma 2.8 we obtain

$$B^i = \{ x^i \in E^i \mid V^i(x^i) = 0 \} = \{ x^i \in E^i \mid \nu^i(x^i) \leq 0 \} \quad \text{for arm } i = 1, \cdots, d. \quad (2.36)$$

We call $B^i$ the optimal stopping region for one-parameter stopping problem (2.32) for $i = (1, \cdots, d)$, since $\sigma^i = \inf\{ t \in N \mid X^i_t \in B^i \}$. Hence we put $B = \prod_{i=1}^d B^i$ and then we obtain

$$B = \{ x \in E \mid V^*(x) = 0 \} = \{ x \in E \mid \nu(x) \leq 0 \}. \quad (2.37)$$

We call $B$ the optimal stopping region for the optimal stopping problem for $d$-armed bandit processes. Then Theorem 2.2 are described as follows:

$$\sigma^i = \inf\{ t \in N \mid X^i_t \in B^i \} = \pi^i(\tau^*) \quad \text{for every arm } i = 1, \cdots, d. \quad (2.38)$$

$$\tau^* = \sum_{i=1}^d \sigma^i = \inf\{ t \in N \mid X^i, \tau(i) \in B \}. \quad (2.39)$$

$$P\{ \tau^* < \infty \} = \prod_{i=1}^d P\{ \sigma^i < \infty \}. \quad (2.40)$$

Hence on the basis of the results of Theorems 2.1 and 2.2, we obtain the following characterization of optimal strategies and stopping times:

**Characterization (C).** We should continue to select one of the largest $D^i$ in all arms at every time (i.e. on every state, since index strategies are stationary in Markov case) (see (2.34) and Theorem 2.1). If the reward process $X^i$ with an arm $i$ enters the optimal stopping region $B^i$ of (2.36), then we should not select the arm $i$ any more (see (2.38)). Finally we should quit this game when all reward processes $X$ entry the optimal stopping region $B$ of (2.37) (see (2.39)). Moreover $\tau^*$ is the smallest optimal stopping time in the family $\mathcal{M}_0^*$ of stopping times along the optimal strategy $\pi^*$ (see Theorem 2.3). The condition $P\{ \tau^* < \infty \} = 1$ is equivalent to the condition $P\{ \sigma^i < \infty \} = 1$ for all $i = 1, \cdots, d$. Regarding this condition we may refer to [Shil, Theorem 23 in p.94] or [Yos2], since it is not essential that reward processes (2.32) are bounded from below.

We shall investigate the linear programming (LP) calculation of optimal strategies and optimal stopping times. From Characterization(C) we see that in order to solve the optimal stopping problem for $d$-armed bandit processes it is sufficient to calculate the DAI $\nu^i$ $(i = 1, \cdots, d)$ and the optimal stopping regions $B^i$ $(i = 1, \cdots, d)$. The LP calculation of the optimal stopping regions $B^*$ is well-known in one-parameter optimal stopping problems (see [Der1, pp.109-116]). Next we shall investigate the LP calculation of the DAI $\nu^i$ with boundary constraints more generally than the DAI $\nu^i$. Following
[CheKat1], we shall investigate LP to calculate the DAI with time constraints when the state space is finite. Here we deal with the time $\sigma_i^+$ (of Section 2.4) which is expressed by the entry time to a state constraint to stop the reward process with arm $i$ (see [ManVan1, Section 4.3]). Moreover we fix an arm number $i$ and we concentrate on only the reward process with arm $i$. Therefore in the rest of this section we shall omit the arm number $i$ for simplicity.

For one reward process, we let the finite state space $E = \{x^{(1)}, x^{(2)}, \ldots, x^{(n)}\}$ and we put a state constraint $C = \{x^{(m+1)}, x^{(m+2)}, \ldots, x^{(n)}\}$ $(m \leq n)$. $p(i \mid j)$ denotes the transition probability from a state $x^{(i)}$ to a state $x^{(j)}$ for $i, j = 1, \ldots, n$. We put $f^{(j)} = f(x^{(j)})$ for $j = 1, \ldots, n$. Then we have

$$P f(x^{(i)}) = E^{x^{(i)}}[f(X_1)] = \sum_{j=1}^{n} p(i \mid j) f^{(j)} \quad \text{for } i = 1, \ldots, n.$$ 

Hence for $i = 1, \ldots, n$ and real numbers $M$ we set optimal values $V_{i}^{(i)}$ by (2.41) and we set the DAI with a state constraint by $\nu_{(i)}$:

$$V_{i}^{(i)} = \sup_{\tau \in M} E^{x^{(i)}}[\sum_{r=0}^{\tau \wedge \sigma_C} \beta^r f(x_r) + \beta^{\tau \wedge \sigma_C} M], \quad (2.41)$$

Then we can easily check that for any constant $M$ and any $i = 1, \ldots, n$, the following (2.42) and (2.43) are equivalent:

$$\nu_{(i)} \leq (1 - \beta)M. \quad (2.42)$$

$$V_{i}^{(i)} \leq M. \quad (2.43)$$

Now in order to calculate the optimal values $V_{i}^{(i)}$ of one-parameter optimal stopping problem (2.41) we consider the following LP.

**LP $P(M)$.** Minimize $\sum_{j=1}^{n} U^{(j)}$ such that

(i) $U^{(i)} - \beta \sum_{j=1}^{n} p(i \mid j) U^{(j)} \geq f^{(i)}$ for all $i = 1, \ldots, m$;

(ii) $U^{(i)} \geq M$ for all $i = 1, \ldots, m$;

(iii) $U^{(i)} = M$ for all $i = m + 1, \ldots, n$.

We can easily check the following lemma, by noting that $\{V_{i}^{(j)} \mid j = 1, \ldots, m\}$ is the smallest $\beta$-superharmonic majorant of a constant function $M$.

**Lemma 2.10.** LP $P(M)$ has solutions $\{V_{i}^{(j)} \mid j = 1, \ldots, n\}$.

Therefore we consider the following LP in order to calculate the DAI.

**LP $P^{(k)}$** ($k = 1, \ldots, m$). Minimize $\sum_{j=1}^{m} U^{(j)} + mM$ such that
\[(i) \ U(i) + M - \beta \sum_{j=1}^{n} p(i \mid j)(U(j) + M) \geq f(i) \quad \text{for all } i \in \{1, \ldots, m\} - \{k\}; \]

\[(ii) \ M - \beta \sum_{j=1}^{n} p(k \mid j)(U(j) + M) \geq f(k); \]

\[(iii) \ U(i) = 0 \quad \text{for all } i = m + 1, \ldots, n. \]

**Theorem 2.5.** For each \( k = 1, \ldots, m \), LP \( P^{(k)} \) has optimal solutions \( \{V_{M}^{(j)} \mid j = 1, \ldots, n, M\} \) satisfying the following (a) and (b):

(a) \( U^{(k)} = 0; \)

(b) \( M = V_{M}^{(k)}. \)

Then we have:

(i) The dynamic allocation index at is \( v_{C}^{(k)} = (1 - \beta)M \) for \( k = 1, \ldots, m. \)

(ii) The optimal value is \( V_{M}^{(k)}. \)

**Proof.** By modifying LP \( P(M) \), we obtain \( LP^{(k)} \). Then we obtain this theorem in the similar way to [CheKat1], by using Lemma 2.4 and the equivalent relation between (2.42) and (2.43). \( \square \)

### 2.6. Appendix for Section 2.4

The following lemmas are used in Theorem 2.4 of Section 2.4. Let \((\Lambda, \mathcal{G}, P)\) denote a probability space and let \( \{\mathcal{G}_t\}_{t \in \mathbb{N}} \) be an increasing family of sub-\(\sigma\)-fields of \( \mathcal{G} \). Let \( \mathcal{T} \) be the family of all \( \{\mathcal{G}_t\}_{t \in \mathbb{N}} \)-stopping times. Let \( \{Y(t)\}_{t \in \mathbb{N}} \) be a bounded \( \{\mathcal{G}_t\}_{t \in \mathbb{N}} \)-adapted process satisfying \( E[\sum_{r \in \mathbb{N}} Y(r)] < \infty \). By considering sets \( \mathcal{I}(t) = \{\sigma \geq t\} \cap \{E_{\mathcal{G}_t}[\sum_{r=t}^{\sigma-1} \alpha(r)Y(r)] > 0 \} \) \( t \in \mathbb{N}, \) we can easily check the following lemmas in the same line as [VWB1, Appendix B].

**Lemma 2.11.** Let \( \{\alpha(t)\}_{t \in \mathbb{N}} \) be an \( \{\mathcal{G}_t\}_{t \in \mathbb{N}} \)-adapted process satisfying \( 1 \geq \alpha(t) \geq \alpha(t+1) \geq 0 \) a.s. for all \( t \in \mathbb{N} \). For \( \sigma \in \mathcal{T} \), it holds that

\[
E_{\mathcal{G}_t}\left[\sum_{r=0}^{\sigma-1} \alpha(r)Y(r)\right] \leq \alpha(0) \text{ ess sup}_{\tau \in \mathcal{T}} E_{\mathcal{G}_t}\left[\sum_{r=0}^{\tau-1} Y(r)\right]. \tag{2.44}
\]

**Lemma 2.12.** Let \( \{\beta(t)\}_{t \in \mathbb{N}} \) be an \( \{\mathcal{G}_t\}_{t \in \mathbb{N}} \)-adapted process satisfying \( 0 \leq \beta(t) \leq \beta(t+1) \leq 1 \) a.s. for all \( t \in \mathbb{N} \) and let \( \sigma \in \mathcal{T} \). If there exists a stopping time \( \tau^* \in \mathcal{T} \)
satisfying that $\tau^* \leq \sigma$ a.s. and that

$$E^{\mathcal{G}_0}[\sum_{r=0}^{\tau^*-1} Y(r)] = \text{ess sup}_{\tau \in \tau} E^{\mathcal{G}_0}[\sum_{r=0}^{\tau^*-1} Y(r)].$$

Then it holds that

$$\beta(0) E^{\mathcal{G}_0}[\sum_{r=0}^{\tau^*-1} Y(r)] \leq E^{\mathcal{G}_0}[\sum_{r=0}^{\tau^*-1} \beta(r) Y(r)].$$
Chapter 3

The Optimal Stopping Problem for Multi-Armed Diffusion Bandit Processes
3.1. Introduction

The purpose of this chapter is to extend the bandit processes to multi-armed Markov processes which is constructed by the product of mutually independent one-parameter diffusion processes, which is given by a solution of stochastic differential equation (3.1) in Section 3.2, using the results of Chapter 2. A difficult problem in the continuous-time case is that in general we cannot find the optimal strategies such that player selects one of arms at every time. Therefore we should find the optimal strategies in the class where we are allowed to move plural arms simultaneously. The definition is given in Section 3.2.

This chapter shows the existence of the optimal tactic, the pair of the optimal strategy and the optimal stopping time, such that the tactic expressed by the DAI for reward processes. We give the representation of the optimal stopping time for the original problem by the smallest optimal stopping times of the one-parameter optimal stopping problems for reward processes corresponding each arm. On the basis of this fact we give a certain necessary and sufficient condition concerning the finiteness of the smallest optimal stopping time for the original problem. By deriving that the optimal stopping region of the original problem is equal to the Cartesian product of the optimal stopping regions for each arm, we reduce Bellman's equation, which is represented by a free boundary problem, of the original problem to a fixed boundary problem when solutions of the optimal stopping problems for each arm are known.

Regarding the optimal stopping problem for a d-parameter Markov processes, [Maz1] has studied the case of $d = 2$ and $f^2 = 0$ in (3.13) of Section 3.2. However we investigate the case of $g = 0$ in (3.13). Referring [Maz1, Section 2], in Section 3.2 we formulate the optimal stopping problem for multi-armed Markov processes and optimal stopping problems for the reward process $X_i$ for each arm $i$. Section 3.3 extends the results of Chapter 2 to the continuous-time case. In Section 3.4 we discuss the optimal stopping region and Bellman's equation.

3.2. Multi-armed diffusion bandit processes

We let $d$ be a positive integer and we set $R_+ = [0, \infty)$. In Section 3.2 we shall formulate three kinds of optimization problems, namely, the optimal control problem for $d$-parameter Markov processes, the optimal stopping problem for $d$-parameter Markov processes, and the optimal stopping problem for the reward process $X_i$. The first problem and the third problem will be utilized in order to analyse the second problem in Section 3.3.

We shall formulate $d$-parameter diffusion processes and their optimal control problems, referring [Maz1, Section 2]. For $i = (1, \ldots, d)$ ($\Omega^i, \mathcal{F}^i, P^i$) denote probability spaces and $X^i = (X^i_t, \mathcal{F}^i_t, P^i_x)_{t \in R_+}$, which are called reward processes, denote one-parameter mu-
ually independent diffusion processes with their state spaces \( E^i := \mathbb{R} \), which is a unique solution to the stochastic differential equation (3.1) on \( \mathbb{R} \):

\[
dX^i_t = \sigma^i(X^i_t) dW^i_t + b^i(X^i_t) dt \quad \text{for} \ t \in \mathbb{R}_+,
\]

where \( b^i \) is a bounded Lipschitz continuous real-valued function on \( \mathbb{R} \) and \( \sigma^i \) is a bounded Lipschitz continuous real-valued function on \( \mathbb{R} \) such that \( a^i = \sigma^i \sigma^i \) is uniformly positive; for each \( i = 1, \ldots, d \) we let \( W^i = \{ W^i_t \}_{t \in \mathbb{R}_+} \) be a one-dimensional Brownian motion such that \( W^1, \ldots, W^d \) are independent.

Hence \( \{ \mathcal{F}^i_t \}_{t \in \mathbb{R}_+} \) is an increasing right continuous family of completed sub-\( \sigma \)-fields of \( \mathcal{F} \) and \( P^x \) is a probability measure on \( (\Omega^i, \mathcal{F}^i) \) with an initial state \( x^i \in E^i \). For \( i = (1, \ldots, d) \) we set

\[
\mathcal{F}^i_{\infty} = \bigvee_{t \in \mathbb{R}_+} \mathcal{F}^i_t.
\]

Next we shall introduce a \( d \)-parameter Markov process by their products as follows. We set its time space \( T = \mathbb{R}_+^d \) and introduce the partial order in \( T \) by

\[
r \leq s \quad \text{iff} \quad r^i \leq s^i \ (i = 1, \ldots, d) \quad \text{for} \ r = (r^1, \ldots, r^d), \ s = (s^1, \ldots, s^d) \in T.
\]

And we set its path space \( \Omega = \prod_{i=1}^d \Omega^i \) and its state space \( E = \prod_{i=1}^d E^i \). Then we define a \( d \)-parameter Markov process \( X \) with the state space \( E \) by

\[
X = (X_s)_{s \in T} = (X^1_s, \ldots, X^d_s)_{s = (s^1, \ldots, s^d) \in T}.
\]

Moreover we put a right continuous family \( \{ \mathcal{F}_s \}_{s \in T} \) of \( d \)-parameter sub-\( \sigma \)-fields, which are increasing with respect to the partial order (3.3), by

\[
\mathcal{F}_s = \mathcal{F}^1_s \otimes \cdots \otimes \mathcal{F}^d_s \quad \text{for} \ s = (s^1, \ldots, s^d) \in T \quad \text{and} \quad \mathcal{F} = \mathcal{F}^1 \otimes \cdots \otimes \mathcal{F}^d.
\]

Especially \( E^x \) denotes the expectation induced by the probability measure \( P = \prod_{i=1}^d P^i \) with an initial state \( x \in E \), and for \( i = (1, \ldots, d) \) \( E^x^i \) denotes the expectation by the probability measure \( P^i \) with an initial state \( x^i \in E^i \). Hence a strategy \( \pi = \{ \pi(t) \}_{t \in \mathbb{R}_+} = \{ (\pi^1(t), \ldots, \pi^d(t)) \}_{t \in \mathbb{R}_+} \) is a \( T \)-valued stochastic process on \( (\Omega, \mathcal{F}) \) satisfying (i) — (iv):

(i) \( \pi(0) = 0 \).

(ii) \( \{ \pi^i(t) \}_{t \in \mathbb{R}_+} \) is a non-decreasing process for each \( i = 1, \ldots, d \).

(iii) \( \sum_{i=1}^d \pi^i(t) = t \) for all \( t \in \mathbb{R}_+ \).

(iv) \( \{ \pi(t) \leq r \} \in \mathcal{F}_r \) for all \( t \in \mathbb{R}_+ \) and \( r \in T \).
Moreover we denote \( \Pi(0) \) the family of all strategies.

**Remark.** We note that

(a) These strategies are called optional increasing paths in [Wall].

(b) Note that \( 0 \leq \pi'(t') - \pi'(t) \leq t' - t \) for all \( t, t' \in R_+ \) satisfying \( t \leq t' \).

For \( i(= 1, \ldots, d) \) we let \( f^i \) be a fixed bounded continuous, strictly increasing function on \( E^i \) and we define an expected value function \( R^\pi \) of total rewards over the infinite horizon \( R_+ \) associated with a strategy \( \pi \in \Pi(0) \) by

\[
R^\pi(x) = E^x \left[ \int_0^\infty e^{-\alpha t} \sum_{i=1}^d f^i(X^i_t(0)) \pi^i(t) \right] \text{ for } x \in E,
\]

where \( \alpha(>0) \) is a discount factor, \( i(=1,\ldots,d) \) is a reward process number, for each \( i(=1,\ldots,d) \) \( f^i \) is a running reward function on the current state. Hence we define the optimal value function \( R^* \) of total rewards of the optimal control problem of \( d \)-parameter Markov process \( X \) by

\[
R^*(x) = \sup_{\pi \in \Pi(0)} R^\pi(x) \text{ for } x \in E.
\]

Then the optimal control problem for \( d \)-parameter Markov process \( X \) is to find a strategy \( \pi^* \in \Pi(0) \) satisfying

\[
R^{\pi^*}(x) = R^*(x) \text{ for all } x \in E.
\]

**Lemma 3.1.** ([Karl, Theorem 6.1]) There exist an optimal strategy \( \pi^* \) of the optimal control problem (3.12) of \( d \)-parameter Markov process \( X \). Then for the optimal strategy \( \pi^* \), \( (X_{\pi^*}(t), F_{\pi^*}(t), P_{\pi^*})_{t \in R_+} \) becomes a standard Markov process.

We shall formulate the optimal stopping problem for \( d \)-parameter Markov processes. For a strategy \( \pi \in \Pi(0) \), \( F^\pi_t \) denotes the information which is available at time \( t(\in R_+) \) along the strategy \( \pi \) and \( M^0_\pi \) denotes the family of all \( \{ F^\pi_t \}_{t \in R_+} \) stopping times:

\[
F^\pi_t = \{ \Gamma \in \mathcal{F} \mid \Gamma \cap \{ \pi(t) \leq r \} \in \mathcal{F} \text{ for all } t \in R_+ \text{ and } r \in \mathcal{T} \}; \text{ and}
\]

\[
M^0_\pi = \{ \tau \mid [0, \infty) - \text{valued random variables satisfying}
\]

\[
\{ \tau \leq t \} \cap \{ \pi(t) \leq r \} \in \mathcal{F} \text{ for all } t \in R_+ \text{ and } r \in \mathcal{T} \}.
\]

Hence the following lemma is trivial from the continuity of \( \pi \) and the right-continuity of \( \{ F^\pi_t \}_{t \in R_+} \).

**Lemma 3.2.** For a strategy \( \pi \in \Pi(0) \), \( \{ F^\pi_t \}_{t \in R_+} \) is a non-decreasing and right continuous family of sub-\( \sigma \)-fields of \( \mathcal{F} \).
For strategies $\pi \in \Pi(0)$ and stopping times $\tau \in \mathcal{M}_0^\tau$, the pair $(\pi, \tau)$ are called tactics. Further for $s \in T$ we denote by $T(0)$ the family of all tactics (see [Maz1,Section1]). Next for a tactic $(\pi, \tau) \in T(0)$ we define a value function $V_{\pi\tau}$ of the optimal stopping problem for $d$-parameter Markov process $X$ by

$$V_{\pi\tau}(x) = E^\pi \left[ \int_0^\tau e^{-\alpha t} \sum_{i=1}^d f^i(X_{\pi(i)}^i) \, dt \right] \quad \text{for} \quad x \in E. \quad (3.13)$$

We define functions $V_{\pi\pi}$ ($\pi \in \Pi(0)$) and $V_{\pi\pi}^{**}$ by

$$V_{\pi\pi}(x) = \sup_{\tau \in \mathcal{M}_0^\tau} V_{\pi\tau}(x) \quad \text{for} \quad x \in E, \quad (3.14)$$

and

$$V_{\pi\pi}^{**}(x) = \sup_{\tau \in \Pi(0)} V_{\pi\pi}(x) \quad \text{for} \quad x \in E. \quad (3.15)$$

Hence we have the following lemma, which is proved in similar way as Lemma 2.1, regarding the finiteness of stopping times in (3.14).

**Lemma 3.3.** The following (i) and (ii) hold:

(i) $V_{\pi\pi}^{**}(x) = \sup_{\tau \in \mathcal{M}_0^\tau} V_{\pi\tau}(x)$ for $x \in E$ and $\pi \in \Pi(0)$;

(ii) $V_{\pi\pi}^{**}(x) = \sup_{(\pi, \tau) \in T(0)} V_{\pi\tau}(x)$ for $x \in E$.

The optimal stopping problem for $d$-parameter Markov process $X$ is to find a tactic $(\pi, \tau) \in T(0)$ attaining the supremum in Lemma 2.3(ii). Then $V_{\pi\pi}^{**}$ is called the optimal value function for the problem.

We shall formulate the optimal stopping problem for each reward process $X^i$ ($i = 1, \cdots, d$). For each $i(=1, \cdots, d)$ we put an optimal value function $V_{i*}$ of a one-parameter optimal stopping problem for the reward process $X^i$ by

$$V_{i*}(x^i) = \sup_{\tau \in \mathcal{M}_0^\tau \cap \{\tau < \infty\}} E^\pi \left[ \int_0^\tau e^{-\alpha t} \sum_{i=1}^d f^i(X_{\pi(i)}^i) \, dt \right] \quad \text{for} \quad x^i \in E^i. \quad (3.16)$$

Then the one-parameter optimal stopping problem for the reward process $X^i$ is to find a finite stopping time $\tau(\in \mathcal{M}^i)$ which attains the supremum in (3.16), where $\mathcal{M}^i$ denotes the family of all $\{\mathcal{F}_t^i\}_{t \in R_+}$-stopping times. Hence the following lemma is well-known (see [Shi1]).

**Lemma 3.4.** We put a stopping time $\sigma_0^i$ by

$$\sigma_0^i = \inf \{ t \in R_+ \mid V_{i*}(X^i_t) = 0 \}. \quad (3.17)$$
If $P^{x^i}\{\sigma^i_0 < \infty\} = 1$ for all $x^i \in E^i$, then $\sigma^i_0$ is the smallest optimal stopping time for (3.16).

We introduce dynamic allocation index functions in continuous time bandit processes. For each $i = 1, \cdots, d$ the following dynamic allocation index function for the reward process $X^i$ is given by

$$
\nu^i(x^i) = \sup_{\tau \in M^i; \tau \geq 0} \frac{E^{x^i}[\int_0^\tau e^{-\alpha t} f^i(X^i_t) dt]}{E^{x^i}[\int_0^\tau e^{-\alpha t} dt]} \text{ for } x^i \in E^i.
$$

By utilizing dynamic allocation indices and the related results, we analyse the optimal stopping problem for $d$-parameter Markov processes $X$.

### 3.3. The optimal tactics

In Section 3.4 we shall investigate the optimal tactics for the optimal stopping problem for $d$-parameter Markov processes, by the method of embedding this problem into an optimal control problem of $d + 1$-parameter Markov processes in similar way as the arguments in Section 2.3.

We shall add one more reward process $X^*$ to a $d$-parameter Markov process $X$ in the original optimal stopping problem for $d$-parameter Markov process $X$ defined in Section 3.2. Hence we define an optimal control problem of an extended $d + 1$-parameter Markov process. Following Section 2.3, we shall define notations of an optimal control problem of the extended $d + 1$-parameter Markov process by using the signature bar as follows.

Then strategies for the optimal control problem of the extended $d + 1$-parameter Markov process $X$ are $T$-valued processes which are defined in the same manner as those for the optimal control problem for $d$-parameter Markov process $X$ in Section 2.3. We let $\Pi(0)$ denote the family of all strategies for the optimal control problem of the extended $d + 1$-parameter Markov process $X$. Then the following lemma, the proof is similar to Lemma 2.4, implies the relation between the original optimal stopping problem for $d$-parameter Markov process $X$ and the optimal control problem of the extended $d + 1$-parameter Markov process $X$.

**Lemma 3.5.** For a tactic $(\pi, \tau) \in T(0)$ we define a $T$-valued processes $\pi$ by

$$
\pi(t) := \begin{cases} 
(0, \pi(t)) & \text{on } \{t < \tau\} \\
(t - \tau, \pi(\tau)) & \text{otherwise}
\end{cases} \text{ for } t \in R_+.
$$

Then (i) and (ii) hold:

(i) $\pi \in \Pi(0)$,
(ii) \( \tilde{R}(\tilde{x}) = V^{\pi^*}(x) \) for every \( \tilde{x} = (x^0, x) \in \tilde{E} := E^0 \times E \).

Now we shall construct optimal tactics for the optimal stopping problem for the \( d \)-parameter Markov process \( X \).

We take \( \pi^*, \pi^*, \tau^* \) and \( \tilde{\tau}^* \) as follows: By applying Lemmas 3.1 and 3.5 to the extended \( d + 1 \)-parameter Markov process \( X \), we may take a strategy \( \pi^* \in \Pi(\tilde{0}) \) which has the maximum index property (3.19) and is optimal for the optimal control problem of the extended \( d + 1 \)-parameter Markov process \( X \). Hence we consider a stopping time \( \tilde{\tau} = \inf\{t \in R_+ \mid \nu(X_{\pi^*}(t)) \leq 0\} \). Then since \( \pi^* \) has the maximum index property for Markov process \( X \) (see [Man2, Theorem15]) and \( \nu^0 = 0 \), we may put a strategy \( \pi^* \) by

\[
\pi^*(t) := \begin{cases} (\pi^1(t), \ldots, \pi^d(t)) & \text{on } \{t < \tilde{\tau}\} \\
(\pi^1(\tilde{\tau}) + t - \tilde{\tau}, \pi^2(\tilde{\tau}), \ldots, \pi^d(\tilde{\tau})) & \text{otherwise for } t \in R_+. \end{cases}
\]

Then we have

\[
\tilde{\tau} = \inf\{t \in R_+ \mid \nu(X_{\pi^*}(t)) \leq 0\} \text{ (therefore we represent it by } \tau^* \text{).}
\]

Moreover we define a strategy \( \tilde{\pi}^* \) in the same way as (3.19), replacing \( \pi^* \) and \( \tau^* \) with \( \pi^* \) and \( \tau^* \) respectively. Hence we have the following lemma, which is proved in similar to Lemma 2.6:

**Lemma 3.6.** The following (i) — (iii) hold:

(i) \( \nu(X_{\pi^*}(t)) := \begin{cases} \nu(X_{\pi^*}(t)) & \text{on } \{t < \tau^*\} \\
0 & \text{otherwise for } t \in R_+; \end{cases} \)

(ii) \((\pi^*, \tau^*) \in T(0); \)

(iii) \( \tilde{\pi}^* \in \Pi(\tilde{0}). \)

Now we shall introduce a few tools in order to analyse the local time behavior of standard Markov process \( \{X_{\pi^*}(t)\}_{t \in R_+} \), referring [Man1]. For a maximum index strategy \( \pi^* = \{\pi^*(t)\}_{t \in R_+} = \{(\pi^0(t), \ldots, \pi^d(t))\}_{t \in R_+} (\in \Pi(\tilde{0})) \) we represent the inverses of processes \( \{\pi^j(t)\}_{t \in R_+} (j = 0, \ldots, d) \) by

\[
\lambda^j(t) = \inf\{t \in R_+ \mid \pi^j(t) > r\} \text{ for } r \in R_+ \text{ and } j = 0, \ldots, d.
\]

Next for \( r \in R_+ \) and \( j = 0, \ldots, d \) we put

\[
\xi^j(r) = E^{\pi^0 \otimes \cdots \otimes \pi^d}[e^{-\alpha(\lambda^j(r)-r)} - e^{-\alpha(\lambda^j(r)-r)}],
\]
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where $\lambda_i(t)$ denotes the inverse of $\{\pi^j(t)\}_{r \in R^+}$ ($j = 0, \cdots, d$). Then we have the following lemmas.

**Lemma 3.7.** The following (i) — (v) hold:

(i) $\lambda_0(s) = \pi^0 + s \leq \lambda_0(s)$ for $s \in R_+$.

(ii) $\lambda_j(s) = \infty \geq \lambda_j(s)$ for $s > \pi^j(\tau^*)$ and $j = 1, \cdots, d$;

$\lambda_j(s) = \lambda_j(s)$ for $s \leq \pi^j(\tau^*)$ and $j = 1, \cdots, d$.

(iii) $\lambda_j(s') - \lambda_j(s) \geq s' - s$ for $s, s' \in R_+$ ($s \leq s'$) and $j = 0, \cdots, d$.

(iv) $-\xi_j(r) = \mathbb{E}^{\mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0}[e^{-\alpha(\lambda_j(r) - r)} \cdot I_{\{r \geq \pi^j(\tau^*)\}}]$ for $r \in R_+$ and $j = 1, \cdots, d$.

(v) $\xi^0(r) = \mathbb{E}^{\mathcal{F}_0 \otimes \mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0}[e^{-\alpha(\pi^0 - r)} - e^{-\alpha(\lambda_j(r) - r)}]$ for $r \in R_+$.

**Proof.** (i) and (ii) are trivial from the definitions. (iv) and (v) are trivial from (i) and (ii). (iii) Fix any $s, s' \in R_+$ ($s \leq s'$) and $j = 0, \cdots, d$. Due to the definition of $\tau$ we have

$\pi^j(t') - \pi^j(t) \leq t' - t$ for $t, t' \in R_+$ ($t \leq t'$). (3.24)

Hence for $s, s' \in R_+$ ($s \leq s'$) we put $t = \lambda_j(s)$ and $t' = \lambda_j(s')$, then we have $s = \pi^j(t)$ and $s' = \pi^j(t')$. By substituting these in (3.24) we obtain (iii).

**Lemma 3.8.** The following (i) and (ii) hold:

(i) For $j = 1, \cdots, d$, $\{\xi^j(r)\}_{r \in R_+}$ is a non-increasing, $\{\mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0\}_{r \in R_+}$-adapted and right continuous process for all $r > \mathbb{E}^{\mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0}[\pi^j(\tau^*)]$ and satisfies $0 \leq \xi^0(r) \leq 1$.

(ii) $\{\xi^0(r)\}_{r \in R_+}$ is a non-decreasing, $\{\mathcal{F}_0 \otimes \mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0\}_{r \in R_+}$-adapted and right continuous process satisfying $0 \leq \xi^0(r) \leq 1$ for all $r \in R_+$.

**Proof.** The right-continuity of $\{\xi^j(r)\}_{r \in R_+}$ ($j = 1, \cdots, d$) is trivial from the definitions. The measurability of $\{\xi^j(r)\}_{r \in R_+}$ ($j = 1, \cdots, d$) is due to (3.8). Finally we shall show the monotony of processes $\{\xi^j(r)\}_{r \in R_+}$. From Lemma 3.7 (v) for fixed any $r, r' \in R_+$ ($r \leq r'$) we have

$\xi^0(r') - \xi^0(r) = \mathbb{E}^{\mathcal{F}_0 \otimes \mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0}[e^{-\alpha(\lambda^0(r') - r')} - e^{-\alpha(\lambda^0(r) - r')}].$ (3.25)

From Lemma 3.7(iii) we have $\lambda^j(r') - r' \geq \lambda^j(r) - r \geq 0$ and $0 \leq e^{-\alpha(\lambda^0(r') - r')} - e^{-\alpha(\lambda^0(r) - r')}$ for $r \in R_+$ and $j = 0, \cdots, d$. Together with (3.25) we obtain $\xi^0(r') \leq \xi^0(r)$. Similarly from Lemma 3.7 (iii), (iv), for $r' > r > \mathbb{E}^{\mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0}[\pi^j(\tau^*)]$ we obtain

$(-\xi^j(r')) - (-\xi^j(r)) = \mathbb{E}^{\mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0 \otimes \cdots \otimes \mathcal{F}_0}[e^{-\alpha(\lambda^j(r') - r')} - e^{-\alpha(\lambda^j(r) - r')}].$
Thus we obtain this lemma.

**Proposition 3.1.** It holds that

$$
\overline{R}^{**} \geq \overline{R}^{*} \quad \text{on } \{y \in E \mid \overline{V}(y) = 0\}.
$$

Proof. Fix any $y \in E$ satisfying $\overline{V}(y) = 0$. Then since $f^0 = 0$ and $\nu^0 = 0$, we have

$$
\overline{R}^{**}(y) - \overline{R}^{*}(y) = \sum_{j=1}^{d} E^{y}[\int_{0}^{\infty} e^{-\alpha t} f^{j}(X_{\pi^{*}}^{j}(t)) d\pi^{*}(t)] - \int_{0}^{\infty} e^{-\alpha t} f^{j}(X_{\pi^{*}}^{j}(t)) d\pi^{*}(t)]
$$

$$
= \sum_{j=1}^{d} E^{y}[\int_{0}^{\infty} \xi^{j}(r) e^{-\alpha r} f^{j}(X_{j}^{i}) dr].
$$

Next, by using Lemma 3.8, similarly to [VWB1, Appendix] we have that

the previous term $\geq \sum_{j=1}^{d} \sup_{r \in \mathcal{M}} E^{y}[\xi^{j}(0) \int_{0}^{r} e^{-\alpha r} f^{j}(X_{j}^{i}) dr] \geq 0$.

Therefore we obtain this proposition. \qed

Now the following theorem implies the existence of an optimal tactic, which is defined on the basis of dynamic allocation indices, of the optimal stopping problem for a $d$-parameter Markov process in Section 3.2.

**Theorem 3.1.** It holds that

$$
V^{* * *}(x) = V^{**}(x) = \overline{R}(x) \quad \text{for every } \overline{x} = (x^0, x) \in \overline{E} := E^0 \times E.
$$

Therefore if $P^{x}[\tau^{* *} < \infty] = 1$ for all $x \in E$, then $(\pi^{*}, \tau^{* *})$ is an optimal tactic of the optimal stopping problem for $d$-parameter Markov process $X$.

Proof. Fix any $\overline{x} = (x^0, x) \in \overline{E}$. Since $\overline{x}$ is an optimal strategy of the optimal control problem for the extended $d + 1$-parameter Markov process $X$, we have

$$
\overline{R}(\overline{x}) = \overline{R}^{*}(\overline{x}). \quad (3.26)
$$

While from Lemma 3.5 we have

$$
\overline{R}(\overline{x}) \geq V^{**}(\overline{x}). \quad (3.27)
$$
Moreover since \( \varphi(X_0^0, X^*_{t_1}, t_1) = 0 \) a.s., due to Proposition 3.1 we have
\[
\mathcal{R}^*[x] = \sum_{j=1}^{d} E^*[\int_{0}^{\tau^*} e^{-\alpha t \beta^j(X^*_{T_1}(t))} dt^j(t)] + E^*[e^{-\alpha \tau^*} \mathcal{R}^*[X_0^0, X^*_{t_1, t_1}]] \\
\leq \mathcal{R}^*[x] = V^*[\tau^*](x) \leq V^*(x).
\]
Together with (3.26) and (3.27), this inequality completes the proof of this theorem. □

Next we shall characterize the optimal stopping time \( \tau^* = \inf\{t \in R_+ \mid \nu(\pi^*(t)) \leq 0\} \) of the optimal stopping problem for \( d \)-parameter Markov process \( X \) by Markov potential theory. We shall express the optimal stopping point \( \pi^*(\tau^*) \) by the optimal stopping times for \( d \) one-parameter optimal stopping problems for reward processes \( X^i \). Therefore according to Section 3.2, for \( i = 1, \cdots, d \) we shall utilize one-parameter optimal stopping problems for reward processes \( X^i \). Hence similarly to Lemma 2.8 we have the following relation between the optimal expected value \( V^i* \) and the dynamic allocation index \( \nu^i \):

**Lemma 3.9.** For \( i = 1, \cdots, d \) we have (i) and (ii):

(i) \( V^i* \geq 0 \).

(ii) \( \{x^i \in E^i \mid \nu^i(x^i) \leq 0\} = \{x^i \in E^i \mid V^i*(x^i) = 0\} \).

For each \( i = 1, \cdots, d \) we put a subset \( B^i = \{x^i \in E^i \mid V^i*(x^i) = 0\} \), which is a closed set for process \( X^i \). Then from Lemma 3.9 we obtain
\[
B^i = \{x^i \in E^i \mid V^i*(x^i) = 0\} = \{x^i \in E^i \mid \nu^i(x^i) \leq 0\} \quad \text{for } i = 1, \cdots, d. \tag{3.28}
\]
Here we call \( B^i \) an optimal stopping region for one-parameter stopping problem (3.21), because \( \sigma^0_1 = \inf\{t \in R_+ \mid \sigma_t^i \in B^i\} \) (see (3.22)). Hence we define \( B = \prod_{i=1}^{d} B^i \) and then
\[
B = \{x \in E \mid \nu(x) \leq 0\}. \tag{3.29}
\]
We call \( B \) an optimal stopping region for the optimal stopping problem for \( d \)-parameter Markov process \( X \), because \( \tau^* = \inf\{t \in R_+ \mid X^i_{T_1(t)} = 0\} \). Then we obtain the following theorem.

**Theorem 3.2.** Regarding the relation between the optimal tactics \((\pi^*, \tau^*)\) of the optimal stopping problem for \( d \)-parameter Markov process \( X \) (in Theorem 3.1) and the optimal stopping times \( \sigma^0_1 \) of independent one-parameter optimal stopping problems of reward processes \( X^i \), (i) — (iv) hold:

(i) \( \sigma^0_1 = \inf\{t \in R_+ \mid X^i_t \in B^i\} = \pi^i(\tau^*) \) for every \( i = 1, \cdots, d \);
Proof. (i) Fix any $i = 1, \cdots, d$. Set

$$\tau_i = \inf \{ t \in R^+ \mid \nu(X_{\tau_i(t)}^i) \leq 0 \}.$$ 

Then we have

$$T_i = \inf \{ t \in R_+ \mid \nu(X_{\tau_i(t)}^i) \leq 0 \} = \tau_i^*.$$ 

Hence for all $t \in R_+$, it holds that

$$\nu(X_{\tau_i(t)}^i) \geq \nu(X_{\tau_i(t)}^i) \geq \{ t \leq \tau_i^* \}.$$ 

Hence the strategy $\pi^*$ does not move $X^i$ at any time $t$ on $\{ \tau_i^* \leq t < \tau_i^* \}$ due to [Man2, Theorem 15]. Therefore we obtain

$$\pi^*(\tau_i^*) = \pi^*(\tau_i^*)^i.$$ 

On the other hand due to the continuity of $\pi^*$ we obtain

$$\pi^*(\tau_i^*) = \pi^*(\inf \{ t \in R_+ \mid \nu(X_{\tau_i(t)}^i) \leq 0 \}) = \inf \{ r \in R_+ \mid \nu(X_{\tau_i(t)}^i) \leq 0 \} = \sigma^*_0.$$ 

Together with (3.33) and (3.34) we obtain (i). (ii) and (iii) are trivial from (i) since $X^i$ ($i = 1, \cdots, d$) are independent. (iv) We put $D = \{ x \in E \mid V^{**}(x) = 0 \}$ and $\tau = \inf \{ t \in R_+ \mid X_{\tau(t)} \in D \}$. Then $\tau$ is the smallest optimal stopping time of the classical one-parameter optimal stopping problem (3.17) concerning the standard Markov process

$$\{ X_{\tau(t)}(t) \mid F_{\tau(t)} \} \in R_+$$

(for example, see [Shi1]). Therefore since $\tau^*$ is an optimal stopping time in $\mathcal{M}^\tau$, from Theorem 3.1 we have $\tau \leq \tau^*$. On the other hand for arbitrary but fixed $i(= 1, \cdots, d)$, we define a strategy $\pi(t) = e_i \cdot t$ for $t \in R_+$. Then due to Lemma 3.9(i) we have $V^{**}(x) = V^{**}(x) = V^{**}(x) \geq 0$ for every $x = (x^i, \cdots, x^d) \in E$. Therefore

$$D = \{ x \in E \mid V^{**}(x) = 0 \} \subset \prod_{i=1}^d \{ x^i \in E^i \mid V^{**}(x^i) = 0 \}.$$ 

So due to Lemma 3.9(ii) we obtain

$$D \subset \prod_{i=1}^d \{ x^i \in E^i \mid \nu(x^i) \leq 0 \} = \{ x \in E \mid \nu(x) \leq 0 \} = B.$$ 

Thus we obtain $\tau = \inf \{ t \in R_+ \mid X_{\tau(t)} \in D \} \geq \inf \{ t \in R_+ \mid X_{\tau(t)} \in B \} = \tau^*$. Consequently we obtain $\tau = \tau^*$. Especially we fix any $x \in B - D$ and any $x_0 \in E^0$. 
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Then we have \( \tau^* = 0 \) a.s. \( P^x \). Since \( \tilde{\tau}^* \) does not move \( X^0 \) on the set \( \{(x^0, x) \in E^0 \times E \mid V^{**}(x) > 0\} = \{(x^0, x) \in E^0 \times E \mid \tilde{R}^x(x^0, x) > 0\} \), it is an open set for standard Markov process \((X_{\tilde{\tau}^*(t)}, F_{\tilde{\tau}^*(t)})_{t \in \mathbb{R}^+}\). Therefore we obtain \( P^x[\tau > 0] = 1 \). This contradicts \( \tau = \tau^* = 0 \) a.s. \( P^x \). Thus we obtain (iv).

### 3.4. The Bellman’s equation

[Ma1, Section 3] has studied the Bellman’s equation to the optimal stopping problem for a two-parameter Markov process in the case of \( f^i = 0 \) for \( i = 1, 2 \) in (3.13). Here we shall consider it in the case of \( \mathcal{g} = 0 \) in (3.13). For each \( i(=1, 2) \) \( \mathcal{L}^i \) denotes an infinitesimal generator of a diffusion process \( X^i = \{X^i_t\}_{t \in \mathbb{R}^+} \), which is a unique solution to the stochastic differential equation (3.1):

\[
\mathcal{L}^i = \frac{1}{2} a^i(x^i) \frac{d^2}{dx^i} + b^i(x^i) \frac{d}{dx^i}.
\]  

Moreover for each \( i(=1, 2) \) \( \mathcal{D}^i \) denotes the domain of the generator \( \mathcal{L}^i \):

\[
\mathcal{D}^i = \{h \text{ are bounded twice continuously differentiable functions on } E\}. \tag{3.37}
\]

Then the following theorem implies Bellman’s equation for the optimal value function \( V^{**} \).

**Theorem 3.3.** Suppose \( V^{**} \in \mathcal{D}^1 \cap \mathcal{D}^2 \). Then (i) — (iii) hold:

(i) \( V^{**} \geq 0 \) on \( E \);

(ii) \( \max_{i=1,2} \{\mathcal{L}^i V^{**} - \alpha V^{**} + f^i\} \leq 0 \) on \( E \);

(iii) \( \max_{i=1,2} \{\mathcal{L}^i V^{**} - \alpha V^{**} + f^i\} = 0 \) on \( \{V^{**} > 0\} \).

**Proof.** (i) is trivial. (ii) Fix any \( i = 1, 2 \) and \( x \in E \). For \( \epsilon > 0 \) we define a strategy \( \tilde{\pi} \) by

\[
\tilde{\pi}(t) := \begin{cases} c_i \cdot t & \text{for } t \in [0, \epsilon) \\ \pi^i(t - \epsilon) & \text{for } t \in [\epsilon, \infty). \end{cases}
\]  

Then we have \( \tilde{\pi} \in \Pi(0) \) and

\[
\tilde{R}(x) = \tilde{R}(x) \geq \tilde{R}(x) = E^x[\int_0^\epsilon e^{-\alpha t} f^i(X^i_t) dt + e^{-\alpha \epsilon} R^x(x^0, \ldots, X^i_t, \ldots, x^d)]. \tag{3.39}
\]

Namely

\[
E^x[e^{-\alpha \epsilon} \tilde{R}^x(x^0, \ldots, X^i_t, \ldots, x^d)] - \tilde{R}(x) \leq -E^x[\int_0^\epsilon e^{-\alpha t} f^i(X^i_t) dt] \quad \text{for } \epsilon > 0. \tag{3.40}
\]

37
Due to the relation between the generators and the infinitesimal operators of diffusions in [Dyn1, Chapter 5] we obtain
\[ \max_{i=0,1,2} \{ \mathcal{L}^i \mathcal{F}^i - a \mathcal{F}^i + f^i \} \leq 0 \text{ on } E. \]
Together with Theorem 3.1 this inequality implies (ii). (iii) Fix any \( x \in E \) satisfying \( V^{**}(x) > 0 \). Hence since \( \{X_{x^i(t)} \}_{t \in \mathbb{R}^+} \) has the strong Markov property (see Lemma 3.1), we have
\[ V^{**}(x) = V^{**'}(x) = E^x [ \int_0^T e^{-at} \left( \sum_{i=0}^2 f^i(X_{x^i(t)}(t)) \right) \, dt ] + e^{-at} V^{**}(X_{x^i(t)}(t)) \]  
(3.41)
for all stopping times \( \tau(\in \mathcal{M}_0^*) \) satisfying \( 0 < \tau \leq \tau^{**} \) (a.s. \( \mathbb{P}^x \)). Hence Dynkin’s formula for two-parameter processes holds for all functions of \( D^1 \cap D^2 \) since in the proof of [Maz1, Proposition 2.2.4] he does not use \( p \)-biexcessivity itself. In the case where \( X^i \) are one-dimensional diffusions, we refer to [Kar1, Theorem 6.1]. By applying the formula to (3.41), there exist one-parameter \( \{ F_{x^i(t)} \}_{t \in \mathbb{R}^+} \) adapted processes \( \{ \lambda^1(t) \}_{t \in \mathbb{R}^+} \) and \( \{ \lambda^2(t) \}_{t \in \mathbb{R}^+} \), non-vanishing simultaneously and taking values \([0,1]\), such that for all stopping times \( \tau(\in \mathcal{M}_0^*) \) satisfying \( 0 < \tau \leq \tau^{**} \) (a.s. \( \mathbb{P}^x \)) it holds that
\[ \sum_{i=1}^2 \frac{E^x [ \int_0^T e^{-at} f^i(X_{x^i(t)}(t)) \, dt ]}{E^x[\tau]} = \frac{E^x [ e^{-at} V^{**'}(X_{x^i(t)}(t)) ] - V^{**}(x)}{E^x[\tau]} = \frac{\sum_{i=1}^2 E^x [ \int_0^T (\mathcal{L}^i V^{**} - a V^{**})(X_{x^i(t)}(t)) \lambda^i(t) \, dt ]}{E^x[\tau]}. \]
Due to the way to construct \( \{ \lambda^1(t) \}_{t \in \mathbb{R}^+} \) and \( \{ \lambda^2(t) \}_{t \in \mathbb{R}^+} \) in the proof of [Maz1, Proposition 2.2.4], we have \( \{ \frac{d \lambda^i(t)}{dt} > 0 \} = \{ \lambda^i(t) > 0 \} \) a.s. \( \mathbb{P}^x \) for almost all \( t \in \mathbb{R}^+ \) and \( i = 1, 2 \). Therefore as letting \( \tau \downarrow 0 \), the previous equality follows (iii) (see [Dyn2]).

Regarding the optimal stopping region \( B \) we have the following proposition.

**Proposition 3.2.** The optimal stopping region \( B = \{ V^{**} = 0 \} \), which is a free boundary of Bellman’s equation (3.41), has the following representations:
\[ B = \{ x \in E \mid V^{**}(x) = 0 \} = \prod_{i=1}^2 \{ x^i \in E^i \mid V^{i*}(x^i) = 0 \} = \prod_{i=1}^2 \{ x^i \in E^i \mid \nu^i(x^i) \leq 0 \} = \{ x \in E \mid \nu(x) \leq 0 \}. \]

Proof. It is trivial from (3.29), (3.35) and Theorem 3.2(iv).
Chapter 4

The Multi-Armed Bandit Game
4.1. Introduction

This chapter deals with two-person zero-sum games where in every time players alternately either select only one of arms of bandit machines or stop them. The purpose of this chapter is to formulate bandit games and solve them as control problems.

Now we shall sketch bandit games, referring to Mandelbaum[7]. We regard that a discrete-time $d$-armed bandit process consists of $d$ independent arms, which evolve according to $\{F_i^t\}_{t \in \mathbb{N}}$-adapted Markov chains $X^t = \{X^t_i\}_{t \in \mathbb{N}}$ $(i = 1, \cdots, d)$, where $\mathbb{N}$ is the set of all non-negative integers. If one player $A$ selects arm $i$, then he obtains some rewards and arm $i$ evolves one-step according to the transition probability of Markov chain for arm $i$ and the next is another player $B$'s turn. However if one of players stops arms, then both players must stop selecting arms and settle accounts. Both players alternately continue to select arms until either player stops the games. Here we assume that player $A$ may either select or stop at even time and at odd time may do player $B$ (This case is called first-type in Section 4.2).

Let $0$ and $e_i$ denote the zero vector and the $i$'th unit vector in $\mathbb{N}^d$ respectively. Put $\mathcal{F}_s = \mathcal{F}_{s_1} \otimes \cdots \otimes \mathcal{F}_{s_d}$ for $s = (s^1, \cdots, s^d) \in \mathbb{N}^d$, and $\mathcal{N}(e, r) = \{\text{even } t \mid 0 \leq t < r\}$ and $\mathcal{N}(o, r) = \{\text{odd } t \mid 0 \leq t < r\}$ for $r \in \mathbb{N} \cup \{+\infty\}$. Player $A$ has two kinds of decisions, i.e. selecting arms and stopping the games. We represent the former with player $A$'s strategies $\pi_A$ and the latter with his stopping times $\tau_A$. Therefore player $B$ also has his strategies $\pi_B$ and stopping times $\tau_B$. Both players' strategies $(\pi_A, \pi_B)^5$ are defined as follows. $\pi_A = \{\pi_A(t)\}_{t \in \mathbb{N}(0,\infty)}$ and $\pi_B = \{\pi_B(t)\}_{t \in \mathbb{N}(e,\infty)}$ are $\mathbb{N}^d$-valued stochastic sequences on $(\Omega, \mathcal{F})$ satisfying the following (i) — (iii):

(i) $\pi_A(0) = 0$ and $\pi_B(0) = 0$.

(ii) Players alternately select only one of arms. Namely,

for all $t \in \mathbb{N}(e, \infty)$ it holds that $\pi_A(t + 1) = \pi_B(t) + e_i$ for some $i = 1, \cdots, d$, and

for all $t \in \mathbb{N}(o, \infty)$ it holds that $\pi_B(t + 1) = \pi_A(t) + e_i$ for some $i = 1, \cdots, d$.

(iii) Players' strategies are adapted to the information until the present time. Namely,

for all $t \in \mathbb{N}(o, \infty)$ and all $s' \in \mathbb{N}^d$ it holds that $\{\pi_A(t) = s'\} \in \mathcal{F}_{s'}$, and

for all $t \in \mathbb{N}(e, \infty)$ and all $s' \in \mathbb{N}^d$ it holds that $\{\pi_B(t) = s'\} \in \mathcal{F}_{s'}$.

Then player $A$'s stopping times $\tau_A$ (player $B$'s $\tau_B$) are $\mathbb{N}(e, \infty)$ ($\mathbb{N}(o, \infty)$)-valued random variables on $(\Omega, \mathcal{F})$ satisfying the adaptation :

(iv) For $t \in \mathbb{N}(e, \infty)$ it holds that $\{\tau_A = t\} \in \mathcal{F}_{\pi_B(t)}$, and

for $t \in \mathbb{N}(o, \infty)$ it holds that $\{\tau_B = t\} \in \mathcal{F}_{\pi_A(t)}$.

5The definition of strategies is referred from Mandelbaum[7,2.2.A 2.2.C].
where \( \{ \mathcal{F}_{\pi_A(t)} \}_{t \in \mathbb{N}(n, \infty)} \) and \( \{ \mathcal{F}_{\pi_B(t)} \}_{t \in \mathbb{N}(n, \infty)} \) denote informations until time \( t \):

\[
\mathcal{F}_{\pi_A(t)} = \{ \Gamma \in \mathcal{F} \mid \Gamma \cap \pi_A(t) = s \in \mathcal{F}_s \text{ for } s \in N^d \} \text{ for } t \in \mathbb{N}(n, \infty), \text{ and} \\
\mathcal{F}_{\pi_B(t)} = \{ \Gamma \in \mathcal{F} \mid \Gamma \cap \pi_B(t) = s \in \mathcal{F}_s \text{ for } s \in N^d \} \text{ for } t \in \mathbb{N}(n, \infty).
\]

Here we need not to assume that strategies \((\pi_A; \pi_B)\) are stopped by times \( \tau_A \) and \( \tau_B \), differently from the definition in Lawler-Vanderbei[6, p.643(b)]. (The reason is trivial from representations of expected rewards in Section 4.2.) Then player A’s expected gain\(^6\) to be paid from player B at an initial state \( x \) is represented as sums of gains when player A stops the games and gains when does player B:

\[
\begin{align*}
V^x_{F} & = E^x \left[ \sum_{i \in \mathbb{N}(n, \tau_A)} \beta^d \sum_{i=1}^{d} f^i_A(X^i_{\pi_A(t+1)}(t+1) - \pi^i_B(t) + \beta^r h_A(X_{\pi_B(\tau_A)}) \\
& - \sum_{i \in \mathbb{N}(n, \tau_B)} \beta^d \sum_{i=1}^{d} f^i_B(X^i_{\pi_B(t+1)}(t+1) - \pi^i_A(t) - \beta^r h_B(X_{\pi_A(\tau_B)}) : \tau_A < \tau_B) \right] \\
& + E^x \left[ \sum_{i \in \mathbb{N}(n, \tau_B)} \beta^d \sum_{i=1}^{d} f^i_A(X^i_{\pi_A(t+1)}(t+1) - \pi^i_B(t) + \beta^r h_A(X_{\pi_A(\tau_B)}) \\
& - \sum_{i \in \mathbb{N}(n, \tau_A)} \beta^d \sum_{i=1}^{d} f^i_B(X^i_{\pi_B(t+1)}(t+1) - \pi^i_A(t) - \beta^r h_B(X_{\pi_A(\tau_A)}) : \tau_B \leq \tau_A) \right],
\end{align*}
\]

where \( \beta \) is a constant discount rate \((0 < \beta < 1)\), \( i = 1, \cdots, d \) are arm numbers, \( f^i_A \) (\( f^i_B \)) models player A’s (player B’s) running rewards obtained at current states when he selects arm \( i \), and \( h_A \) (\( h_B \)) models player A’s (player B’s resp.) rewards obtained at states where he stops. Further \( E^x \) denotes the expectation with an initial state \( x \). Hence player A’s aim is to maximize his gains \( V^x_{F} \), by controlling his strategies and stopping times, however player B’s is to minimize \( V^x_{F} \). However one player’s admissible strategies and admissible stopping times generally depend on another player’s option of strategies and stopping times. In order to solve this problem we introduce one-step Markov strategies and two-steps Markov stopping times. Next by the use of them we show existence of the optimal Markov strategies and the optimal stopping times under the assumption of independence of arms. While we present a certain value iteration (see Iteration 4.2) and show the iteration converges to Bellman’s equation. By using Bellman’s equation, the present thesis gives the optimal values. Further we classify the state space into selection regions for each arm and a stopping region on the basis of the derived Bellman’s equations. Finally this chapter gives optimal Markov strategies and

\(^6\)These descriptions are referred from the value of the reward process in Mandelbaum [8,(2.2)], by shifting time.
optimal stopping times, by constructing concatenations of one-step Markov strategies and concatenations of two-steps Markov stopping times, which are defined on the selection regions and the stopping region. We also show the uniqueness of optimal values of bandit games. This chapter is structured as follows.

In Section 4.2 we reformulate multi-armed Markov processes, strategies and stopping times for bandit games. We introduce Markov strategies and Markov stopping times, referring to [LawVan1,p.645(3.1)], and show a few fundamental lemmas regarding to their concatenations. We formulate players’ expected rewards and bandit games. We provide a proposition to guarantee existence of the optimal Markov strategies and the optimal Markov stopping times. In Section 4.3 we give a backward value iteration and demonstrate its convergence and construct optimal Markov strategies and optimal Markov stopping times on the basis of Bellman’s equation. Finally the remainder of this chapter is devoted to show the uniqueness of the optimal values.

4.2. Strategies and stopping times for bandit processes

In this section we shall formulate zero-sum bandit games. Let $N$ be the set of all non-negative integers. Let $d$, the number of arms, be a positive integer. Let $0$ and $e$, denote the zero vector and the $i$th unit vector in $N^d$ respectively. Put $N(e, r) = \{\text{even } t \mid 0 \leq t < r\}$ and $N(o, r) = \{\text{odd } t \mid 0 \leq t < r\}$ for $r \in N \cup \{+\infty\}$. We deal with the case where arms are mutually independent. Therefore we regard that $d$-armed bandit processes consist of $d$ mutually independent reward processes. First we shall define bandit processes, referring to [Man1].

For arms $i (= 1, \cdots, d)$, let $(\Omega^i, \mathcal{F}^i, P^i)$ denote probability spaces and let $X^i = (X^i_t, \mathcal{F}^i_t, \theta^i_t, P^i_t)_{t \in \mathbb{N}}$ denote $(\mathcal{F}^i_t)_{t \in \mathbb{N}}$-adapted time-homogeneous Markov chains, which are mutually independent, with Borel state spaces $E^i$. Here $(\mathcal{F}^i_t)_{t \in \mathbb{N}}$ is an increasing family of completed sub-$\sigma$-fields of $\mathcal{F}^i_t$ and $\theta^i_t$ is the time-shift operator on $\Omega^i$. Next we define a $d$-parameter process by their products. Set its time space $T = N^d$, its path space $\Omega = \prod_{i=1}^{d} \Omega^i$ and its state space $E = \prod_{i=1}^{d} E^i$. Hence we introduce the usual partial order into $T$. For $r = (r^1, \cdots, r^d), s = (s^1, \cdots, s^d) \in T$, $r \leq s$ means that $r^i \leq s^i$ for all $i = 1, \cdots, d$. Then we define a $d$-parameter process $X$ with the state space $E$, its $\sigma$-fields $\mathcal{F}_s$ and its time-shift operators $\theta_s$ by

$$X = (X_s)_{s \in T} = (X^1_{s^1}, \cdots, X^d_{s^d})_{s = (s^1, \cdots, s^d) \in T},$$

$$\mathcal{F}_s = \mathcal{F}^1_{s^1} \otimes \cdots \otimes \mathcal{F}^d_{s^d} \quad \text{for } s = (s^1, \cdots, s^d) \in T, \text{ and}$$

$$\theta_s \omega = (\theta^1_{s^1} \omega^1, \cdots, \theta^d_{s^d} \omega^d) \quad \text{for } s = (s^1, \cdots, s^d) \in T \text{ and } \omega = (\omega^1, \cdots, \omega^d) \in \Omega.$$
Further $E^2$ denotes the expectation induced by probability measure $P = \prod_{i=1}^{d} P^i$ with an initial state $x \in E$. We also use notations $|s| = \sum_{i=1}^{d} s^i$ for $s = (s^1, \cdots, s^d) \in T$.

As for games in this chapter, strategies with stopping times are called tactics. Here we shall define tactics when player A moves first and second does player B. We shall call them first-type tactics. We give the definition in the more general form than in Section 4.1. Such a tactic is constructed from player A’s strategy $\pi_A$ and stopping time $\tau_A$ and player B’s strategy $\pi_B$ and stopping time $\tau_B$. First-type strategies $(\pi_A; \pi_B)$ are defined as follows. For $s = (s^1, \cdots, s^d) \in T$,

$$\pi_A = \{\pi_A(|s| + t)\}_{t \in N(e, \infty)} = (\pi_A^1(|s| + t), \cdots, \pi_A^d(|s| + t))_{t \in N(e, \infty)}$$

and

$$\pi_B = \{\pi_B(|s| + t)\}_{t \in N(e, \infty)} = (\pi_B^1(|s| + t), \cdots, \pi_B^d(|s| + t))_{t \in N(e, \infty)}$$

are $T$-valued stochastic sequences on $(\Omega, \mathcal{F})$ satisfying the following (i) — (iii) and player A’s stopping times $\tau_A$ (player B’s $\tau_B$) are $N(e, \infty)$ ($N(o, \infty)$)-valued random variables on $(\Omega, \mathcal{F})$ satisfying the adaptation (iv):

(i) $\pi_A(|s|) = s$ and $\pi_B(|s|) = s$.

(ii) For all $t \in N(e, \infty)$ it holds that $\pi_A(|s| + t + 1) = \pi_B(|s| + t) + \epsilon_i$ for some $i = 1, \cdots, d$, and for all $t \in N(o, \infty)$ it holds that $\pi_B(|s| + t + 1) = \pi_A(|s| + t) + \epsilon_i$ for some $i = 1, \cdots, d$.

(iii) For all $t \in N(o, \infty)$ ($N(e, \infty)$) and all $s' \in T$ it holds that

$$\{\pi_A(|s| + t) = s'\} \in \mathcal{F}_{s'} (\{\pi_B(|s| + t) = s'\} \in \mathcal{F}_{s'} \text{ resp.}).$$

(iv) For $t \in N(e, \infty)$ it holds that $\{\tau_A = t\} \in \mathcal{F}_{\pi_A(t)}$, and for $t \in N(o, \infty)$ it holds that $\{\tau_B = t\} \in \mathcal{F}_{\pi_B(t)}$,

where $\{\mathcal{F}_{\pi_A(t)}\}_{t \in N(o, \infty)}$ and $\{\mathcal{F}_{\pi_B(t)}\}_{t \in N(e, \infty)}$ denote informations until time $t$:

$$\mathcal{F}_{\pi_A(t)} = \{\Gamma \in \mathcal{F} \mid \Gamma \cap \pi_A(t) = s \in \mathcal{F}_s \text{ for } s \in N^d\} \text{ for } t \in N(o, \infty);$$

$$\mathcal{F}_{\pi_B(t)} = \{\Gamma \in \mathcal{F} \mid \Gamma \cap \pi_B(t) = s \in \mathcal{F}_s \text{ for } s \in N^d\} \text{ for } t \in N(e, \infty).$$

We similarly define strategies and stopping times when player B moves first and second does player A, which will be called second-type, by exchanging $N(e, \infty)$ with $N(o, \infty)$. Then we define families of first-type (second-type resp.) strategies and tactics. For $s \in T$,

$$S(F; s) \ (S(S; s)) = \{ \text{ first (second)-type strategies } (\pi_A; \pi_B) \text{ starting at } s \};$$
\[ T(F; s) (T(S; s)) = \{ \text{first (second)-type tactics} \, (\pi_A, \tau_A; \pi_B, \tau_B) \, \text{starting at} \, s \}; \]

\[ S(F) (S(S)) = S(F; 0) (S(S; 0)) \quad \text{and} \quad T(F) (T(S)) = T(F; 0) (T(S; 0)). \]

Hence when one player’s tactic is fixed, the other player’s admissible tactics are denoted as follows. For \( s \in T \), we respectively define

\[
D(F; s; \pi_B, \tau_B) (S(S; s; \pi_B, \tau_B)) = \{ (\pi_A, \tau_A) \mid (\pi_A, \tau_A; \pi_B, \tau_B) \in T(F; s) (T(S; s)) \};
\]

\[
D(F; s; \pi_A, \tau_A) (S(S; s; \pi_A, \tau_A)) = \{ (\pi_B, \tau_B) \mid (\pi_A, \tau_A; \pi_B, \tau_B) \in T(F; s) (T(S; s)) \};
\]

\[
D(F; \pi_B, \tau_B) (S(S; \pi_B, \tau_B)) = \{ (\pi_A, \tau_A) \mid (\pi_A, \tau_A; \pi_B, \tau_B) \in T(F) (T(S)) \};
\]

\[
D(F; \pi_A, \tau_A) (S(S; \pi_A, \tau_A)) = \{ (\pi_B, \tau_B) \mid (\pi_A, \tau_A; \pi_B, \tau_B) \in T(F) (T(S)) \}.\]

We shall introduce the definition of Markov strategies, referring to [LawVan1]. For a first-type strategy \( \pi_A \) (\( \pi_B \)) is called Markov if it satisfies the following (i) ((ii) resp.):

(i) \( \pi_A(t+1) \) are \( \mathcal{G}_{\pi_B(t)} \)-measurable for all \( t \in N(e, \infty) \);  
(ii) \( \pi_B(t+1) \) are \( \mathcal{G}_{\pi_A(t)} \)-measurable for all \( t \in N(o, \infty) \);

where \( \mathcal{G}_{\pi_B(t)} = \sigma\{X_{\pi_B(t)}\} \) \( \| \) and \( \mathcal{G}_{\pi_A(t)} = \sigma\{X_{\pi_A(t)}\} \). Further a first-type stopping time \( \tau_A \) (\( \tau_B \)) is called a Markov stopping time if it satisfies (a) ((b) resp.):

(a) \( \tau_A \wedge (t+2) \) are \( \mathcal{G}_{\pi_B(t+\tau_B)} \)-measurable for all \( t \in N(e, \infty) \).

(b) \( \tau_B \wedge (t+2) \) are \( \mathcal{G}_{\pi_A(t+\tau_A)} \)-measurable for all \( t \in N(o, \infty) \).

Hence it is known from [LawVan1, p.645] that (a) ((b)) is equivalent to the following conditions (a') ((b') resp.):

(a') For any \( t \in N(e, \infty) \), there exists \( \Gamma_t \in \mathcal{G}_{\pi_B(t)} \) such that \( \{ \tau_A = t \} = \{ \tau_A \geq t \} \cap \Gamma_t \).

(b') For any \( t \in N(o, \infty) \), there exists \( \Gamma_t \in \mathcal{G}_{\pi_A(t)} \) such that \( \{ \tau_B = t \} = \{ \tau_B \geq t \} \cap \Gamma_t \).

Regarding second-type strategies and stopping times, we similarly define Markov strategies and Markov stopping times, by exchanging \( N(e, \infty) \) with \( N(o, \infty) \). Hence we put families of first-type (second-type resp.) Markov strategies and Markov tactics by

\[ \mathcal{MS}(F) \ (\mathcal{MS}(S)) = \{ \text{Markov strategies} \ (\pi_A; \pi_B) \in S(F) \ (S(S)) \}; \]

\[ \text{This denotes the minimum completed sub-} \sigma \text{-field generated by the random variables} \ X_{\pi_B(t)} \ \text{and} \ \pi_B(t). \]
\[ \mathcal{MT}(F) \left( \mathcal{MT}(S) \right) = \{ \text{Markov tactics} (\pi_A, \tau_A; \pi_B, \tau_B) \in T(F) \left( T(S) \right), \]

i.e. \( (\pi_A; \pi_B) \) are Markov strategies, and \( \tau_A \) and \( \tau_B \) are Markov stopping times \}. 

Regarding Markov strategies (Markov tactics, Markov stopping times), when we focus on only the options from time 0 to time \( r(\in \mathbb{N}) \), we shall call them \( r \)-steps Markov strategies (\( r \)-steps Markov tactics, Markov stopping times resp.). Hence we put families of first-type (second-type resp.) \( r \)-steps Markov strategies and \( r \)-steps Markov tactics by

\[
\mathcal{MS}(F; r) \left( \mathcal{MS}(S; r) \right) = \{ \text{\( r \)-steps Markov strategies} (\pi_A; \pi_B) \in S(F) \left( S(S) \right) \};
\]

\[
\mathcal{MT}(F; r) \left( \mathcal{MT}(S; r) \right) = \{ \text{\( r \)-steps Markov tactics} (\pi_A, \tau_A; \pi_B, \tau_B) \in T(F) \left( T(S) \right) \}
\]

for \( r \in \mathbb{N} \). Especially since \( (\pi_A; \pi_B) \in \mathcal{MS}(F; 1) \left( \mathcal{MS}(S; 1) \right) \) does not depend on \( \pi_B \) (\( \pi_A \)), we shall represent it only \( \pi_A \in \mathcal{MS}(F; 1) \left( \mathcal{MS}(S; 1) \right) \) resp.). From the same reason we also write \( (\pi_A, \tau_A) \in \mathcal{MT}(F; 1) \left( (\pi_B, \tau_B) \in \mathcal{MT}(S; 1) \right) \) resp.).

Hence we shall prepare fundamental lemmas concerning concatenations of Markov strategies and concatenations of Markov stopping times. In the rest of Section 4.2 we shall deal with the first-type game. Regarding second-type cases, similar results hold, by exchanging \( N(\infty, \infty) \) with \( N(0, \infty) \).

**Lemma 4.1.** The following (i) and (ii) hold:

(i) For \( r \in N(\infty, \infty) \) (\( N(0, \infty) \) resp.), \( (\pi_A; \pi_B) \in \mathcal{MS}(F; r) \) and \( \pi_A' \in \mathcal{MS}(F; 1) \left( \mathcal{MS}(S; 1) \right) \) resp.), we define a concatenated strategy \( (\pi_A'; \pi_B') \) of \( (\pi_A; \pi_B) \) and \( \pi_A' \) \( \pi_B' \):

\[
\pi_A''(t, \omega) = \pi_A(t, \omega) \quad \text{for} \ t \in N(o, r + 1) \text{ and } \omega \in \Omega; \\
\pi_B''(t, \omega) = \pi_B(t, \omega) \quad \text{for} \ t \in N(e, r + 1) \text{ and } \omega \in \Omega; \text{ and}
\]

\[
\pi_A''(r + 1, \omega) = \pi_B(t, \omega) + \pi_A'(1, \theta_{\pi_B(r)} \omega) \quad \text{for} \ \omega \in \Omega \\
(\pi_B''(r + 1, \omega) = \pi_A(t, \omega) + \pi_B'(1, \theta_{\pi_A(r)} \omega) \quad \text{for} \ \omega \in \Omega).
\]

Then \( (\pi_A''; \pi_B'') \in \mathcal{MS}(F; r + 1) \).

(ii) For \( r \in N(\infty, \infty) \) (\( N(0, \infty) \) resp.), \( (\pi_A; \pi_B) \in \mathcal{MS}(F; r) \) and a non-increasing sequence \( \{\tau_{A,t}\}_{t \in N(\infty, r)} \) \( \{\tau_{B,t}\}_{t \in N(\infty, r)} \) of first-type 2-steps Markov stopping times, we inductively define a stopping time \( \tau_A'(\tau_B', r) \) by

\[
\tau_{A,0}(\omega) = \tau_{A,0}(\omega) \quad \text{for} \ \omega \in \Omega; \text{ and}
\]

\[
\tau_{A,t+2}(\omega) = \tau_{A,t}(\omega) + \tau_{A,t}(1, \theta_{\tau_B'(r)} \omega) \quad \text{for} \ t \in N(e, r) \text{ and } \omega \in \Omega
\]

\[
(\tau_B'(\omega) = 1 + \tau_{B,0}(\theta_{\tau_A(1)} \omega) \quad \text{for} \ \omega \in \Omega; \text{ and}
\]

Then \( (\tau_A'; \tau_B') \in \mathcal{MS}(F; r + 1) \).
Then \( \tau'_{A,r} (\tau'_{B,r}) \) is a first-type \( r \)-steps Markov stopping time and further \( \lim_{r \to \infty} \tau'_{A,r} (\lim_{r \to \infty} \tau'_{B,r}) \) becomes player A's (player B's) first-type Markov stopping time.

Proof. (i) are trivial due to the definitions of Markov strategies. (ii) Fix any \( r \in \mathbb{N} (e, \infty) \), \((\pi_A; \pi_B) \in \mathcal{MS}(F; r)\) and a non-increasing sequence \( \{ \tau_{A,t} \}_{t \in \mathbb{N}(e,r)} \) of first-type 2-steps Markov stopping times. Since \( \{ \tau_{A,t} \}_{t \in \mathbb{N}(e,r)} \) is non-increasing, we have

\[
\tau'_{A,r} = \inf \{ t \in \mathbb{N}(e, \infty) \mid \tau_{A,t}(\theta_{\pi_B(t)}) = 0 \} \wedge (r + 2).
\]

Hence since \( \tau'_{A,t} \) is \( \mathcal{G}_{\pi_B(t)} \)-measurable, we can easily check (a'), by taking the measurable sets \( \Gamma_t = \{ \tau_{A,t}(\theta_{\pi_B(t)}) = 0 \} \in \mathcal{G}_{\pi_B(t)} \) for \( t \in \mathbb{N}(e,r) \). Thus we obtain (ii). The proofs of the other cases in (ii) is similar. \( \square \)

A typical example of Markov stopping times is as follows. Let \((\pi_A; \pi_B) \in \mathcal{MS}(F; r)\) and let a sequence \( \{ D_{A,t} \}_{t \in \mathbb{N}(e,\infty)} \) of Borel subsets of \( E \) such that \( D_{A,t+2} \supseteq D_{A,t} \) for each \( t \in \mathbb{N}(e,\infty) \). Hence we define the following stopping times (4.2):

\[
\tau_{A,t} = \begin{cases} 
2 & \text{on } \{ X_0 \not\in D_{A,t} \} \\
0 & \text{on } \{ X_0 \in D_{A,t} \}
\end{cases} \quad \text{for } t \in \mathbb{N}(e, \infty).
\]

Then we have the following result. Similar results also hold for player B.

**Lemma 4.2.** In Lemma 4.1(ii) if we give \( \tau_{A,t} \) by (4.2), then we have

\[
\tau'_{A,r} = \inf \{ t \in \mathbb{N}(e, \infty) \mid X_{\pi_B(t)} \in D_{A,t} \} \wedge (r + 2) \quad \text{for } r \in \mathbb{N}(e, \infty),
\]

and

\[
\tau'_{A} = \inf \{ t \in \mathbb{N}(e, \infty) \mid X_{\pi_B(t)} \in D_{A,t} \}.
\]

Proof. This lemma is trivial from the definitions. \( \square \)

From Lemma 4.1, we have the following representations for Markov tactics: For player A's (player B's) first-type Markov tactics \((\pi_A, \tau_A) ((\pi_B, \tau_B) \) resp.) we write them as

\[
(\pi_A, \tau_A) = [\pi_{A,1}, \tau_{A,1}; \pi_{A,2}, \tau_{A,2}; \pi_{A,3}, \tau_{A,3}; \pi_{A,4}, \tau_{A,4}; \cdots]; \quad \text{and} \quad (\pi_B, \tau_B) = [\pi_{B,1}, \tau_{B,1}; \pi_{B,2}, \tau_{B,2}; \pi_{B,3}, \tau_{B,3}; \cdots].
\]

### 4.3. Expected rewards and bandit games

First we shall define player A's expected values and player B's when player A moves first. For arm \( i (= 1, \cdots, d) \) let \( f_A(f_B) \), player A's (player B's resp.) running rewards
for arm $i$, be bounded measurable functions on $E^i$ and let $h_A$ ($h_B$), player $A$'s (player $B$'s resp.) terminal rewards, be bounded measurable functions on $E$. Put $h = h_A - h_B$. Hence for the sake of a convenient representation we shall introduce the following notation $(\cdot, \cdot)$, referring to the inner product of $d$-dimensional real vector spaces: For example, we describe

$$\langle f_A(X_{\pi_A(t)}), \pi_A(1) - \pi_B(0) \rangle = \sum_{i=1}^{D} f_A(X^*_{\pi_A(t)}(i))(\lambda_A(i) - \lambda_B(i)). \quad (4.5)$$

Let $\beta_0$ be a constant satisfying $0 < \beta_0 < 1$. For arm $i (= 1, \ldots, d)$ let $\beta^i$, a instantaneous discount rate for arm $i$, be a bounded measurable function on $E^i$ satisfying that

$$0 < \beta^i(x^i) \leq \beta_0 \quad \text{for all } i = 1, \ldots, d \text{ and all } x^i \in E^i. \quad (4.6)$$

Then for a strategy $(\pi_A; \pi_B) (\in S(F))$, we define a discount rate at odd (even resp.) time $t + 1$, which depends on a state of arms selected by player $A$'s strategy $\pi_A(t + 1)$ (player $B$'s $\pi_B(t + 1)$):

$$\beta^{\pi_A \pi_B}(t + 1) = \langle \beta(X_{\pi_A(t+1)}), \pi_A(t + 1) - \pi_B(t) \rangle \quad \text{for } t \in N(e, \infty); \quad (4.7)$$

and

$$\beta^{\tau_A \pi_B}(t + 1) = \langle \beta(X_{\pi_B(t+1)}), \pi_B(t + 1) - \pi_A(t) \rangle \quad \text{for } t \in N(o, \infty). \quad (4.8)$$

Using these, a discount rate at time $t$ is given by their product:

$$\alpha^{\tau_A \pi_B}(0) = 1, \quad \text{and} \quad \alpha^{\tau_A \pi_B}(t) = \prod_{r=1}^{t} \beta^{\tau_A \pi_B}(r) \quad \text{for } t = 1, 2, \ldots. \quad (4.9)$$

Especially since $\alpha^{\tau_A \pi_B}(1) = \beta^{\tau_A \pi_B}(1) = \langle \beta(X_{\pi_A(1)}), \pi_A(1) \rangle$ does not include $\pi_B$, we write it simply as $\beta^{\pi_A}(1)$. When a first-type tactic $(\pi_A, \tau_A; \pi_B, \tau_B) (\in T(F))$ is taken, player $A$'s expected gain to be paid from player $B$ at an initial state $x$ is represented as sums of gains when player $A$ stops the games and gains when does play $B$:

$$V^{\tau_A \pi_B}_{\pi_A \pi_B}(x) = E_{(\cdot)} \left[ \sum_{t \in N(0, \tau_A \wedge \tau_B)} \alpha^{\pi_A \pi_B}(t) \langle f_A(X_{\pi_A(t+1)}), \pi_A(t + 1) - \pi_B(t) \rangle \right. \left. - \sum_{t \in N(0, \tau_A \wedge \tau_B)} \alpha^{\tau_A \pi_B}(t) \langle f_B(X_{\pi_B(t+1)}), \pi_B(t + 1) - \pi_A(t) \rangle \right. \left. + \alpha^{\tau_A \pi_B}(\tau_A \wedge \tau_B) h(X_{\pi_B(\tau_A) \wedge \pi_A(\tau_B)}) \right],$$

where we define $a \wedge b = \min\{a, b\}$ for $a, b \in N$ and $a \wedge b = (a^1 \wedge b^1, a^2 \wedge b^2, \ldots, a^d \wedge b^d)$ for $a = (a^1, a^2, \ldots, a^d), b = (b^1, b^2, \ldots, b^d) \in T$. Hence player $A$'s aim is to maximize his gains $V^{\tau_A \pi_B}_{\pi_A \pi_B}(x)$, by controlling his strategies and stopping times, however player $B$'s is to
minimize it. Therefore when one player's tactic is fixed, the values optimized by another player are as follows:

\[
V^*_F\pi_B = \sup_{(\pi_A, \tau_A) \in \mathcal{D}(F; \pi_B, TB)} V^*_{F\pi_A\pi_B}(x) \quad \text{for} \ x \in \mathcal{E}; \tag{4.10}
\]

\[
V^*_F\pi_B = \inf_{(\pi_B, \tau_B) \in \mathcal{D}(F; \pi_A, \tau_A)} V^*_{F\pi_A\pi_B}(x) \quad \text{for} \ x \in \mathcal{E}. \tag{4.11}
\]

When player \( A \) moves first, we shall call the following game first-type bandit game: To find tactics

\[
(\pi_A^*, \tau_A^*; \pi_B^*, \tau_B^*) \in \mathcal{T}(F) \text{ such that } V^*_F\pi_B = V^*_F\pi_B = V^*_F\pi_B^*. \tag{4.12}
\]

Next we shall similarly define values of games when player \( A \) moves second. We put, for a second-type tactic \((\pi_A, \tau_A; \pi_B, \tau_B) \in \mathcal{T}(S)\) and \( x(\in \mathcal{E}) \),

\[
V^*_{S\pi_B}(x) = \mathbb{E}^\pi\left[ \sum_{t \in \mathbb{N}(o, \tau_A \wedge \tau_B)} \alpha^*_{\pi_A\pi_B}(t) \left( f_A(X_{\tau_A(t+1)}), \pi_A(t+1) - \pi_B(t) \right) - \sum_{t \in \mathbb{N}(e, \tau_A \wedge \tau_B)} \alpha^*_{\pi_A\pi_B}(t) \left( f_B(X_{\tau_B(t+1)}), \pi_B(t+1) - \pi_A(t) \right) + \alpha^*_{\pi_A\pi_B}(\tau_A \wedge \tau_B) h(X_{\tau_B(\tau_A \wedge \tau_B)}(t)) \right] \tag{4.13}
\]

\[
V^*_S(x) = \sup_{(\pi_A, \tau_A) \in \mathcal{D}(S; \pi_B, TB)} V^*_{S\pi_B}(x) \quad \text{for} \ x \in \mathcal{E}; \tag{4.14}
\]

Then second-type bandit games are to find

\[
(\pi_A^*, \tau_A^*; \pi_B^*, \tau_B^*) \in \mathcal{T}(S) \text{ such that } V^*_S = V^*_S = V^*_S. \tag{4.15}
\]

Finally we note that

\[
V^*_{F\pi_A\pi_B} = h \text{ if } \tau_A = 0; \quad \text{and} \quad V^*_{S\pi_B} = h \text{ if } \tau_B = 0. \tag{4.16}
\]

We need some more notations in order to prove existence of Markov tactics attaining the supremum (the infremum) in (4.10) and (4.11) ((4.13) and (4.14) resp.). Set \( s = (s^1, \ldots, s^d) \in \mathcal{T} \) such that \(|s|\) is even (odd). After observations that each arm \( i \) has already been selected \( s^i \) times and that we adopt a tactic \((\pi_A, \tau_A; \pi_B, \tau_B) \in \mathcal{T}(F; s)\), values of first-type bandit games are denoted by

\[
Z^*_{F\pi_A\pi_B}(s) = \mathbb{E}^\pi\left[ \sum_{t \in \mathbb{N}(o, \tau_A \wedge \tau_B - |s|)} \alpha^*_{\pi_A\pi_B}(|s|, |s| + t) \left( f_A(X_{\tau_A(|s|+t+1)}), \pi_A(|s|+t+1) - \pi_B(|s|+t) \right) - \sum_{t \in \mathbb{N}(o, \tau_A \wedge \tau_B - |s|)} \alpha^*_{\pi_A\pi_B}(|s|, |s| + t) \left( f_B(X_{\tau_B(|s|+t+1)}), \pi_B(|s|+t+1) - \pi_A(|s|+t) \right) + \alpha^*_{\pi_A\pi_B}(0, \tau_A \wedge \tau_B) h(X_{\tau_B(\tau_A \wedge \tau_B)}(|s|) \wedge \tau_B) : |s| \leq \tau_A \wedge \tau_B, \right]
\]
where $\alpha^{\pi_A \pi_B}(|s|, |s| + t)$ is a product of discount rates from time $|s|$ to time $|s| + t$:

$$\alpha^{\pi_A \pi_B}(r, r) = 1, \quad \text{and} \quad \alpha^{\pi_A \pi_B}(r, t) = \prod_{r' = r + 1}^{t} \beta^{\pi_A \pi_B}(r') \quad \text{for} \quad r, t = 1, 2, \cdots (r < t). \quad (4.17)$$

Hence referring to (4.10) and (4.11), we put

$$Z_F^{TA \pi_B T_B}(s) = \text{ess} \sup_{(\pi_A, \tau_A) \in \mathcal{D}(F; s; 0, \pi_B, \tau_B)} Z_F^{TA \pi_B T_B}(s) \quad \text{for} \quad s \in T; \quad (4.18)$$

and

$$Z_F^{TA \pi_A}(s) = \text{ess} \inf_{(\pi_B, \tau_B) \in \mathcal{D}(F; s; \pi_A, \tau_A)} Z_F^{TA \pi_B T_B}(s) \quad \text{for} \quad s \in T. \quad (4.19)$$

Regarding the second-type bandit games, we define $Z_S^{TA \pi_B T_B}(s), Z_S^{TA \pi_B}(s)$ and $Z_S^{TA \pi_A}(s)$ similarly. Now we obtain the following fundamental lemmas.

**Lemma 4.3.** The following (i) and (ii) hold:

(i) For $(\pi_A, \tau_A; \pi_B, \tau_B) \in T(F)$ and $r \in \mathcal{N}(\epsilon, \infty)$, it holds that

$$Z_F^{TA \pi_B T_B}(\pi_B(r)) = E^{F, \pi_B(r)}[f_A(X_{\pi_A(r)}, \pi_A(r + 1) - \pi_B(r))$$

$$+ \beta^{\pi_A \pi_B}(r + 1) Z_S^{TA \pi_B T_B}(\pi_A(r + 1)) : r + 1 \leq \tau_A \wedge \tau_B]$$

$$+ E^{F, \pi_B(r)}[h(X_{\pi_B(r)}): r = \tau_A \wedge \tau_B].$$

(ii) For $(\pi_A, \tau_A; \pi_B, \tau_B) \in T(F)$ and $r \in \mathcal{N}(\epsilon, \infty)$, it holds that

$$Z_S^{TA \pi_B T_B}(\pi_A(r)) = E^{F, \pi_A(r)}[-f_B(X_{\pi_B(r+1)}, \pi_B(r + 1) - \pi_A(r))$$

$$+ \beta^{\pi_A \pi_B}(r + 1) Z_F^{TA \pi_B T_B}(\pi_B(r + 1)) : r + 1 \leq \tau_A \wedge \tau_B]$$

$$+ E^{F, \pi_A(r)}[h(X_{\pi_A(r)}): r = \tau_A \wedge \tau_B].$$

Proof. We can easily check it from the definitions. \hfill \square

**Lemma 4.4.** The following (i) and (ii) hold:

(i) For player B's first-type Markov tactics $(\pi_B, \tau_B)$ and $r \in \mathcal{N}(\epsilon, \infty)$, it holds that

$$Z_S^{TA \pi_B T_B}(\pi_B(r)) = \max \{\text{ess} \sup_{(\pi_A, \tau_A) \in \mathcal{D}(F; s; \pi_B, \tau_B)} E^{F, \pi_B(r)}[f_A(X_{\pi_A(r+1)}, \pi_A(r + 1) - \pi_B(r))$$

$$+ \beta^{\pi_A \pi_B}(r + 1) Z_S^{TA \pi_B T_B}(\pi_A(r + 1)) : r + 1 \leq \tau_A \wedge \tau_B], h(X_{\pi_B(r)})\}. \quad (4.43)$$
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(ii) For player A's first-type Markov tactics \((\pi_A, \tau_A)\) and \(r \in N(o, \infty)\), it holds that
\[
Z^*_{F, \pi_A, \tau_A}(\pi_A(r)) = \min \{ \text{ess inf}_{(\pi_B, \tau_B) \in D(F; \pi_A(r); \pi_B, \tau_B)} E^{F, \pi_A(r)} \left[ \left( -f_B(X_{\tau_B(r+1)}), \pi_B(r+1) - \pi_A(r) \right) \right] + \beta^* \pi_B(r+1) Z^*_{F, \pi_A, \tau_A}(\pi_B(r+1)) : r + 1 \leq \tau_A \wedge \tau_B \},
\]
\[
\min \{ \text{ess inf}_{(\pi_B, \tau_B) \in D(F; \pi_A(r); \pi_B, \tau_B)} E^{F, \pi_A(r)} \left[ \left( -f_B(X_{\tau_B(r+1)}), \pi_B(r+1) - \pi_A(r) \right) \right] + \beta^* \pi_B(r+1) Z^*_{F, \pi_A, \tau_A}(\pi_B(r+1)) : r + 1 \leq \tau_A \wedge \tau_B \}, h(X_{\tau_A(r)}) \}.
\]

Proof. Fix any Markov tactics \((\pi_B, \tau_B)\). We shall show only this case of (i), because the other case is similar. Let any \(r \in N(o, \infty)\) and any \((\pi_A, \tau_A) \in D(F; \pi_B(r); \pi_B, \tau_B)\). The definition of the essential supremum (see [Nev1, p.121]) implies that there exists a sequence \\{(\pi_{A,n}, \tau_{A,n}; \pi_B, \tau_B) \in T(F)\}_{n \in N}\ of tactics satisfying the following conditions which they are equal to \((\pi_A, \tau_A)\) until time \(r + 1\):
\[
\begin{align*}
\pi_{A,n}(t) &= \pi_A(t) \quad \text{for all odd } t \text{ satisfying } 0 \leq t \leq r + 1; \\
\tau_{A,n} \wedge (r + 1) &= \tau_A \wedge (r + 1); \quad \text{and} \\
E^{F, \pi_B(r)}[(f_A(X_{\pi_A(r+1)}), \pi_A(r+1) - \pi_B(r)) &= \lim_{n \to \infty} E^{F, \pi_B(r)}[(f_A(X_{\pi_{A,n}(r+1)}), \pi_{A,n}(r+1) - \pi_B(r)].
\end{align*}
\]

Then we have the previous term \(\lim_{n \to \infty} Z^*_{F, \pi_{A,n}, \pi_B, \tau_B}(\pi_B(r)) \leq Z^*_{F, \pi_B, \tau_B}(\pi_B(r))\). However since \(\{r + 1 \leq \tau_A \wedge \tau_B \} \cap \{r = \tau_A \wedge \tau_B\}\) is empty, we obtain
\[
Z^*_{F, \pi_B, \tau_B}(\pi_B(r)) \geq \max \{ \text{ess sup}_{(\pi_A, \tau_A) \in D(F; \pi_B(r); \pi_B, \tau_B)} E^{F, \pi_B(r)} \left[ \left( -f_A(X_{\pi_A(r+1)}), \pi_A(r+1) - \pi_B(r) \right) \right] + \beta^* \pi_B(r+1) Z^*_{F, \pi_A, \tau_A}(\pi_B(r+1)) : r + 1 \leq \tau_A \wedge \tau_B \}, h(X_{\tau_B(r)}) \}.
\]

On the other hand Lemma 4.3 implies
\[
Z^*_{F, \pi_B, \tau_B}(\pi_B(r)) = \left. E^{F, \pi_B(r)} \left[ (f_A(X_{\pi_A(r+1)}), \pi_A(r+1) - \pi_B(r)) \right] + \beta^* \pi_B(r+1) Z^*_{F, \pi_A, \tau_A, \pi_B, \tau_B}(\pi_A(r+1)) : r + 1 \leq \tau_A \wedge \tau_B \right] + E^{F, \pi_B(r)}[h(X_{\tau_B(r)}) : r = \tau_A \wedge \tau_B] \leq \max \{ \text{ess sup}_{(\pi_A, \tau_A) \in D(F; \pi_B(r); \pi_B, \tau_B)} E^{F, \pi_B(r)} \left[ \left( -f_A(X_{\pi_A(r+1)}), \pi_A(r+1) - \pi_B(r) \right) \right] + \beta^* \pi_B(r+1) Z^*_{F, \pi_A, \tau_A}(\pi_B(r+1)) : r + 1 \leq \tau_A \wedge \tau_B \}, h(X_{\tau_B(r)}) \}.
\]

Therefore we obtain the equality of (i).

Hence in order to check the measurability of \(Z^*_{F, \pi_B, \tau_B}\) and \(Z^*_{F, \pi_B, \tau_B}\), we define, for \(m = 1, 2, \ldots\) and fixed player B's first-type Markov tactics \((\pi_B, \tau_B)\), \\{\(Y_{F,m}(s)\)\}_{s \in T; |s| \in N(o,m+1)}\ and \\{\(Y_{S,m}(s)\)\}_{s \in T; |s| \in N(o,m+1)}\ in \(m\)-step first-type bandit game successively:

**Iteration 4.1.**
(m.0) For \( s \in T \) satisfying \( |s| = m \), put \( Y_{F,m}(s) = Y_{S,m}(s) = 0 \).

(m.F.s) For \( s \in T \) satisfying \( |s| \in N(e,m) \), put
\[
Y_{F,m}(s) = \max \{ \text{ess sup}_{(\tau_A,\tau_A) \in \mathcal{D}(F;\pi_B,\tau_B)} E^{\tau_A}[ f_A(X_{\pi_A(1)}), \pi_A(|s| + 1) - s ] + (\beta(X_{\pi_A(1)}), \pi_A(|s| + 1) - s) Y_{S,m}(\pi_A(|s| + 1)) : |s| + 1 \leq \tau_A \wedge \tau_B, h(X_s) \}.
\]

(m.S.s) For \( s \in T \) satisfying \( |s| \in N(o,m) \), put
\[
Y_{S,m}(s) = \sum_{i=1}^{d} E^{\tau_A}[ (-f_B(X_{s+e_i}), e_i) + (\beta(X_{s+e_i}), e_i) Y_{F,m}(s + e_i) : s + e_i = \pi_B(|s| + 1), |s| + 1 \leq \tau_B ] + h(X_s) \cdot I_{(s|s| = \tau_B)}.
\]

Then we have the following lemma.

**Lemma 4.5.** The following (i) and (ii) hold:

(i) For player B's first-type Markov tactics \((\pi_B, \tau_B)\) and \( r \in N(e,\infty) \), it holds that
\[
Z_{F}^{\pi_B,\tau_B}(\pi_A(r)) = \max \{ \text{ess sup}_{\pi_A' \in \mathcal{MS}(F;1)} E^{\pi_A'}[ f_A(X_{\pi_A'(1)}), \pi_A'(1) ] + (\beta^{\pi_A'}(1) Z_{S}^{\pi_A',\tau_B'}(\pi_A'(1)) : 1 \leq \tau_B', h(X_{\pi_B(r)}) \},
\]
where we take \((\pi_B', \tau_B')\) by \((\pi_B', \tau_B') = [\pi_B, \tau_B + 2; \pi_B, \tau_B + 4; \pi_B, \tau_B + 6; \pi_B, \tau_B + 8; \ldots]\)
for \((\pi_B, \tau_B) = [\pi_B, \tau_B + 2; \pi_B, \tau_B + 4; \pi_B, \tau_B + 6; \pi_B, \tau_B + 8; \ldots]\).

(ii) For player A's first-type Markov tactics \((\pi_A, \tau_A)\) and \( r \in N(o,\infty) \), it holds that
\[
Z_{S}^{\pi_A,\tau_A}(\pi_A(r)) = \min \{ \text{inf}_{\pi_B' \in \mathcal{MS}(S;1)} E^{\pi_B'}[ (-f_B(X_{\pi_B'(1)}), \pi_B'(1)) ] + (\beta^{\pi_B'}(1) Z_{F}^{\pi_A,\tau_A'}(\pi_A'(1)) : 1 \leq \tau_A', h(X_{\pi_A(r)}) \},
\]
where we take \((\pi_A', \tau_A')\) by \((\pi_A', \tau_A') = [\pi_A, \tau_A + 2; \pi_A, \tau_A + 4; \pi_A, \tau_A + 6; \pi_A, \tau_A + 8; \ldots]\)
for \((\pi_A, \tau_A) = [\pi_A, \tau_A + 2; \pi_A, \tau_A + 4; \pi_A, \tau_A + 6; \pi_A, \tau_A + 8; \ldots]\).

Proof. We shall show (i), because the other cases are similar. Fix any Markov tactic \((\pi_B, \tau_B)\). First we shall show \(Y_{F,m}(s) \in \mathcal{G}_{s}^{**} \) for all \( s \in T \) satisfying \( |s| \in N(e,m + **G_{r}-measurable functions
1) \( Y_{S,m}(s) \in G_s \) for all \( s \in T \) satisfying \(|s| \in N(o,m+1)\). Put \( \mathcal{H}_{\pi_B(r)} = \sigma\{X_s : s \geq \pi_B(r), \pi_B(r)\} \) for \( r \in N(e, \infty) \). Then from the independency of Markov chains \( X^i \) \((i = 1, \cdots, d)\) (c.f. [LawVan1,Theorem 5(b)]), \( \sigma\{X_{s'} : s' \geq s\} \) and \( \mathcal{F}_s \) are conditionally independent, given \( G_s \) for \( s \in T \). So from the definition of strategies, we can easily check that the future \( \mathcal{H}_{\pi_B(r)} \) and the past \( \mathcal{F}_{\pi_B(r)} \) are conditionally independent, given \( G \) for \( r \in N(e, \infty) \). Hence from Iteration1(m,0) we have that \( Y_{F,m}(s) = Y_{S,m}(s) = 0 \) for \( s \in T \) \(|(|s| = m)|. Further in Iteration1(m,F.s)((m,S,s) resp.) if \( Y_{S,m}(s + e_j) \in G_{s+e_j} \) for some \( s \in T \) satisfying \(|s| \in N(o,m) \) and all \( j(=1, \cdots, d) \) \( Y_{F,m}(s + e_j) \in G_{s+e_j} \) for some \( s \in T \) satisfying \(|s| \in N(o,m) \) and all \( j(=1, \cdots, d) \), then the term
\[
(\beta(X_{s+e_j}), e_j) Y_{F,m}(s + e_j) - (\beta(X_{s+e_j}), e_j) Y_{S,m}(s + e_j) \in \mathcal{H}_{\pi_B(r)}.
\]

Further since \( (\pi_B,\tau_B) \) is Markov, we have \( (s + e_j = \pi_B(|s| + 1), \pi_B) \in G_{\pi_B(|s|)} \) \((i = 1, \cdots, d)\), \(|s| = \tau_B \) \( \in G_{\pi_B(|s|)} \), \( \{s| + 1 \leq \tau_A \land \tau_B \} \in \mathcal{H}_{\pi_A(|s|)} \) and \( \{s| + 1 \leq \tau_B \} \in \mathcal{H}_{\pi_B(|s|)} \). Therefore from Iteration1(m,F.s), we obtain \( Y_{F,m}(s) \in G_s \) for \( s \in T \) satisfying \(|s| \in N(e,m) \) \( (\text{from Iteration1(m,S.s),} \ Y_{S,m}(s) \in G_s \) for \( s \in T \) satisfying \(|s| \in N(o,m) \). Thus inductively we can check backward that \( Y_{F,m}(s) \in G_s \) for all \( s \in T \) satisfying \(|s| \in N(e,m+1) \) \( Y_{S,m}(s) \in G_s \) for all \( s \in T \) satisfying \(|s| \in N(o,m+1) \).

Next define a norm \( || \cdot || \) on the space of bounded \( d \)-parameter processes on \( E \):
\[
||W|| = \sup_{s \in T} \sup_{\omega \in \Omega} |W(s,\omega)|.
\]
for bounded \( d \)-parameter processes \( W = \{W_s\}_{s \in T} \) on \( F \). By using the norm \( || \cdot || \) instead of the norm \( || \cdot || \) of Section 4.3, in similar line as Lemmas 4.5 and 4.6 and Theorem 4.1 (see Section 4.3), Iteration 1 converges:
\[
Y_F(s) = \lim_{m \to \infty} Y_{F,m}(s) \in G_s \text{ for all } s \in T \text{ satisfying } |s| \in N(e, \infty),
\]
and
\[
Y_S(s) = \lim_{m \to \infty} Y_{S,m}(s) \in G_s \text{ for all } s \in T \text{ satisfying } |s| \in N(o, \infty).
\]

Further the pair of \( Y_F \) and \( Y_S \) is a unique solution of the following (4.25) and (4.26):
\[
Y_F(s) = \max \{\text{ess} \sup_{(\pi_A,\tau_A) \in D(F,s,\pi_B,\tau_B)} E_{\mathcal{F}_s}[\beta(X_{s+e_j}, e_j), \pi_A(|s| + 1) - s) Y_S(\pi_A(|s| + 1) - s) : \} + \beta(X_{s+e_j}, e_j) Y_{F}(s + e_j) : s + e_j = \pi_B(|s| + 1), |s| + 1 \leq \tau_B \} + h(X_s) I_{|s| = \tau_B}(4.26)
\]
for all \( s \in T \) satisfying \( |s| \in N(0, \infty) \). Hence since player \( B \)'s tactic \((\pi_B, \tau_B)\) is fixed, by using Lemmas 4.3(ii) and 4.4(i), \( Z_F^{\pi_B, \tau_B} \) and \( Z_S^{\pi_B, \tau_B} \) also satisfies (4.25) and (4.26). From the uniqueness of solutions, we obtain that \( Y_F = Z_F^{\pi_B, \tau_B} \) and \( Y_S = Z_S^{\pi_B, \tau_B} \). Therefore in (4.25) by using the Markov property and the measurability of (4.23), we obtain that for each \( r \in N(e, \infty) \),

\[
Z_F^{\pi_B, \tau_B}(\pi_B(r)) = \max \{ \text{ess sup}_{(\pi_A, \tau_A) \in D(F; \pi_B, \tau_B)} E^{\pi_B}(r)[ f_A(X_{\pi_A(r+1)}), \pi_A(r) - \pi_B(r) ] + \beta^{\pi_B}(r + 1) Z_S^{\pi_B, \tau_B}(\pi_A(r + 1)) : \tau_A \wedge \tau_B \leq r \},
\]

where we take \((\pi_B', \tau_B')\) by \((\pi_B', \tau_B') = [\pi_B, r+2, \tau_B, r+2; \tau_B, r+4, \tau_B, r+4; \pi_B, r+6, \tau_B, r+6; \ldots]\) for \((\pi_B, \tau_B) = [\pi_B, 2, \tau_B, 2; \pi_B, 4, \tau_B, 4; \pi_B, 6, \tau_B, 6; \ldots]\). Thus we conclude this lemma.

Hence we obtain the following results regarding (4.10), (4.11), (4.13) and (4.14).

**Proposition 4.1.** For player \( B \)'s (player \( A \)'s) first-type Markov tactic \((\pi_B, \tau_B)\) ((\(\pi_A, \tau_A\))), there exist Markov tactics \((\pi_A, \tau_A) \in D(F; \pi_B, \tau_B) \) \((\pi_B, \tau_B) \in D(F; \pi_A, \tau_A)\) satisfying the following (i) (ii) resp.:

(i) \( V_F^{\pi_A, \tau_A, \pi_B, \tau_B} = V_F^{\pi_B, \tau_B} \),

(ii) \( V_F^{\pi_A, \tau_A, \pi_B, \tau_B} = V_F^{\tau_A, \tau_B} \).

**Remark.** Similar facts holds for the second-type tactics.

**Proof.** (i) Fix any player \( B \)'s first-type Markov tactic \((\pi_B, \tau_B)\). Lemma 4.5 implies that for each \( r \in N(e, \infty) \),

\[
Z_F^{\pi_B, \tau_B}(\pi_B(r)) = \max \{ \text{ess sup}_{(\pi_A', \tau_A') \in M(F; e)} E^{\pi_B}(r)[ f_A(X_{\pi_A'(r+1)}), \pi_A'(r) + 1) Z_S^{\pi_B, \tau_B}(\pi_A'(r+1)) : \pi_A' \wedge \pi_B \leq r \},
\]

where we take \((\pi_B', \tau_B')\) by \((\pi_B', \tau_B') = [\pi_B, r+2, \tau_B, r+2; \pi_B, r+4, \tau_B, r+4; \pi_B, r+6, \tau_B, r+6; \ldots]\) for \((\pi_B, \tau_B) = [\pi_B, 2, \tau_B, 2; \pi_B, 4, \tau_B, 4; \pi_B, 6, \tau_B, 6; \ldots]\). Hence it holds that

\[
\max \{ \text{ess sup}_{(\pi_A', \tau_A') \in M(F; e)} E^{\pi_B}(r)[ f_A(X_{\pi_A'(r+1)}), \pi_A'(r) + 1) Z_S^{\pi_B, \tau_B}(\pi_A'(r+1)) : \pi_A' \wedge \pi_B \leq r \},
\]

\[
= \max \{ \text{ess sup}_{(\pi_A', \tau_A') \in M(F; e)} E^{\pi_B}(r)[ f_A(X_{\pi_A'(r+1)}), \pi_A'(r) + 1) Z_S^{\pi_B, \tau_B}(\pi_A'(r+1)) : \pi_A' \wedge \pi_B \leq r \},
\]

\[
= \max_{j=1, \ldots, d} E^{\pi_B}(r)[ f_A(X^{(j)}_r) + \beta(\pi_B(r), \pi_A'(r) + 1) Z_S^{\pi_B, \tau_B}(\pi_A'(r+1)) : \pi_A' \wedge \pi_B \leq r \].
\]
Here for $i = 1, \cdots, d$ we define

$$
\Gamma_i = \left\{ \max_{j=1,\cdots,d} E^{X \sim B(r)}[f_j^{(i)}(X_i^1) + \beta_j(X_i^1)Z^{\pi B(r)}(e_i) : 1 \leq \tau_B] \right\}.
$$

Further we set $\Gamma'_1 = \Gamma_1$ and $\Gamma'_{i+1} = \Gamma_{i+1} - (\Gamma_1 \cup \cdots \cup \Gamma_i)$ for $i = 1, \cdots, d - 1$. By putting $\pi_{A,M}(1, \theta_{\pi_B(r)}(\omega)) = e_i$ for $r \in N(e, \infty)$, $i = 1, \cdots, d$ and $\omega \in \Gamma_i'$, we have $\pi_{A,M}^n \in \mathcal{M}(F; 1)$ and then the supremum of (4.27) is attained by $\pi_{A,M}^n$:

$$
Z_{F}^{\pi B(r)}(\pi_B(r)) = \max\left\{ E^{X \sim B(r)}[\{ f_A(X \sim A_{M}(1)), \pi_{A,M}(1) \} + \beta_{\pi_{A,M}}^B(1) Z^{\pi B(r)}(\pi_{A,M}(1)) : 1 \leq \tau_B], h(X_{\pi_B(r)}) \right\}
$$

for each $r \in N(e, \infty)$. Hence from Lemmas 4.1 and 4.2, we may inductively define a Markov tactic $(\pi_{A,M}, \tau_{A,M})$ by

$$
\pi_{A,M}(r + 1, \omega) = \pi_B(r, \omega) + \pi_{A,M}^n(1, \theta_{\pi_{B(r)}}(\omega)) \text{ for } \omega \in \Omega \text{ and each } r \in N(e, \infty), (4.28)
$$

and

$$
\tau_{A,M} = \inf\{ r \in N(e, \infty) : \Lambda_r \}, (4.29)
$$

where for $r \in N(e, \infty)$ we define $\Lambda_r = E^{X \sim B(r)}[\{ f_A(X \sim A_{M}(1)), \pi_{A,M}(1) \} + \beta_{\pi_{A,M}}^B(1) Z^{\pi B(r)}(\pi_{A,M}(1)) : 1 \leq \tau_B] \leq h(X_{\pi_B(r)})$.

Then we obtain

$$
\max\left\{ E^{X \sim B(r)}[\{ f_A(X \sim A_{M}(1)), \pi_{A,M}(1) \} + \beta_{\pi_{A,M}}^B(1) Z^{\pi B(r)}(\pi_{A,M}(1)) : 1 \leq \tau_B], h(X_{\pi_B(r)}) \right\}
$$

Therefore we conclude that for all $r \in N(e, \infty)$

$$
Z_{F}^{\pi B(r)}(\pi_B(r)) = E^{X \sim B(r)}[\{ f_A(X \sim A_{M}(1)), \pi_{A,M}(1) \} + \beta_{\pi_{A,M}}^B(1) Z^{\pi B(r)}(\pi_{A,M}(1)) : 1 \leq \tau_B + \tau_B] + h(X_{\pi_B(r)}) \cdot I_{r = \tau_{A,M} \wedge \tau_B}.
$$

On the other hand from Lemmas 4.5 and 4.3(ii), we have that for all $r \in N(e, \infty)$

$$
Z_{S}^{\pi B(r)}(\pi_{A,M}(r + 1)) = E^{X \sim A_{M}(r+1)}[\{ -f_B(X \sim B(r+2)), \pi_B(r+2) - \pi_{A,M}(r+1) \} + \beta_{\pi_{A,M}}(r+2) Z^{\pi B(r+2)}(\pi_B(r+2)) : r + 2 \leq \tau_{A,M} \wedge \tau_B] + h(X_{\pi_{A,M}(r+1)}) \cdot I_{r+1 = \tau_{A,M} \wedge \tau_B}.
$$
Hence from these two equations, we conclude the results that $V^*_{F^A} = V^*_{F^A}$ and $(\pi_{A,M^T}, \tau_{A,M^T}, \pi_B, \tau_B) \in \mathcal{F}(F)$. We can also check the other equations similarly. 

4.4. The optimal values and the optimal tactics

Now from Proposition 4.1, the families

$\mathcal{T}(F; \text{lower}) := \{(\pi_A, \tau_A) \mid V^*_{F^A} = V^*_{F^A} \text{ for some } (\pi_B, \tau_B)\}$ and

$\mathcal{T}(F; \text{upper}) := \{(\pi_B, \tau_B) \mid V^*_{F^B} = V^*_{F^B} \text{ for some } (\pi_A, \tau_A)\}$

are non-empty, therefore we may respectively define the lower bound $V_F$ and the upper bound $V_F$ of values in the first-type bandit games by

\[
V_F = \sup_{(\pi_A, \tau_A) \in \mathcal{T}(F; \text{lower})} V^*_{F^A} \quad \text{and} \quad V_F = \inf_{(\pi_B, \tau_B) \in \mathcal{T}(F; \text{upper})} V^*_{F^B}.
\]

In the second-type we similarly define $\mathcal{T}(S; \text{lower}), \mathcal{T}(S; \text{upper}), V_S$ and $V_S$. In this section we investigate the following backward iteration in order to find the optimal values in both type bandit games. Further we shall show that the lower bounds and the upper bounds of values coincide and that the iteration converges to the unique optimal value.

Let us consider the following value iteration. For $r \in N$ we define successively as follows.

**Iteration 4.2.**

- **(0)** Put $U_{F,0} = U_{S,0} = h$.
- **(F.r)** For $x = (x^1, \ldots, x^d) \in E$, put
  \[
  U_{F,r+1}(x) = \max \left\{ \max_{i=1, \ldots, d} E^x [ f^A_i(X_i) + \beta^i(X_i^i) U_{S,r}(x^1, \ldots, X_i^i, \ldots, x^d)], h(x) \right\}.
  \]
- **(S.r)** For $x = (x^1, \ldots, x^d) \in E$, put
  \[
  U_{S,r+1}(x) = \min \left\{ \min_{i=1, \ldots, d} E^x [-f^B_i(X_i) + \beta^i(X_i^i) U_{F,r}(x^1, \ldots, X_i^i, \ldots, x^d)], h(x) \right\}.
  \]

First we shall prove convergence of sequences $\{U_{F,r}\}_{r \in N}$ and $\{U_{S,r}\}_{r \in N}$ in Iteration 2.

Let $\| \cdot \|$ denote the supremum norm on the space of bounded measurable functions on $E$. For $i = 1, \ldots, d$ we shall introduce the following semi-linear operators $S_A^i$ and $S_B^i$ on the space of all bounded measurable functions on $E$:

\[
S_A^i \phi(x) = E^x [ f^A_i(X_i) + \beta^i(X_i^i) \phi(x^1, \ldots, X_i^i, \ldots, x^d)] \quad (x = (x^1, \ldots, x^d) \in E),
\]

and...
for bounded measurable functions $\phi$ on $E$. Then we have the following lemmas.

**Lemma 4.6.** Let $u_1$, $u_2$, $v_1$ and $v_2$ be bounded measurable functions on $E$ such that

$$v_j = \max \{ \max_{i=1, \ldots ,d} S^*_A u_j, h \} \text{ for } j = 1, 2,$$

where $\max \{ \phi, \psi \} = \max \{ \phi(x), \psi(x) \}$ for functions $\phi$ and $\psi$ on $E$. Then it holds that

$$\|v_1 - v_2\| \leq \beta_0 \|u_1 - u_2\|.$$  

Proof. We can easily check this lemma. \hfill \Box

**Lemma 4.7.** For each $r, r' \in \mathbb{N}$, the following (i) and (ii) hold:

(i) $\|U_{F, r+r'+1} - U_{F, r+1}\| \leq \beta_0 \|U_{S, r+r'} - U_{S, r}\|$. 

(ii) $\|U_{S, r+r'+1} - U_{S, r+1}\| \leq \beta_0 \|U_{F, r+r'} - U_{F, r}\|$. 

Proof. It is trivial from Lemma 4.6 and Iteration 4.2. \hfill \Box

Then we obtain the following results regarding Iteration 2.

**Theorem 4.1.** Iteration 2 converges:

$$U_F(x) = \lim_{r \to \infty} U_{F, r}(x) \text{ and } U_S(x) = \lim_{r \to \infty} U_{S, r}(x) \text{ for } x \in E.$$ 

Further the pair of $U_F$ and $U_S$ is a unique solution of the following equations (4.30) and (4.31):

$$U_F = \max \{ \max_{i=1, \ldots ,d} S^*_A U_S, h \}; \quad (4.30)$$

$$U_S = \min \{ \min_{i=1, \ldots ,d} S^*_B U_F, h \}. \quad (4.31)$$

Proof. From Lemma 4.7, we have for each $r, r' \in \mathbb{N}$

$$\|U_{F, r+r'+2} - U_{F, r+2}\| \leq \beta_0 \|U_{S, r+r'+1} - U_{S, r+1}\| \leq \beta_0^2 \|U_{F, r+r'} - U_{F, r}\|.$$ 

We inductively obtain

$$\|U_{F, r+r'} - U_{F, r}\| \leq \beta_0^r \|U_{F, r'} - U_{F, 0}\|.$$
for all \( r' \in \mathbb{N} \) and all even \( r \). As letting \( r \) and \( r' \) infinite, we obtain the existence of \( \lim_{r \to \infty} U_{F,r} \). Similarly \( \lim_{r \to \infty} U_{S,r} \) exists. We obtain (4.30) and (4.31), by applying the bounded convergence theorem to Iteration 2. Finally the uniqueness of solutions \( U_F \) and \( U_S \) is easily checked, by using Lemma 4.6.

For Markov tactics \( (\tau_A, \pi_A) \in \mathcal{MT}(F; 1), (\tau_B, \pi_B) \in \mathcal{MT}(S; 1) \) we shall introduce the following semi-linear operators \( S_A^{\tau_A}, S_B^{\tau_B}, Q_A^{\tau_A}, Q_B^{\tau_B} \) resp. on the space of all bounded measurable functions on \( E \):

\[
S_A^{\tau_A} \phi(x) = E^{\tau_A}[f_A(X_{\pi_A(t)}(1)), \pi_A(1)) + \beta^{\tau_A}(1) \phi(X_{\pi_A(t)}(1)) : \tau_A > 0](x \in E);
\]

\[
S_B^{\tau_B} \phi(x) = E[(-f_B(X_{\pi_B(t)}(1)), \pi_B(1)) + \beta^{\tau_B}(1) \phi(X_{\pi_B(t)}(1)) : \tau_B > 0](x \in E);
\]

\[
Q_A^{\tau_A} \phi(x) = S_A^{\tau_A} \phi(x) + E[h(X_0): \tau_A = 0](x \in E);
\]

\[
Q_B^{\tau_B} \phi(x) = S_B^{\tau_B} \phi(x) + E[h(X_0): \tau_B = 0](x \in E)
\]

for bounded measurable functions \( \phi \) on \( E \). Then we obtain the following results.

**Corollary 4.1.**

(i) \( U_F = \max \{ \sup_{(\tau_A, \pi_A) \in \mathcal{MT}(F; 1)} S_A^{(\tau_A, \pi_A)} U_S, h \} = \sup_{(\tau_A, \pi_A) \in \mathcal{MT}(F; 1)} Q_A^{(\tau_A, \pi_A)} U_S \).

(ii) \( U_S = \min \{ \inf_{(\tau_B, \pi_B) \in \mathcal{MT}(S; 1)} Q_B^{(\tau_B, \pi_B)} U_F, h \} = \inf_{(\tau_B, \pi_B) \in \mathcal{MT}(S; 1)} Q_B^{(\tau_B, \pi_B)} U_F \).

Proof. They are trivial from (4.30) and (4.31), by considering the definition of one-step Markov strategies and one-step Markov tactics.

**4.5. Construction of the optimal tactics and the uniqueness of the optimal values**

Now we shall construct the optimal tactics. First we define subsets of \( E \) as follows.

\[
D_A^0 = \{ U_F = h \}; \quad D_A^{ij} = \{ \max_{i=1, \ldots, d} S_A^i U_S = S_A^j U_S \} \text{ for } j = 1, \ldots, d;
\]

\[
D_B^0 = \{ U_S = h \}; \quad D_B^{ij} = \{ \min_{i=1, \ldots, d} S_B^i U_F = S_B^j U_F \} \text{ for } j = 1, \ldots, d.
\]

Further we let \( \{ D_A^i \mid i = 1, \ldots, d \} \) and \( \{ D_B^i \mid i = 1, \ldots, d \} \) be partitions of \( E \) by

\[
D_A^i = D_A^{1i}; \quad D_A^{i+1} = D_A^{i+1} \cup \cdots \cup D_A^n \text{ for } i = 1, \ldots, d - 1;
\]

\[
D_B^i = D_B^{1i}; \quad D_B^{i+1} = D_B^{i+1} \cup \cdots \cup D_B^n \text{ for } i = 1, \ldots, d - 1.
\]
Hence $D_A^i$ ($D_B^i$) mean player $A$'s (player $B$'s) selection regions for arms $i$ and $D_A^0$ ($D_B^0$) mean his stopping regions. Then by putting

$$\pi_A^i = \epsilon_i \quad (\pi_B^i = \epsilon_i) \text{ on } \{X_0 \in D_A^i (D_B^i)\}, \quad \text{for } i = 1, \ldots, d; \quad (4.32)$$

we have Markov strategies $\pi_A^0 \in \mathcal{M}S(F; \Gamma)$ ($\pi_B^0 \in \mathcal{M}S(S; \Gamma)$ resp.). Further by setting

$$\tau_A^0 = \begin{cases} 2 & \text{on } \{X_0 \not\in D_A^0\} \\ 0 & \text{on } \{X_0 \in D_A^0\} \end{cases} \quad \text{and} \quad \tau_B^0 = \begin{cases} 2 & \text{on } \{X_0 \not\in D_B^0\} \\ 0 & \text{on } \{X_0 \in D_B^0\}, \end{cases} \quad (4.33)$$

we have Markov tactics $(\pi_A^0, \tau_A^0) \in \mathcal{M}S(F; \Gamma)$ ($(\pi_B^0, \tau_B^0) \in \mathcal{M}S(S; \Gamma)$ resp.). From Lemma 4.1 we may give another representation of Markov strategies. For positive even (odd) number $r$ and $(\pi_A; \pi_B) \in \mathcal{M}S(F; \Gamma)$ we describe

$$(\pi_A; \pi_B) = [\pi_{A, 1}; \pi_{B, 1}; \pi_{A, 2}; \pi_{B, 2}; \cdots; \pi_{B, r}]. \quad (4.34)$$

where $\{\pi_{A, t} \mid t \in N(o, r + 1)\}$ and $\{\pi_{B, t} \mid t \in N(o, r + 1)\}$ are player $A$'s (player $B$'s resp.) one-step Markov strategies. Hence the meaning of (4.34) is as follows. Player $A$ selects an arm, by using Markov strategy $\pi_{A, 1}$. Next player $B$ selects, by using Markov strategy $\pi_{B, 2}$. Further player $A$ does, by using Markov strategy $\pi_{A, 3}$. The game continues in this way, and finally player $B$ (player $A$) selects, by using Markov strategy $\pi_{B, r}$ ($\pi_{A, r}$). Moreover we have similar representations concerning second-type Markov strategies: For positive even (odd) $r$ and $(\pi_A; \pi_B) \in \mathcal{M}S(S; \Gamma)$ we write

$$(\pi_A; \pi_B) = [\pi_{A, 1}; \pi_{B, 1}; \pi_{A, 2}; \pi_{B, 2}; \cdots; \pi_{A, r}].$$

Hence by using these representations, we give the following Markov strategies $(\pi_A^0; \pi_B^0) \in \mathcal{M}S(F)$ and $(\pi_A^0; \pi_B^0) \in \mathcal{M}S(S)$ by

$$(\pi_A^0; \pi_B^0) = [\pi_A^0; \pi_B^0; \pi_A^0; \pi_B^0; \cdots] \quad \text{and} \quad (\pi_A^0; \pi_B^0) = [\pi_B^0; \pi_A^0; \pi_B^0; \pi_A^0; \cdots].$$

Further we define Markov stopping times $\tau_A^0$ and $\tau_B^0$ ($\tau_A^{*0}$ and $\tau_B^{*0}$) in the same line as Lemma 4.1(iii), (iv), by using Markov strategies $(\pi_A^0; \pi_B^0)$ ($(\pi_A^{*0}; \pi_B^{*0})$) and 2-steps Markov stopping times $\tau_A^0$ and $\tau_B^0$ respectively. Then from Lemma 4.2, we obtain

$$\tau_A^0 = \inf\{t \in N(o, \infty) \mid X_{\pi_B^0(t)} \in D_A^0\}; \quad \tau_B^0 = \inf\{t \in N(o, \infty) \mid X_{\pi_A^0(t)} \in D_B^0\};$$
$$\tau_A^{*0} = \inf\{t \in N(o, \infty) \mid X_{\pi_B^{*0}(t)} \in D_A^0\}; \quad \tau_B^{*0} = \inf\{t \in N(o, \infty) \mid X_{\pi_A^{*0}(t)} \in D_B^0\}.$$

Then we obtain the following results.

**Theorem 4.2.** $(\pi_A^0, \tau_A^0; \pi_B^0, \tau_B^0) \in T(F)$ ($(\pi_A^{*0}, \tau_A^{*0}; \pi_B^{*0}, \tau_B^{*0}) \in T(S)$) is an optimal tactic and $U_F (U_S)$ is an optimal value for the first-type (second-type resp.) bandit game.
\( (i) \quad V_F^{\pi_A, \tau_A b}_t \leq U_F = V_F^{\pi_A, \tau_A b}_0 \quad \text{for every } (\pi_A, \tau_A) \in \mathcal{D}(F; \pi_B, \tau_B) \) and \((\pi_B, \tau_B) \in \mathcal{D}(F; \pi_A, \tau_A^*). \)

\( (ii) \quad V_S^{\pi_A, \tau_A b}_t \leq U_S = V_S^{\pi_A, \tau_A b}_0 \quad \text{for every } (\pi_A, \tau_A) \in \mathcal{D}(S; \pi_B^*, \tau_B^*) \) and \((\pi_B^*, \tau_B^*) \in \mathcal{D}(S; \pi_A^*, \tau_A^*). \)

Proof. First we shall show that the inequality of (i) holds for Markov tactics. From Corollary 4.1(i) we have

\[
U_F = Q_A^{(\pi_A, \tau_A)} U_S \geq Q_A^{(\pi_A, \tau_A)} U_S
\]

for every Markov tactic \((\pi_A, \tau_A) \in \mathcal{M}T(F; 1)\). Hence from Corollary 4.1(ii) we have \(U_S = Q_B^{(\pi_B, \tau_B)} U_F\). Together with (4.35) we obtain

\[
U_F = Q_A^{(\pi_A, \tau_A)} Q_B^{(\pi_B, \tau_B)} \cdots Q_A^{(\pi_A, \tau_A)} Q_B^{(\pi_B, \tau_B)} U_F \geq Q_A^{(\pi_A, \tau_A)} Q_B^{(\pi_B, \tau_B)} U_F
\]

for every Markov \((\pi_A, \tau_A) \in \mathcal{M}T(F; 1)\). Therefore we inductively obtain

\[
U_F = Q_A^{(\pi_A, \tau_A)} Q_B^{(\pi_B, \tau_B)} \cdots Q_A^{(\pi_A, \tau_A)} Q_B^{(\pi_B, \tau_B)} \cdots Q_A^{(\pi_A, \tau_A)} Q_B^{(\pi_B, \tau_B)} U_F
\]

(4.36)

for every \(r \in \mathbb{N}\) and every Markov \((\pi_A, \tau_A) \in \mathcal{M}T(F; 1)\) (\(t \in N(o, 2r)\)). Hence from the definitions of \(Q_A\) and \(Q_B\) we have

\[
\|Q_A^{(\pi_A, \tau_A)} \phi_1 - Q_A^{(\pi_A, \tau_A)} \phi_2\| \leq \beta_0 \|\phi_1 - \phi_2\| \quad \text{and} \quad \|Q_B^{(\pi_B, \tau_B)} \phi_1 - Q_B^{(\pi_B, \tau_B)} \phi_2\| \leq \beta_0 \|\phi_1 - \phi_2\|
\]

for \((\pi_A, \tau_A) \in \mathcal{M}T(F; 1), (\pi_B, \tau_B) \in \mathcal{M}T(S; 1)\) and bounded measurable functions \(\phi_1, \phi_2\) on \(E\). By letting \(r\) infinite in (4.36), from the definitions \(\pi_A^*, \pi_B^*\) and Lemmas 4.1 and 4.2 we obtain

\[
U_F = V_F^{\pi_A^*, \tau_A^* b}_t \geq V_F^{\pi_A^*, \tau_A^* b}_0
\]

(4.37)

where \((\pi_A^*, \pi_B^*) = [\pi_A^0, \pi_B^0; \pi_A^1, \pi_B^1; \pi_A^2, \pi_B^2; \cdots] \in \mathcal{M}S(F), \tau_A^* \text{ and } \tau_B^* \text{ are given by (3.8),} \)

\((\pi_A, \pi_B) = [\pi_A, \pi_B; \pi_A, \pi_B; \pi_A, \pi_B; \cdots] \in \mathcal{M}S(F)\) and Markov stopping times \(\tau_A\) are defined by in the same line as Lemma 4.1(iii), by using Markov tactics \((\pi_A; \pi_B)\) and non-increasing sequences \(\{\tau_A, \tau_B\}_{t \in N(o, \infty)}\) of 2-steps Markov stopping times. Therefore (4.37) hold for every Markov tactic \((\pi_A, \tau_A) \in \mathcal{D}(F; \pi_B, \tau_B)\) defined in the type of Lemma 4.1(iii).

Since the other Markov cases can be proved similarly, we obtain the inequalities (i) for every Markov tactics \((\pi_A, \tau_A) \in \mathcal{D}(F; \pi_B, \tau_B)\) and \((\pi_B, \tau_B) \in \mathcal{D}(S; \pi_A^*, \tau_A^*)\) which are defined in the type of Lemma 4.1(iii). Next we shall show the non-Markov case. Hence by the use of Proposition 4.1, there exists a Markov tactic \((\pi_A, \tau_A, \pi_A^*, \tau_A^*) \in \mathcal{D}(F; \pi_B, \tau_B)\) which satisfies that \(V_F^{\pi_A^*, \tau_A^*, \pi_A^*, \tau_A^* b}_t = V_F^{\pi_A^*, \tau_A^* b}_t\). Then we have

\[
V_F^{\pi_A, \tau_A b}_t = V_F^{\pi_A^*, \tau_A^* b}_t \geq V_F^{\pi_A^*, \tau_A^* b}_0
\]
On the other hand from the definitions (4.20) and (4.29) and Lemma 4.2, \((\pi_{A,M}, \tau_{A,M}) \in \mathcal{D}(F; \pi_{B}, \tau_{B})\) is a Markov tactic which are defined in the type of Lemma 4.1(i), (iii). Therefore from the first part of this proof we obtain

\[
U_F = V_F^{\pi_{A,M} \tau_{A,M} \pi_{B} \tau_{B}} \geq V_{F}^{\pi_{A,M} \tau_{A,M} \pi_{B} \tau_{B}}.
\]

Thus we conclude

\[
U_F = V_F^{\pi_{A,M} \tau_{A,M} \pi_{B} \tau_{B}} = V_{F}^{\pi_{A,M} \tau_{A,M} \pi_{B} \tau_{B}} = V_{F}^{\pi_{B} \tau_{B}}.
\]

Since the other inequalities can be proved similarly, the proof of this theorem is completed. \(\Box\)

Finally we obtain the following results concerning the optimal values.

**Corollary 4.2.** The bandit games have the unique optimal value:

\[
U_F = V_F = \overline{V}_F \quad \text{and} \quad U_S = V_S = \underline{V}_S.
\]

Proof. From Theorem 4.2 we have

\[
\overline{V}_F \leq \sup_{(\pi_{A,M}) \in \mathcal{D}(F; \pi_{B}, \tau_{B})} V_F^{\pi_{A,M} \tau_{A,M} \pi_{B} \tau_{B}} = U_F = \inf_{(\pi_{B}) \in \mathcal{D}(F; \pi_{A}, \tau_{A})} V_F^{\pi_{A} \tau_{A} \pi_{B} \tau_{B}} \leq \underline{V}_F.
\]

Since \(\overline{V}_F \leq \underline{V}_F\) is trivial, we obtain \(U_F = \underline{V}_F = \overline{V}_F\). The other is similar. \(\Box\)
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