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1 Introduction 

In an academic paper search, particularly a search to confirm the originality of a user’s 

research or a search to collect articles and write a survey, it is important that the search 

returns comprehensive results related to the user’s information need. To achieve such 

a search, the user must define a search formula that collects research papers broadly 

related to his/her information need. In many cases, however, it is rare that relevant pa-

pers can be collected comprehensively with the search formula that was firstly created, 

and the user repeatedly conducts a burdensome work such as creating a new search 

formula or modifying the search formula by verifying the search result. In addition, in 

recent years, fusion research with interdisciplinary fields and interdisciplinary research 

have been actively studied. For the user majoring in a specific research area, the cogni-

tive burden on the research paper’s search such as investigating research trends in the 

different field is more increase. 

To improve the performance of the search based on the search formula firstly created 

by the user, many query term expansion techniques have been studied; e.g., using a 

thesaurus [10, 11], document set retrieved by the user [12, 17], and query log [2, 14]. 

Moreover, to potentially anticipate all possible terms related to the search word that the 

authors might have used, several approaches of using a query as a potential topic by 

employing a topic model through latent dirichlet allocation (LDA) [4] on the document 

set have been studied. For example, a query likelihood model that incorporates topic 

analysis results into a language model has been proposed [16], and a method of search-

ing for papers using multiple topic analysis results and a search formula created by a 

user has been proposed [3]. 

However, unless the structure of the search formula can accurately represent the 

user’s information need, it is not possible to improve the search performance by ex-

panding the search formula applying the above approaches. It is difficult to create a 

search formula that correctly expresses the information need. In particular, the cogni-

tive burden is huge for the user who does not have background knowledge in the target 

field. To solve this issue, we construct a framework that supports the creation of a Bool-

ean search formula reflecting the information need more accurately for the user. As a 

first step to realize such system, we investigate the effectiveness of modifying the orig-

inal search formula by adding new words to investigate whether it is really beneficial 

to modify the original search formula. 
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2 Experimental Design for Investigating the Effectiveness of 
Adding New Search Words to the Search Formula 

This section describes an experimental design to demonstrate whether the search per-

formance is improved by adding new search words to the search formula created by the 

user. The procedure is as follows. The user first creates a search formula that represents 

his/her information need. The system then ranks the research papers in the database 

using the abstract of each research paper by a ranking method presented in [16]. The 

system next extracts candidate words to be added to the original search formula from 

the top 100 abstracts (papers) of the ranking result and creates a candidate word list. 

The system finally connects candidate words to the search words in the original search 

formula with the operator AND, and ranks the research papers in the database again. 

The approach of connecting candidate word to the original search formula is as fol-

lows. If the original search formula is 

    ((AAAA OR AAAA’) AND (BBBB OR BBBB’)) 

        OR ((AAAA OR AAAA’) AND (CCCC OR CCCC’)) 

and the added word is DDDD, the search formula is modified as 

     ((AAAA OR AAAA’) AND (BBBB OR BBBB’) AND DDDD) 

         OR ((AAAA OR AAAA’) AND (CCCC OR CCCC’) AND DDDD). 

In adding words to the original search formula, it is highly possible that words unre-

lated to the user’s information need and prepositions are not candidate. We therefore 

set three constraints as the conditions of candidate words to be added to the original 

search formula to re-rank the research papers in the database: (1) candidate words are 

nouns, verbs, and adjectives; (2) a candidate word appears more than three times in the 

top 100 papers ranked by the original search formula; and (3) a research paper searched 

by the modified search formula are contained in the database. 

As an approach of adding search words to the original search formula, we select one 

or two types of words from the candidate word list. When adding a candidate word to 

the original search formula, we investigate all words in the candidate word set. When 

adding two types of candidate words to the search formula, we investigate all combi-

nations for the candidate words. For example, if XXXX, YYYY, and ZZZZ are in-

cluded in the candidate word list, the three candidate patterns (XXXX AND YYYY), 

(XXXX AND ZZZZ), and (YYYY AND ZZZZ) are created. 

3 Experiment 

3.1 Experimental Settings 

We used test collections of information retrieval tasks from the NTCIR-1 and 2 datasets 

[6, 7]. The NTCIR dataset contains 132 search tasks that describe the conditions of 

research papers satisfying the information need, and approximately 1000 to 4000 re-

search papers that are rated as relevant, partially relevant, or irrelevant for each task. In 

this experiment, we considered papers that were labeled as relevant or partially relevant 
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as satisfying a particular information need, and tested our system using the annotated 

research paper set for each search task. We also considered two types of search task 

with different research areas. Table 1 gives examples of the identification number, sum-

mary of the information need, original search formula, and number of annotated papers 

for each search task on the NTCIR datasets tested in the experiment. The search formu-

las in each search task were manually created by another subject majoring in the field 

of natural language processing (NLP) by reading the contents of the search tasks. 

In the evaluation, we measured the cumulative recall for the paper set of the top 1% 

to 100% (in 1% increments) of the ranking results and evaluated candidate words to be 

added to the original search formula according to the size of the graphical area of the 

cumulative recall. The recall was calculated as (the number of relevant papers included 

in the paper set of the top n%) / (the number of papers judged as relevant papers in the 

search task). As parameters of the ranking model [16], we set 𝛼 = 0.5, 𝛽 = 0.1, the 

number of topics as 10, 𝜆 = 0.5, and 𝜇 = 10. In LDA analysis, we used original formed 

words that were nouns, verbs, and adverbs as a part-of-speech in the abstracts. We used 

TreeTagger [13] to distinguish the part-of-speech of words. 

Table 1. Example of detailed information on search tasks tested in the experiment.

Task 
num. 

Summary of the information 
need 

Manually created search for-
mula 

Num. of anno-
tated papers 

0059 Research papers on automatic 
construction of a thesaurus. 

(thesaurus OR ontology) 
AND (construct OR create 
OR construction OR creation) 

2,608 

0138 Research papers on the syn-
thesis of stable triplet carbine. 

carbine AND (synthesis OR 
synthesize) 

834 

3.2 Experimental Results and Discussion 

Figs. 1 and 2 show experimental results obtained for the original search formula and 

the search formula with the addition of candidate words having the largest graph area 

of the cumulative recall. Fig. 1 shows results for search task 0059 while Fig. 2 shows 

results for search task 0138. Fig. 1 reveals that even if the subject majoring in the field 

of NLP creates a formula for searching research papers in the NLP field, the search 

performance is improved by adding queries such as "(pair AND word)" and "(relation-

ship AND word)" to the search formula. Fig. 2 shows that the formula for searching 

chemistry papers created by the subject with no background knowledge in the field is 

not elaborate. However, the search performance was dramatically improved by adding 

a combination of search words, such as "(interaction AND poly)" and (comparison 

AND interaction), to the search formula. These results confirm the effectiveness of 

adding a search word to the search formula created by the user and it can be considered 

necessary to modify the search formula to realize a better search. Moreover, these re-

sults suggest that it is better to use two types of search word than one type of word. 
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Fig. 1. Cumulative recall ratio curves of the ranking results obtained using search formulas for 

search task 0059. 

Fig. 2. Cumulative recall ratio curves of the ranking results obtained using search formulas for 

search task 0138. 

In future work, we aim to develop an approach that allows the user to discover words 

useful for improving search performance as shown in Figs. 1 and 2. As a simple ap-

proach, it is conceivable that the system asks the user to judge some of top papers 

ranked by the original search formula and then estimates candidate words by feeding 

back the annotation results. By using the annotated paper set, for example, the system 

can find words that related to the information need from various viewpoints. Table 2 

shows some candidate words that appear high frequently in the relevant paper set in the 

top 100 papers ranked using the original search formula in each search task. Table 3 

shows top candidate words sorted according to (frequency of appearance in the relevant 

paper set) / (frequency of appearance in the paper set) for the top 100 papers ranked by 

the original search formula in each search task. It is seen that some candidate words 
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shown in Figs. 1 and 2 appear in Tables 2 and 3 for each search task; in particular, 

"pair" and "interaction", which do not appear in Table 2, appear in Table 3. These re-

sults show that it is possible to obtain indicators for the selection of candidate words by 

receiving feedback for the search result from the user. However, to appropriately select 

words used for modification of the original search formula, it is necessary to judge not 

only using the indices given in Tables 2 and 3 but also, for example, considering how 

the word is related to the information need, and whether to treat the word as a synonym 

in a concept unit in the original search formula or as new concept unit for the original 

search formula. Furthermore, as shown in Figs. 1 and 2, when adding new search words 

to the original search formula, the search performance is improved by adding two types 

of unit rather than one type, however, it is difficult to judge whether between words in 

the candidate word list have a relationship of AND, OR or originally no relation for the 

user. For example, "(word AND term)" in Fig. 1 is better to treat as "(word OR term)" 

because these words are synonymous. The relationship between these words may be 

understood by the user majoring in the NLP field, however, it is a burden to grasp the 

relationship manually for the user majoring in the different field. It can therefore be 

said that a framework that supports how to combine candidate words is also necessary. 

Table 2. Examples of candidate words appearing high frequently in the relevant paper set in the
top 100 papers ranked using the original search formula. 

Task Candidate words 

0059 paper, method, word, dictionary, base, information, machine, use, language, relation, 

semantic, knowledge, classification, important, problem, Japanese, result, concept 

0138 1, property, polymer, other, work 

Table 3. Examples of candidate words having the highest ratio calculated as (frequency of the
appearance in the relevant paper set) / (frequency of appearance in the paper set) in the top 100 
papers ranked by the original search formula. 

Task Candidate words 

0059 suitable, attempt, readable, translation, similarity, pair, high, algorithm, value, clas-

sification, verb, corpus, point, important, sentence 

0138 equation, al., applicable, H., interaction, recent, et, diamine, orientation, work, atten-

tion, mol, organometallic, atom, open, table, s, 60 

4 Related Work 

A query suggestion is the most relevant task in our research. This task is intended to 

recommend semantically different queries from a query input by the user and is differ-

ent from query expansion by acquiring synonyms. For the query suggestion, in addition 

to studies using query logs and session information [1, 5, 9], several studies have rec-

ommended queries based on document sets retrieved from a database using relevant 

feedback [8, 15]. Verberne et al. proposed an approach that recommends queries related 

to the user’s information need from the initial query by an interactive operation based 

on the relevance feedback [15]. Kim et al. proposed a method of automatically estimat-

ing Boolean queries using pseudo-relevant feedback and a decision tree [8]. Pseudo-

relevant feedback is a relevant feedback assuming that the highest-ranked documents 
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are relevant. We consider that good results can be obtained when applying this model 

to the ranking result obtained using the original search formula as shown in Fig. 1. 

However, it is possible that pseudo-relevant feedback produces a poor result when ap-

plied to the result ranked by the original search formula as in Fig. 2. Relevant feedback 

provides relatively stable performance because the user manually judges documents to 

be relevant or irrelevant in the search result. Although reference [15] used only docu-

ments judged as relevant, we consider that estimates the candidate words by using rel-

evant and non-relevant information judged by the user. 

For the annotation work in our system, we will also investigate a method to mitigate 

the cognitive burden on the user. In Tables 2 and 3, we estimated the candidate words 

from the top 100 research papers. But actually, it may be costly for the user to read all 

sentences in the abstract and judge whether each paper is related to the information 

need. However, if the same effect as when judging top 100 papers may be obtained by 

judging only the top 30 or 50 papers, the cost for the user will be less than half. We also 

consider that the same effect of reading all sentences in the abstract can be obtained by 

reading only sentences related to the user’s information need when judging whether the 

research paper is related to the information need. This is based on the knowledge that 

if a user searches the papers related to the information need, he/she will mainly judge 

whether a paper is relevant from sentences related to the information need in the ab-

stract. If such effect is confirmed, the user’s cognitive burden will more decrease by 

presenting only sentences related to the user’s information need in the abstract. 

5 Conclusion 

Our research task is to construct a framework for supporting the creation of a search 

formula more accurately reflecting the user’s information need in an academic paper 

search. As the first step, we verified the effectiveness of adding new search words to 

the original search formula using the operator AND. In future work, we will develop 

methods of effectively estimating search words that will improve the search perfor-

mance and decreasing the user’s cognitive burden for the modification of the original 

search formula and annotation work whether the research paper is related to the infor-

mation need. 
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