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Abstract

In the last decade important relationships between Laplacian eigenvalues and the eigenvectors
of graphs and several other graph parameters were discovered. Spectral clustering uses eigenvalues
and eigenvectors of matrices associated with graphs to find clusters in the graphs and is widely
used to analysis the social networks, web graphs, communication networks etc.

In this thesis, we present some of the results and discuss their consequences in spectral cluster-
ing and graph energy. We mainly consider normalized Laplacian matrix to find the bipartitions
of graphs. There is a close relationship between the second smallest eigenvalue of normalized
Laplacian matrix and the normalized cut introduced by Shi and Malik. We compare these two
clustering methods and discuss their performances. Several authors considered the applications of
normalized cut for graph partitioning and less attention is paid for theoretical explanation of this
measure compare with isoperimetric and Cheeger constant. Here we use the notation Mcut(G)
to represent the minimum normalized cut and derive formula for Mcut(G) of some basic classes
of graphs such as paths, cycles, complete graphs, double trees and cycle cross paths and some
complex graphs such as lollipop type graphs LPn,m and LP ′

n,2, roach type graphs Rn,k, weighted
paths Pn,k and double tree cross paths.

Next we discuss three matrices associated with graphs called difference Laplacian matrix, nor-
malized Laplacian matrix and signless Laplacian matrix and review some known results. Specially
we discuss the boundary values of the second smallest eigenvalue of the difference and normalized
Laplacian matrices using isoperimetric number and Cheeger constant. Next we address the prob-
lem of finding graphs which perform poorly on spectral methods. We use the term Lcut(G) to
represent the minimum normalized cut of partitions produced by the second eigenvector of nor-
malized Laplacian matrix. We give counter examples of graphs and conditions, where Mcut(G)
and Lcut(G) produce different clusters on graphs.

Next we address the problem of finding directed graphs with minimum Laplacian energy.
First, we define Laplacian energy of a directed graph as the sum of squares of eigenvalues of a
Laplacian matrix. Then we derive a formula for Laplacian energy of a simple directed graph using
outdegrees of vertices. This motivates us to consider the problem of minimizing sum of squares
of degrees in order to find the graphs with minimum Laplacian energy.

Finally, we demonstrate the experimental results about spectral clustering on directed graphs.
We extend the undirected spectral clustering algorithms to directed graphs using directed Lapla-
cian matrix. Further we propose an algorithm based on merging techniques.
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