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## Abstract

Conventional electrical router experiences a severe problem in power consumption especially for sustaining the future demand of data traffic. Optical switch is attractive because it will decrease the power consumption of the router by eliminating the optical-electrical-optical (OEO) signal exchange. One of the optical switch is based on Si-wire waveguide, known as the optical spatial switch. One of the advantage by using Si-wire waveguide is the possibility to realize revolution of on-chip communication. Moreover, silicon photonics can deliver dense footprint and also nanosecond scale reconfiguration time using electro-optic phase shifter. However, scalability for high integration of this optical switch become the main challenges to realize the optical switching. It works based on the optical input and output ports, thus, it needs the S-bend region for fiber array connection although the dimension of switching element is reduced by the latest silicon photonics technology. To overcome this issue, we proposed optical mode switch.

Optical mode switch can be realized because the optical mode that is orthogonal with each other can be mux/demux. Differently with the optical spatial switch, it only requires a single few-mode fiber (FMF) or multi-core fiber (MCF) connection in the both input and output port. Thus, the matrix size limitation issue of the high integration in the optical spatial switch can be
improved. So far, we have demonstrated the device principle by utilizing the passive device.

The electrically controlled mode switch has been demonstrated with the mode crosstalk of approximately -10 dB for 1550 nm wavelength with the injection current of $60 \mathrm{~mA}(5.7 \mathrm{~V})$ for the TE mode. While the mode-switching time of $2 \times 2$ silicon optical mode switch by using p-i-n trench structure was 40 ns for first order mode to fundamental mode, and a switching time of 60 ns for fundamental mode to first order mode. This switching time can be improved by optimize the p-i-n trench structure as the main part to shift the phase of the fundamental mode in one of the arms. The improvement can be done by optimize the trench dimension, increasing the dose level, and optimize the implantation energy.
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## Chapter 1

## Introduction

The rise of cloud computing and other web applications induces data storage to be centralized in data centers. This idea of using data centers to form a seamless infrastructure capable of running applications and storing data remotely will make the Internet Protocol (IP) traffic to grow exponential pace continuously. It is following the proliferation of smart mobile devices and driven by increasing demands for multimedia, video-on-demand, and other data services $[1,2]$. It makes Data Center (DC) networks are suffering from the growing demands, various applications and virtualization trends [3-5].

This condition has created the communication traffic to/from data center getting higher, the demand of interconnection network in data centers increased, and also more powerful large-scale of data centers is needed. It is expected that the projected future interconnection network traffic cannot be sustained without consuming the excessive amount of power. Thus, the data center need to be improved in order to support the very large scales of internet traffic while also keep the footprint and lower the power consumption. To overcome these problems due to the hardware limitations of electrical DCs, optical switching has been investigated in several projects to realize the all-optical networks [6-8].

The objective of this thesis is to develop the all-optical network system for data centers that can follow the internet connection traffic trends while
keeping the low scale and higher energy efficiency. Following the ongoing research of data center network design, we aim to use the mode division multiplexing (MDM) for the scalability and energy efficiency improvement.

### 1.1 Background: Challenges of the present data center networking

The recent DCs are organized in a multi-tier topology where the electronic switches are used for the interconnection between groups of servers and top-of-rack (ToR). However, there is a limitation of I/O bandwidth due to the use of a ball grid array (BGA) in the hardware package [9]. Moreover, by using the conventional electronic switches, optical-to-electrical and electrical-to-optical (OEO) converter is needed, which leads to high power consumption, limited scalability, and also high latency.

### 1.1.1 high power consumption

The excessive amount of power consumption is one of the most challenging to maintain the demand of future internet traffic. The estimation from a green peace report said that the global demand for electricity from data centers will be triple from 330 billion kWh in 2007 to more than 1000 billion kWh in 2020 [10]. Fig 1 shows the breakdown of energy consumption by different components of a data center [11]. It shows that server and storage and also network hardware spend 26\% and $10 \%$ of the total power, respectively. The network seems only spent $36 \%$ of the total power, however, the electronic and switch in the
conventional data center taking part for the consumption from the cooling system. A single switch in higher data center network tiers can consume more than ten kilowatts if cooling system also being considered [12].


Fig. 1. A breakdown of energy consumption by different components of a data center [11]. Most of the cooling is needed for the electronic and switch part of the data center.

### 1.1.2 Limited scalability

According to Cisco, the annual global data center will reach 20.6 Zettabytes (ZB) or 1.7 ZB per month by the end of 2021, up from 6.8 ZB per year or 568 exabytes (EB) per month in 2016 [13]. However, the architecture based on Ethernet links and switches has a limited capacity to manage this traffic flowing within data centers. The data center network also will be hard pressed by the technology trends and seems
that the Moores's law seems to be applicable to increase the performance for the near future [14].

### 1.1.3 Space management

In order to follow the demand of future internet traffic, nonblocking data center connectivity is needed. It would require a massive amount of Ethernet cables when the data center should accommodate millions of server cores [14]. It will lead to severe implementation, management, and maintenance problems.

### 1.1.4 High latency

The conventional routers yield a relatively high and variable latency or delay, thus, it is not capable of supporting many multimedia applications. Which means they are also incapable to operate at the gigabit speeds. Meanwhile, the oversubscription ratio is increased rapidly. Oversubscription is defined as the ratio of the worst-case achievable aggregate bandwidth among the end hosts to the total bisection bandwidth of a particular communication topology [15]. For examples, servers are able to communicate within the rack at the full rate of their interfaces [14]. Uplink from ToRs are typically 5:1 to 20:1 oversubscription, or 2 to 8 Gbps uplink for 40 servers [16]. Paths through the highest layer of the tree may even be 240:1 oversubscribed [16, 17].

### 1.2 Proposed solution: optical mode switch for faster switch and scalable architecture

To overcome these problems due to the hardware limitations of electrical DCs, optical switching has been investigated in several projects to realize the all-optical networks [6-8]. The purpose is to overcome the power issue and electrical-to-optical (OEO) signal exchanges problem in the conventional router, OEO switching process has a low latency of ns order switching [18]. There are three major properties of optical transmission technology: ultra-high capacity, low power consumption, and small footprint.

### 1.2.1 Ultra high capacity

One of the problems in optical signal processing is the capacity of single-mode fiber that almost reaches the physical limit of $100 \mathrm{~Tb} / \mathrm{s}$. There are several digital signals processing (DSP) method that can accommodate the explosive growth of data communication traffic. These methods are Time Division Multiplexing (TDM), Spatial Division Multiplexing (SDM), Wavelength Division Multiplexing (WDM) and Mode Division Multiplexing (MDM). These techniques can be realized by using the multi-core fibers (MCF) and multi-mode fibers (MMFs) as a form of multi-input multi-output (MIMO) transmission [19-21].

### 1.2.2 Low power consumption

Low power consumption is one of the major characteristics of optical links and switches [22-24]. Optical switching technology has a power efficient because of the bit rate transparency, which means it
consumes power independent of the bandwidth of the signal it switches [14]. As the result, power per unit bandwidth in optical switches could be lower than the electronic switches.

### 1.2.3 Small footprint

A fiber optic has only a diameter of $125 \mu \mathrm{~m}$, however, it has a significant capacity to provide. Optical switching components could be built very compact through photonic integration [14]. However, minimize the cable installation in the data center architecture is needed in order to make the installation, management, and maintenance more efficient.

In the conventional SDM, optical transmission is currently utilized in data centers only for some point-to-point links on multimode fibers. To extend the capacity a new installation of fiber is needed, however, there are not so many rooms left for it. As already mentioned in 1.2.1, There are several DSP methods that can accommodate the explosive growth of data communication traffic. These methods are attractive because it can be realized by using the MCF and MMFs as a form of MIMO transmission [19-21]. For example, WDM with ring topology is attractive because it doesn't need to be connected with each other while still accommodate a massive data communication traffic. However, to keep increasing the capacity, the MDM combine with WDM has been studied. In here to treat the modes, optical mode switches and add/drop multiplexer are needed. Figure 2 shows the
evolution of router connection architecture. While the add/drop multiplexer is shown in fig. 3.


Fig. 2. The evolution of router connection architecture. The combination of MDM and WDM will increase the capacity of communication traffic.


Fig. 3. Add/drop multiplexer in optical mode switch architecture. Add drop is needed to connect each user with the main line of ring topology.

The focus in this research is to design a data center network for the next generation of optical switching by using the MDM with a ring topology. However, there are so many steps to be done to realize this system. In the beginning, the study of optical mode switch is discussed in this thesis.

There are several types of optical switch, optomechanical switches [25], micro-electro-mechanical systems (MEMS) switches [26, 27], electro-optic switches [28], thermo-optic switches [29], liquid-crystal switches [30], bubble switches [31], semiconductor optical amplifier switches [32], and fiber bragg grating based switches [33,34]. The application is different from each other, depends on the needs for a telecommunication system. From all the types of optical switch, waveguide-based optical space switch is more attractive because it can utilize refractive index change that may result in high-speed operation of ns order switching. It is believed that by using the optical switch, can save up to 92 percent space and 96 percent power [35].

However, the switch matrix size issue occurs on waveguide type optical space switch due to the bending waveguide region to open up toward array fiber. This problem occurs because normally it has an adjacent spacing of 125 $\mu \mathrm{m}$, even if the size of switching elements is reduced by the latest advanced waveguide technologies including wire waveguide, silicon photonics, and photonic crystal. The other problem is the fiber nesting that is occurred because we need a lot of input port and the output port. In order to overcome the fiber nesting and the switch matrix problems in optical switching, we proposed the optical mode switch.

### 1.3 Optical mode switch: state of the art

Compared to a conventional optical spatial switch, the optical mode switch only needs one input and output port by employing a few-mode fiber (FMF) or a multicore fiber (MCF). A number of optical modes switches have been reported, such as the one driven by electromagnetic field [36], thermosoptically tuning waveguide with Mach-Zehnder Interferometer (MZI) structure [37], electro-optic grating Lithium Niobate (LN) waveguide [38] and an MZI structure with a phase shifter [39]. The summary of optical mode switch technology is shown in Tab. 1. However, these mode switches suffer from low switching speed, high driving voltage, and large size. On the other hand, Si-wire based optical spatial switch is attractive because of the potential for high-speed operation and low power consumption [40, 41]. Moreover, silicon photonics offers merits of dense footprint and nanosecond reconfiguration time using an electro-optic phase shifter [42, 43]. The Yjunction and multimode interference based on SOI that was done by McGill University group have a high-speed result of the two-mode switch, however, the device is integrated with the $2 \times 2 \mathrm{MMI}$ structure [44]. It makes the output of the device is fundamental modes but in the different output ports. Among these optical mode switches, we fabricated the device that has only one input port and one output port that will simplify the installation method.

Table. 1: Summary of Optical Mode Switch

| Year | Total <br> modes | Structure | Length <br> Dimension | Voltage <br> And $\lambda$ | Switching time | Ref |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2013 | 2 | Symmetric Y- junction waveguides | - | - | - | [45] |
| 2014 | 2 | Two mode fibers inside magnetic coil | 100 mm | 50 V for $1550$ <br> nm | - | [36] |
| 2014 | 2 | Mach-Zehnder <br> Interferometer <br> waveguide by using <br> Dow Chemical <br> benzocyclobutene | 3.5 mm | - | - | [37] |
| 2015 | 2 | Long-period waveguide grating in lithium-niobate | 8 mm | 35 V for $1544$ <br> nm | - | [38] |
| 2016 | 2 | Mach-Zehnder <br> Interferometer <br> waveguide with one input port and output port. | 1.5 mm | 5.6 V | $\begin{aligned} & 40 \mathrm{~ns}- \\ & 60 \mathrm{~ns} \end{aligned}$ | [46] |


| 2016 | 2 | Lithium-niobate Mach-Zehnder interferometer | 24 mm | 3 V for $1550$ <br> nm | - | [40] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2017 | 2 | Y-junction and multimode <br> interference based on SOI. | 0.6 mm | 1.22 V <br> for <br> 1550 <br> nm | 2.5 ns | [44] |

### 1.4 Thesis construction

This section provides the overview of the later chapters of this thesis. We begin with the study of the available technologies from the research community aiming at resolving the challenges in data center networks. Our technical contribution is followed in three chapters and finally concludes the thesis.

In chapter 2, to realize the optical mode switch, 2 modes optical mode switch is proposed as the preliminary design of the optical mode switch. In this work, the theory of how to realize the optical mode switch will be discussed.

In chapter 3, in this chapter, the mode evaluation theory will be discussed. MMI mode filter was used experimentally. The mode-switching with an injection current of $60 \mathrm{~mA}(5.7 \mathrm{~V})$ was successfully evaluated with mode-crosstalk of 10 dB at $\lambda=1550 \mathrm{~nm}$ for the TE mode.

In chapter 4, the mode switching speed will be discussed. A minimum of less than 60 ns and 40 ns mode switching time for the fundamental mode to first order mode and vice versa, was achieved respectively.

In Chapter 5, the above results have been summarized and clarified about the future view of the proposed waveguide structure.
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## Chapter 2

## Two Modes Optical Mode Switch Design

### 2.1 Mode division multiplexing

Mode Division Multiplexing (MDM) is employing the advantage of multi-mode fiber to transmit a different kind of optical modes. The idea is almost the same as Wavelength Division Multiplexing (WDM), however, the source is varied by optical modes. Optical modes can be easily multiplex and demultiplex by using the directional coupler on the silicon-on-insulator platform [1]. However, to optimize the performance of MDM, group delay spread and mode-dependent loss and gain should be considered.


Figure 1. Schematic of MDM with three different modes. It's only need at least one multi-mode fiber in MDM configuration. The modes can be switched by using optical mode switch.

Figure 1 shows the schematic of MDM with three different modes. The signals from multiple senders are transmitted as fundamental mode, however, the signals then propagate as different modes after the multiplexer. Then, the signals are sent to each destination as a fundamental mode with the help of demultiplexer. Thus, by implementing this schematic of MDM, optical mode switch can accommodate both high switching speed and also high capacity of data traffic.

### 2.2 Device configuration

In order to realize the optical mode switch, high switching speed is not only the important characteristic that needs to be achieved. The high output power is also beneficial in order to get a clear signal transmission. Thus, the device configuration is also needed to be optimize. There are two important parameters for the structure, mode combiner and p-i-n trench structure, in order to optimize the output power of the signals.

### 2.2.1 Mode combiner

Figure 2 shows a schematic of the optical mode switch for the fundamental-mode and the first-order mode. As shown, the configuration is similar to that of a Mach-Zehnder interferometer, however, there is a difference in the waveguide width of the $Y$-junction connected to the two single-mode waveguides [2]. Here, we use the symmetric Y -junction that is suitable for equal power splitting [3-6]. The width of the waveguide at the Y -
junction is designed to be twice of the arm's width to realize mode combining for the fundamental mode as well as the first-order mode. On the other hand, to realize mode switching, we designed the symmetrical arms with a refractive index change region in one of the arms. We injected electrical current to this region to generate a $\pi$-phase difference between arms.


Fig.2. Optical-mode switch configuration. Input and output signals are in the form of fundamental mode and first-order mode with the same input and output port.

When the fundamental mode is injected in the input port, it is going to split into two fundamental modes with the same phase at the 3 dB splitter. While when the first-order mode is injected, it is split into two fundamental modes with phase $\pi$ difference each other. Figure 2 shows the beam propagation method (BPM) simulation results of the optical mode switch between fundamental mode and first-order mode. When the phase shifter is the bar-state Fig. 3.a, the modes propagate and then couple at the mode coupler into the same modes as the injected modes. When a certain current is injected into the phase shift region and the phase shifter is cross-state Fig. 3.b, the phase of the one split fundamental mode is shifted with $\pi$. Thus, these are coupled as the first-order mode at the end. Meanwhile, the injected first-
order mode is converted into the two fundamental modes in the same phase, and then couple as the fundamental mode. Thus, this structure realizes the switching between the fundamental mode and the first-order mode. In such a way, both modes are switched each other simultaneously.


Fig. 3. Simulation results for the (a) bar state and (b) cross state. Bar state shows the condition when there is no $\pi$ phase shift in one of the arms, while cross state shows the condition when there is a $\pi$ phase shift in one of the arms.

By injecting the electrical current, the concentration of free charges in silicon changes the refractive index of the material, thus, the phase of the light can be shifted. The relationship between refractive index changes in silicon and the injection of carriers in silicon at $1.55 \mu \mathrm{~m}$ wavelength is expressed by Soref and Bennet using experimental data [7]. This equation is almost universally used for the evaluation of optical modulation in silicon:

$$
\begin{equation*}
\Delta n=\Delta n_{e}+\Delta n_{h}=-8.8 \times 10^{-22} \Delta N_{e}-8.5 \times 10^{-18}\left(\Delta N_{h}\right)^{0.8} \tag{1}
\end{equation*}
$$

where $\Delta n_{e}$ and $\Delta n_{h}$ are the changes in the refractive index resulting from the change in free electron carrier concentration $\left(\Delta N_{e}\right)$ and free hole carrier concentration $\left(\Delta N_{h}\right)$, respectively.


Fig.4. Schematic of the mode combiner and its propagation field for the same phase between arms. (a) Propagation of light from left arm and (b) right arm, and (c) how the lights combine into the fundamental mode after the Y -junction.

Figures 4(a) and 4(b) show the propagation of light in a multimode waveguide after the $Y$-junction from each arm in the case of the phase of the light at each arm is the same. As shown in the figure, light from one arm propagates in a zig-zag manner [8]. This phenomenon is considered as follows (similar to mode-coupled theory): i) light from one arm is considered as a combination of even and odd modes at the starting point of the multimode waveguide; ii) owing to the propagation constant difference between even and odd-modes, the peak of the combination moves left and right along the direction of propagation; iii) as a result, the light propagates in a zig-zag manner, as shown in Figs. 4(a) and 4(b). This zig-zag propagation occurs for both cases of Fig. 4(a) and 4(b), however, there is the difference between odd modes and even modes. The phases of odd modes in the two arms are
different by $\pi$ [rad], while they are the same for even modes. Hence, the resulting optical field goes into the regular single mode, as shown in Fig. 4(c).


Fig.5. Schematic of the mode combiner and its propagation field for $\pi$ phase difference between arms. (a) Propagation of the light from left arm and (b) right arm, and (c) how the lights combine into the first-order mode after the

Y-junction.

Now, let us consider the case of $\pi$ phase shift in one arm (Fig. 5). The phenomena that occur at the same Y -junction is considered as follows: i) light from one arm is considered to be a combination of even and odd modes at the starting point of the multimode waveguide; ii) because of the propagation constant difference between even and odd modes, the peak of the combination moves left and right along the direction of propagation; iii) as a result, the light propagates in a zig-zag manner, as shown in Figs. 5(a) and 5(b). This zig-zag propagation occurs in both cases of Figs. 5(a) and 5(b), however, in this case, the phases of "even" modes in each arm are different by $\pi$ [rad] while the phases are the same for "odd" modes. So, the resulting optical field becomes the first-order mode, as shown in Fig. 5(c).


Fig. 6. Schematic and propagation field in mode combiner with the distance between arms of $10 \mu \mathrm{~m}$ : (a) $8 \mu \mathrm{~m}<r<16000 \mu \mathrm{~m}$, (b) $\mathrm{r} \geq 16000$ $\mu \mathrm{m}$, and (c) $\mathrm{r} \leq 8 \mu \mathrm{~m}$. These pictures shows that the undesired coupling when the $r$ is too large and a high loss when it is too small.

To realize a proper mode-combiner based on the Y -junction with two S bend waveguides as shown in Fig. 6 (a), there may be two critical issues that must be overcome: 1) one is undesired coupling between adjacent waveguides before light propagates into the multimode waveguide, and 2) the other is radiation loss, as explained below.
i. Undesired coupling occurs when bending radius R is too long, as shown in Fig. 6(b). This may degrade the mode. However, the significant undesired coupling is avoided easily when $r$ satisfies $r<16000 \mu \mathrm{~m}$.
ii. Radiation loss may occur when $r$ is too short [see Fig. 6(c)]. Figure 7 shows the radiation loss as a function of $r$ estimated by the finite domain time difference method (FDTD). Significant radiation is generated when $r \leq 8 \mu \mathrm{~m}$, as shown in the figure.


Fig. 7. Output power for short bending radius ( $\mathrm{r} \leq 8 \mu \mathrm{~m}$ ) estimated by FDTD method. It shows that above $8 \mu \mathrm{~m}$, the bending loss is almost zero.


Fig. 8. Opening space of $70 \mu \mathrm{~m}$ for silicon doping between arms of an actual device. This opening space is necessary in order to make the doped region for the phase shifter.

According to these results, the bending radius of $8 \mu \mathrm{~m}<r<16,000 \mu \mathrm{~m}$ is the design criteria for the mode combiner. For the actual device, we designed $r$ to be $610 \mu \mathrm{~m}$ to make a distance of $70 \mu \mathrm{~m}$ between arms for the opening space of ion implantation, as shown in Fig. 8. This distance is used to ensure sufficient space for wire bonding on top of the electrodes.

### 2.2.2 Trench p-i-n structure

In order to realize the optical mode switch, we fabricated a p-i-n structure in the phase shifter region. In here intrinsic silicon ( $\mathrm{i}-\mathrm{Si}$ ) is the waveguide part, thus it is essential to keep the propagation loss low. Thus, ptype and n-type regions must be connected to the waveguide in a lateral direction, as shown in Fig. 9(a), while the other region is fully etched. Thus, at least, a two-step dry etching process is needed. To simplify the fabrication into a one-step etching process, we fabricated a p-i-n trench structure by utilizing the aspect-ratio-dependent etching (ARDE) phenomenon [9, 10]. The silicon etches rate decreases as the open space size decreases. The illustration of wide and narrow open spaces when making a trench structure is shown in Fig. 9(b). A slight amount of the remaining Si layer bridges the p-doped region and the waveguide, as well as the $n$-doped region and the waveguide, for narrow open spaces. Thus, the p-i-n structure is realized by this technique.


Fig. 9. Cross-section of p-i-n structure. (a) Conventional p-i-n structure and
(b) p-i-n trench structure. The narrow opening space has lower etching rate than the wide opening space, thus, two different depths can be made.


Fig. 10. Propagation field profiles at the trench region. (a) Non-leaky condition and (b) leaky condition. It shows that too shallow trench will increase the propagation loss of the device.

However, one critical issue of the trench structure is its radiation loss toward the trench direction due to the relatively low refractive index contrast in the lateral direction that may cause leaky-mode propagation. Figure 10 shows example propagation field profiles of (a) non-leaky condition and (b) leaky condition at the trench region. As shown in the figure, if the trench region is designed as a leaky condition with a shallow trench, significant radiation happens that causes huge loss while deep trench prevents this radiation as shown in Fig. 10 (b). To side-step this radiation issue at the trench, we verified the design criteria of this region.


Fig. 11. The radiation loss as a function of thickness of remaining silicon layer. It shows that the narrower of the trench width Wt , the lower fabrication tolerance for the remaining thickness of $h_{s}$.

Figure 11 shows the radiation loss as a function of the thickness of the remaining silicon layer $h_{s} . W_{t}$ is the trench width and $h_{s}$ is the thickness of the remaining silicon layer. As can be seen in Fig. 11, the radiation loss is reduced as the trench width $W_{t}$ increased. When $W t$ is $0.50 \mu \mathrm{~m}$ and $\mathrm{h}_{\mathrm{s}}$ is less than $0.08 \mu \mathrm{~m}$, the radiation loss is suppressed below $0.1 \mathrm{~dB} / 100 \mu \mathrm{~m}$. The upper limit of $h_{s}$ increases as $W_{t}$ increases, thus, manufacturing tolerance is also significantly improved. Based on these design criteria with sufficient fabrication tolerance, we decided to fabricate $h_{s}$ of 30 nm to suppress the radiation loss with setting $W_{t}$ to be $0.8 \mu \mathrm{~m}$ in this work.

Before we fabricated the p-i-n trench structure, we investigated the etching rate as a function of open space size. We designed two sizes of open
spaces; $0.8 \mu \mathrm{~m}$ and $20 \mu \mathrm{~m}$, on the basis of silicon-on-insulator (SOI) rib waveguides. The structure was etched using inductively coupled plasma (ICP).


Fig. 12. The etching rate as a function of the opening space size. It shows that the narrow opening space $(0.8 \mu \mathrm{~m})$ has lower etching rate.


Fig. 13. Trench for p-i-n structure. Cross sections of (a) narrow opening $(0.8 \mu \mathrm{~m})$ and (b) wide opening ( $20 \mu \mathrm{~m}$ ). It shows that a different of 30 nm between narrow opening space and wide opening space can be made in the same etching process.

Figure 12 shows the etching rate as a function of open space size. As can be seen in the figure, the etching rate decreases as the open space size decrease. As shown in Fig. 13(a), 30 nm of Si layer remained as the connector of the waveguide to both the p -doped and n -doped regions after single-step dry etching, because of the etching rate difference.

### 2.3 Preliminary mode switch using different arm's length structure

In order to verify the basic operation principle of the optical mode switch, cross state device with a different arm's length corresponding to the refractive index conversion region was fabricated on the same substrate. The bar state device with symmetrical arm's length, was also fabricated. These devices were confirmed to be able to inter-mode switching.

To evaluate the mode crosstalk, instead of realizing the phase-shift region based on current injection, we fabricated physical length different devices in the arms [2]. Figure 14 shows the top view of the implemented devices. As can be seen in Fig. 14(a), the device has the same arm length to confirm bar-state. Meanwhile, the device has bending regions in one arm to have a $\pi$ phase shift between two arms to confirm cross-state. The devices were fabricated using silicon-on-insulator (SOI) wafers with $2 \mu \mathrm{~m}$ thick buried oxide layer (lower cladding layer) and 300 nm top Si layer (core layer).
(a) Bar state :

(b) Cross state :


Fig. 14. Top view of (a) symetrical arm and (b) the length different arms device. These device is needed as the preliminary experiment of optical mode switch.

The device was implemented by using inductively coupled plasma (ICP) dry etching technique. At the final process, the surface of the device was covered with $\mathrm{SiO}_{2}$ using plasma chemical vapor deposition method. The implemented device geometries are summarized in Tab. 1.

Tab. 1 Device geometries

|  | Dimension |
| :--- | :--- |
| Length | $1500 \mu \mathrm{~m}$ |
| Input output <br> width | $3 \mu \mathrm{~m}$ |
| Arm Width | $1.5 \mu \mathrm{~m}$ |
| Arm Length | $520 \mu \mathrm{~m}$ |
| Radius | $4.9 \mu \mathrm{~m}$ |
| Length different | $0.26 \mu \mathrm{~m}$ |



Fig. 15. Waveguide (a) without optical path difference and (b) with optical path difference. It shows the NFP from the bar state and cross state of the device, a clear fundamental and first order mode can be seen from the bar state and cross state, respectively.

Figure 15 shows the near-field pattern (NFP) of the fabricated devices. The injected light was TE fundamental mode light with $1.55 \mu \mathrm{~m}$ for both devices. As shown in figure 15(a), the regular fundamental mode was obtained, while regular first-order mode was clearly observed in Fig. 15(b) This result clearly shows that the proposed device principle worked well as the optical mode switch.

### 2.4 Conclusions

There are two parameters to optimize the optical propagation; the Y junction Radius $r$ and $p-i-n$ trench structure. The $r$ of the device should be larger than $8 \mu \mathrm{~m}$ to avoid the radiation loss but small enough to keep the small footprint. While in the p-i-n trench structure, the trench width of $W_{t}$ should be small enough to make the remaining silicon layer thick enough to realize
the plasma dispersion for phase shifting. The p-i-n trench structure was realized by utilizing the aspect-ratio-dependent etching (ARDE) phenomenon. The experiment shows that by setting the open space as $0.8 \mu \mathrm{~m}, 30 \mathrm{~nm}$ silicon layer was remained as the connector of the waveguide to both the p-doped and n-doped regions after single-step dry etching, because of the etching rate difference.
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## Chapter 3

## Mode Evaluation Method

The mode evaluation method is important to investigate the highspeed characteristic of the optical mode device because there is only one output port on the optical mode switch. Moreover, the switching is controlled by injecting the current into the phase shifter, therefore, the fundamental mode and the first mode might be mixed. Thus, the investigation of the mode crosstalk is needed. There are several techniques to distinguish the modes, by using a phase shifter [1], directional coupler [2,3], mode sorting [4], unbalanced Mach-Zehnder interferometer [5], and multimode interference (MMI) coupler [6]. Among these, we choose MMI coupler because it is easy to be integrated with the optical mode switch. There were two kinds of MMI structured that can be separated the modes; $2 \times 2 \mathrm{MMI}$ mode filter and $1 \times 3$ MMI mode filter.

Generally, the MMI devices are composed of two parts. One is the center of the multimode waveguide and the access waveguides as shown in Fig. 1. The center multimode waveguide supports a large number of modes, where the MMI occurs. A number of access waveguides are placed for the input ports and output ports. Such devices are generally referred to as $\mathrm{N} \times \mathrm{M}$ MMI couplers, where M and N are the numbers of input and output ports, respectively. Usually, this input and output ports are single mode waveguides for the high-performance MMI devices, however, it could be a few mode
waveguides depends on the application.


Fig. $1 \mathrm{~N} \times \mathrm{M} \mathrm{MMI}$ coupler


Fig. 2 Multimode waveguide, refractive index distribution and the supported modes. It shows the multimode waveguide width is $W_{M}$ and the propagating direction of modes is z-direction.

The 3-D multimode waveguide can be simplified to a 2-D model by effective index method as mentioned above. Fig. 2 shows a step-index multimode waveguide with an effective refractive index $n_{r}$ and a clad index of $\mathrm{n}_{\mathrm{c}}$. The multimode waveguide width is $\mathrm{W}_{\mathrm{M}}$ and the propagating direction of
modes is z-direction, as shown in Fig. 2 The supported modes number can be calculated by (1a) and (1b). The electric fields distribution of these modes in the multimode waveguide is also shown in Fig. 2. From the mode power distribution, the guided modes penetrated into the cladding can be seen, which is the Goos-Hahnchen shifts.

$$
\begin{align*}
& u=\frac{m \pi}{2}+\frac{1}{2} \tan ^{-1}\left(\frac{\omega}{u}\right)+\frac{1}{2} \tan ^{-1} \frac{\omega_{1}}{u} \quad(m=0,1,2, \ldots)  \tag{1a}\\
& \phi=\frac{m \pi}{2}+\frac{1}{2} \tan ^{-1}\left(\frac{\omega}{u}\right)-\frac{1}{2} \tan ^{-1} \frac{\omega_{1}}{u} \quad(m=0,1,2, \ldots) \tag{1b}
\end{align*}
$$

where

$$
\begin{gather*}
\left\{\begin{array}{c}
u=k \alpha \\
\omega=\xi \alpha \\
\omega_{1}=\sigma \alpha
\end{array}\right.  \tag{2}\\
k=\sqrt{{k_{0}{ }^{2}{n_{1}}^{2}-{n_{1}}^{2}}_{=}=k_{0} \sqrt{n_{1}^{2}-n_{\mathrm{eff}}{ }^{2}}}  \tag{2a}\\
\sigma=\sqrt{\beta^{2}-{k_{0}{ }^{2} n_{0}^{2}}^{2}=k_{0} \sqrt{n_{\mathrm{eff}}^{2}-{n_{0}}^{2}}}  \tag{2b}\\
\xi=\sqrt{\beta^{2}-{k_{0}{ }^{2} n_{s}^{2}}^{\prime}=k_{0} \sqrt{n_{\mathrm{eff}}^{2}-n_{s}^{2}}} \tag{2c}
\end{gather*}
$$

Where $n_{0}, n_{1}$, and $n_{s}$ is the refractive index of the coating layer, core, and cladding, respectively, and

$$
\begin{align*}
& \tan (u+\phi)=\frac{\omega}{u}  \tag{3a}\\
& \tan (u-\phi)=\frac{\omega_{1}}{u} \tag{3b}
\end{align*}
$$

For a symmetric waveguide, (1) can be written as

$$
\begin{gather*}
u=\frac{m \pi}{2}+\tan ^{-1}\left(\frac{\omega}{u}\right)  \tag{4a}\\
\phi=\frac{m \pi}{2 u} \tag{4b}
\end{gather*}
$$

## 3.1 $\mathbf{2 \times 2}$ MMI mode filter



Fig. 3. The schematic of $2 \times 2 \mathrm{MMI}$ coupler. An extra $\Delta \varphi$ is needed to make this MMI filter works. The lights will out in $\mathrm{TEO}_{\mathrm{A}}$ or $\mathrm{TEO}_{\mathrm{B}}$ depends on the $\Delta \varphi$ of the input lights.

Fig. 3 shows the $2 \times 2$ multimode interference ( MMI ) coupler, there are two input ports and two output ports. This MMI coupler works as follows: when the fundamental modes get through the both of input ports with a phase difference of $\Delta \varphi=\pi / 2$, TEO input will go through the MMI structure and output from $\mathrm{TEO}_{\mathrm{A}}$ as a fundamental mode. On the other hands, when the phase difference of $\Delta \varphi=3 \pi / 2$, the fundamental modes get through the MMI structure and output from $\mathrm{TEO}_{\mathrm{B}}$. This state can be seen when the first-order
mode gets through the MMI because the first order mode will have a phase difference of $\pi$ between the input arms.


Fig. 4 The schematic of optical mode switch with $2 \times 2 \mathrm{MMI}$ mode filter. This picture shows that an extra phase shifter is neede to make the MMI mode filter works.

The merit of this MMI structure is only two output ports needed to distinguish between the fundamental mode and the first order mode. However, there are two input ports as well, thus, the output port of the mode switching needs to be divided again by Y junction and a phase change region is also needed on one of the input ports to give an extra $\pi / 2$ phase difference. This structure will need a complicated fabrication process and evaluation process since another PIN junction is also needed for the MMI mode filter. Figure 4 shows the schematic mode switching with this $2 \times 2 \mathrm{MMI}$ mode filter.

### 3.2 1×3 MMI Mode Filter

In order to verify the potential mode crosstalk of the optical mode switch, we fabricated and integrated mode filter with the optical mode switch. This mode filter was designed based on multimode interference (MMI) coupler [7]. The principle of the MMI device is based on self-imaging as one of the properties of multimode waveguides. For filtering the fundamental mode and first-order mode, we use the simple $1 \times 3$ symmetrical rectangular shape of the MMI device that is shown in Fig. 5. The purpose is to distinguish the fundamental mode and first-order mode. It shows that, there is only 1 input port for this MMI mode filter but has 3 output ports. The merit of this MMI mode filter besides there is only one input port, a phase shifter is not needed to distinguish between the fundamental mode and the first mode. According to this merit, we chose this MMI mode filter configuration to investigate the mode crosstalk of our optical mode switch.


Fig. 5 The schematic of $1 \times 3 \mathrm{MMI}$ coupler. In this mode filter, only one input port is needed and no extra phase shifter is needed to make this mode filter works.

From self-imaging theory, the first-order mode injected in the center of the MMI propagates as the fundamental mode on both sides of the MMI at 3Lc/4, with Lc as beat length of the two lowest-order modes. On the other hand, the fundamental mode that is injected to the MMI at the center also propagates at the center port as the fundamental mode at 3Lc/4. Therefore, the fundamental mode propagates toward port P1 while the first-order mode will split into two and propagates toward port P21 and P22 as a single-mode. The BPM simulation result is shown in Fig. 6. Then, the transmittances of each mode are evaluated by monitoring P1, P21, and P22. The mode crosstalk was estimated by using the evaluated transmittances.


Fig. 6 BPM simulation result of Mode filter (a) Fundamental mode and
(b) first order mode input. It shows that the fundamental mode will out from the center output port, while the first-order mode will out from the side output ports.

### 3.3 Results and discussion

In order to evaluate the $1 \times 3 \mathrm{MMI}$ mode filter, we fabricated three different $L_{\text {MMı }}$ 208, 212, and $216 \mu \mathrm{~m}$ with the same $\mathrm{W}_{\text {Mмı }}$ as $10 \mu \mathrm{~m}$ [8]. We fabricate these three different $L_{\text {ммı }}$ to get the best mode crosstalk characteristic. The MMI mode filter will be fabricated and integrated with the optical mode switch, thus, the input port of the MMI mode filter should be the same as the input of optical mode switch whose width is $3 \mu \mathrm{~m}$.


Fig. 7. Evaluated crosstalk from the fundamental mode input. It shows that the best crosstalk was got from the device with the width of $208 \mu \mathrm{~m}$ with the crosstalk of approximately -20 dB .

Figure 7 shows the result of the evaluated MMI mode filter. The dashed line shows the simulation result of this MMI mode filter as the function of $\mathrm{L}_{\text {MMI. }}$. The simulation shows that the TE and TM show different results which means this device has a polarization dependency. We also can see that the
best crosstalk was achieved from the $L_{\text {ммі }}$ of $208 \mu \mathrm{~m}$ with the crosstalk of approximately -20 dB. From the result, the experimental result is totally different from the simulation result. Moreover, the experimental result looks shifted to the shorter $L_{\text {MMI }}$ than the simulation result. This condition happened because of the fabrication error when fabricating the device. The side etching effect was not considered when designing the MMI mode filter. Side etching effect makes the $\mathrm{W}_{\text {Mмı }}$ smaller than $10 \mu \mathrm{~m}$. The smaller $\mathrm{W}_{\mathrm{M} \text { мı }}$, the shorter $\mathrm{L}_{\mathrm{MMI}}$ needed to get a good crosstalk. Thus, the simulation result also will move to the shorter $L_{\text {ммı. }}$. Figure 8 shows the fabricated $W_{\text {ммı, }}$ which shows that the $\mathrm{W}_{\text {ммı }}$ is $0.3 \mu \mathrm{~m}$ smaller than the designed $\mathrm{W}_{\text {ммı }}$.


Fig. 8 The fabricated MMI mode filter. It shows the fabrication error of the mode filter, a side etching of $0.3 \mu \mathrm{~m}$ was investigated.


Fig. 9. Shematic of the integrated optical path difference device and $1 \times 3$ MMI mode filter.

For comparison purpose, we also fabricated different length variation for the path different device. The length difference is $0 \mu \mathrm{~m}, 0.22 \mu \mathrm{~m}, 0.26 \mu \mathrm{~m}$ and $0.30 \mu \mathrm{~m}$ that correspond to the refractive index change $\Delta \mathrm{N}$ of $0,0.003$, 0.004 , and 0.005 , respectively. We integrated the path difference device with the MMI mode filter to investigate the characteristic of MMI mode filter when the first-order mode is input into the MMI mode filter. Figure 9 shows the schematic of the integrated optical path difference device and the MMI mode filter.

As shown as a solid line in Fig. 10, the cross-state is realized at $\Delta N=$ 0.004. This result is matched well with the theoretical results shown as dashed lines in the same figure. The estimated crosstalk was approximately -10 dB for both TE and TM modes at exactly same $\Delta N$. This value is not sufficient for the practical use, however, there is a possibility that the best point may exist at slightly different $\Delta N$ of bellow 0.004 .

From the Fig. 10, it shows the insertion loss of this device which is approximately 20 dB with the crosstalk of approximately -10 dB . This insertion loss is the collective loss from the coupling loss, loss from the path difference device, and also fr om the MMI mode filter. This condition can be improved by applying the taper into the MMI mode filter as shown in Fig. 11. By the application of such a taper, the MMI coupler performance will be increased [9, 10].


Fig. 10. The Evaluated transmittance as a function of $\Delta \mathrm{N}$ for TE mode. The dashed line shows the experiment results from the arm's length different of $0 \mu \mathrm{~m}, 0.22 \mu \mathrm{~m}, 0.26 \mu \mathrm{~m}$, and $0.3 \mu \mathrm{~m}$, while the solid lines shows the simulation results..

The taper is an essential approach to diminish the transition loss between these two dissimilar waveguides of the access waveguide and the multimode waveguide. This dissimilarity makes the modes that propagate inside the MMI changes the phase, thus in some certain length of $L$ inside the MMI differs by 2 m , where is $m$ is integer [11]. As the taper width $W_{t}$ getting closer to the MMI width, then the transition of the access waveguide and the MMI will be smaller. Without taper, the field along the the MMI section diffracts dramatically first and then converges at some L.


Fig. 11. $1 \times 3 \mathrm{MMI}$ mode filter with taper. The taper will make the transition of the access waveguide and the MMI smaller.


Fig. 12. Transmittance simulation of fundamental mode input in $1 \times 3 \mathrm{MMI}$ mode filter with tapper. An improvement of 10 dB at a fabrication error of $0.5 \mu \mathrm{~m}$ can be gotten by using a tapper with the width of $1 \mu \mathrm{~m}$.

Figure 12 shows the transmittance simulation for the MMI mode filter with the application of the tapers. It shows the transmittance as a function of MMI width while the MMI length was fixed. The blue line shows that the
transmittance of the fundamental mode when there is no taper in the $1 \times 3$ MMI mode filter. The figure also shows that the MMI mode filter error without taper could reach $25 \mathrm{~dB} / 0.5 \mu \mathrm{~m}$. As already mentioned that the fabrication error of the MMI mode filter was $0.3 \mu \mathrm{~m}$, the propagation loss from the MMI mode filter itself could reach approximately 15 dB . On the other hand, the application of the taper can improve the MMI mode filter error into only $-15 \mathrm{~dB} / 0.5 \mu \mathrm{~m}$ for the width taper of $0.5 \mu \mathrm{~m}$ and $-10 \mathrm{~dB} / 0.5 \mu \mathrm{~m}$ for the taper width of $1 \mu \mathrm{~m}$.

### 3.4 Conclusions

In this chapter, we first gave a brief explanation of the mode evaluation method that we are using for the MMI mode filter. We were using the $1 \times 3$ MMI mode filter because there is only one input port for this MMI mode filter and no phase shifter is needed to make the MMI mode filter working. As a result, MMI mode filter with $\mathrm{W}_{\text {MMı }}$ of $10 \mu \mathrm{~m}$ and $\mathrm{L}_{\text {MMı }}$ of $208 \mu \mathrm{~m}$ shows the best mode crosstalk results. By integrating the MMI mode filter, a path difference device was integrated with the MMI mode filter to see the MMI mode filter performance over mode switching device. The result shows that the insertion loss of this device is approximately -20 dB with the crosstalk of approximately -10 dB . This MMI mode filter performance can be increased by applying the taper in the MMI coupler. Simulation result shows that the MMI mode filter with the taper width of $1 \mu \mathrm{~m}$ shows the best result of fabrication tolerance with only $-10 \mathrm{~dB} / 0.5 \mu \mathrm{~m}$.
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## Chapter 4

## Mode-Switching Time of $\mathbf{2 \times 2}$ Optical Mode Switch

Optical mode switch works by injecting the current into the p-i-n phase shifter. As already mention in section 2.2.2, intrinsic silicon (i-Si) is essential to keep the propagation loss low. There are two important things in the phase shifter that will determine the performance of the optical mode switch such as the power needed to change the phase and the switching time characteristic. This phase shifter performance characteristic is determined by the shape and the ion implantation to form the p-i-n junction.

### 4.1 P-I-N trench fabrication process.

As mentioned in section 2.2.2, the phase shifter was realized by fabricating a trench p-i-n junction structure to simplify the fabrication process. Due to the limitation of the specification of the lithography process, the narrowest pattern of the common photolithography stage aligner is $1 \mu \mathrm{~m}$. Thus, the patterning for the device was outsourced from 3D semiconductor research center.

Figure 1 shows the fabrication flow of the optical mode switch before the implantation of Boron. First, after the waveguide was formed, the $\mathrm{SiO}_{2}$ was deposited using plasma CVD that was outsourced to Semiconductor Center in Kitakyushu, as shown in Fig. 1 (a). This $\mathrm{SiO}_{2}$ layer is needed in order
to protect the waveguide from the ion implantation process. Next, the photoresist was deposited on the top of the $\mathrm{SiO}_{2}$. In order to open the window of $\mathrm{SiO}_{2}$ on one side of the ion implantation area for Boron ion implantation, the photoresist was patterned using stage aligner and developed. This process is shown in Fig. 1 (c) to Fig. 1 (d). The $\mathrm{SiO}_{2}$ was etched chemically using BHF, as shown in Fig. 1 (e). Then Boron ion was implanted to form the P-type Si in one depositing area for the phase shifter, as shown in Fig. 1 (f).


Fig. 1. Fabrication flow of Boron ion implantation from the cross section or the phase shifter; (a) p-i-n trench structure, (b) $\mathrm{SiO}_{2}$ deposition, (c)

Photoresist deposition, (d) Photoresist patterning and developing, (e) $\mathrm{SiO}_{2}$ etching, and (f) Boron ion implantation.

Figure 2 shows the fabrication flow of the Phosphorus ion implantation. After Boron ion implantation was finished, the photoresist was removed using plasma ashing and chemical removing. After that, the photoresist was deposited one more time to implant the Phosphorus ion, as shown in Fig. 2 (a). Then, the photoresist was patterned and developed to open the other side window of $\mathrm{SiO}_{2}$ for phosphorus ion implantation, as shown in Fig. 2 (b). Next, the $\mathrm{SiO}_{2}$ layer was etched using BHF to open the window for Phosphorus ion implantation, as shown in Fig. 2 (c). Next, the Phosphorus ion was implanted into the wafer to form the N -type Si , as shown in Fig. 2 (d). Then, at last, the photoresist was removed using a plasma ashing process and chemical removing.


Fig. 2. Fabrication flow of Phosphorus ion implantation from the cross section or the phase shifter; (a) Photoresist deposition, (b) Photoresist patterning and developing, (c) $\mathrm{SiO}_{2}$ etching, (d) Phosphorus ion implantation, and (e) Photoresist removing.

### 4.2 Ion implantation distribution

The ion implantation and distribution is important because it will determine the capacitance of the p-i-n junction. The capacitance of the p-i-n junction is dependent to the depletion region which is affected by the distribution of the ion inside the p-i-n junction. The switching speed will be increased if the capacitance of the p-i-n junction higher.

Ion implantation is done by implanted the dopant ions into the semiconductor by high energy ion beams. However, the distribution of the ion inside the semiconductor will not be uniformly distributed. The distribution will make a Gaussian distribution where the dose will reach the peak in some certain position inside the semiconductor. The profile of distribution is determined by the ion element and energy. The ion distribution was simulated using a software called "Stopping and Range of Ions in Matter" (SRIM) [1]. Fig 3 shows the implantation direction of the ion, the ion beam comes from above the device, thus the ion will be implanted from the surface of the device.


Fig. 3. Ion implantation direction looked from the cross section of the phase shifter. The ion is implanted from the surface of the device, it is then distributed inside the Si layer.


Fig. 4. Boron ions distribution inside the Si. It shows that the peak of the distribution of Boron atom is located in the center of the Si layer of 300 nm when the ion implantation voltage is 30 kV .


Fig. 5. Phosphorus ions distribution inside the Si. Differently from Boron, Phosphorus ions need more energy to penetrate inside the Si layer, 90 kV of ion implantation voltage is needed to make the ions distributed in the middle of Si layer of 300 nm .

Figure 4 shows the ion distribution of Boron inside the semiconductor for difference energy. The Si depth was set up as 1000 nm while the energy ion beams were $30 \mathrm{kV}, 40 \mathrm{kV}$, and 50 kV . The higher energy ion beams, the deeper peak of ion distribution inside the semiconductor, however, the peak concentration is lower. Figure 5 shows the Phosphorus ions distribution inside the Si. From the figures 4 and 5, the higher implantation energy is needed to implant the phosphorus ion inside the Si . This condition has occurred because the phosphorus atom is much larger and heavier than the boron atom.

### 4.3 Atoms diffusion in Si

In order to control the ion distribution inside the Si, diffusion is needed. Diffusion can be done by an annealing process. The diffusion property can be described and solved by a diffusion function [2]. The diffusion function is explained as below:

$$
\begin{equation*}
\mathrm{J}=-\mathrm{D} \frac{\partial C_{V}}{\partial x} \tag{1}
\end{equation*}
$$

$J$ is the number of dopant atoms passing through an area in a unit time, while $C_{V}$ is the dopant concentration per unit volume. $D$ is the diffusion coefficient of diffusivity with a unit of $\mathrm{cm}^{2} / \mathrm{s}$ and x is the distance along the diffusion path. By considering $J$ and $C$ are the functions of distance $x$ and time t , the equation (1) can be written as:

$$
\begin{equation*}
\mathrm{J}(\mathrm{x}, \mathrm{t})=-\mathrm{D} \frac{\partial C_{V}(x, t)}{\partial x} \tag{2}
\end{equation*}
$$

We assumed that no material is formed or consumed in the host semiconductor, we then obtain:

$$
\begin{equation*}
\frac{\partial C_{V}}{\partial t}=-\frac{\partial J}{\partial x}=\frac{\partial}{\partial x}\left(D \frac{\partial C_{V}}{\partial x}\right) \tag{3}
\end{equation*}
$$

When the concentration of the dopant atoms is low, the diffusion coefficient can be considered independent of the doping concentration:

$$
\begin{equation*}
\frac{\partial C_{V}(x, t)}{\partial t}=D \frac{\partial^{2} C_{V}(x, t)}{\partial x^{2}} \tag{4}
\end{equation*}
$$

To solve this function, ion concentrations, boundary, and initial condition is needed. The boundary condition is described as follow:

$$
\begin{equation*}
\int_{0}^{\infty} C_{V}(x, t)=A \tag{5}
\end{equation*}
$$

Which means that the dopant atoms (A) is constant. While the dopant concentration at $x=\infty$ is determined as:

$$
\begin{equation*}
\mathrm{C}_{V}(x=\infty, t)=0 \tag{6}
\end{equation*}
$$

If the peak of dopant atoms concentration is located outside the surface $(x=0)$ when $t=0$, the initial condition is expressed as:

$$
\begin{equation*}
C_{V}(x, t=0)=0 \tag{7}
\end{equation*}
$$

Thus, the diffusion condition is expressed by Gaussian profile:

$$
\begin{equation*}
C_{V}(x, t)=\frac{A}{\sqrt{\pi D t}} \exp \left(-2\left(\frac{x}{4 \sqrt{D t}}\right)^{2}\right) \tag{8}
\end{equation*}
$$

With the assumption of the peak position of initial dopant distribution is not located in the surface but in the position of $x=R_{p}$. Thus the diffusion equation become:

$$
\begin{equation*}
C_{V}(x, t)=\frac{\Phi}{\sqrt{\Delta R_{p}^{2}+2 D_{c} t} \sqrt{2 \pi}} \exp \left(-\frac{\left(x-R_{p}\right)^{2}}{2\left(\Delta R_{p}^{2}+2 D_{c} t\right)}\right) \tag{9}
\end{equation*}
$$

Here, $x$ is the depth of the semiconductor, $R p$ is the peak depth of dopant, t is annealing time, $\mathrm{D}_{\mathrm{c}}$ is the dispersion constant, and $\Phi$ is implantation dose [3].


Fig. 6. Dispersion of Boron as a function of time. It shows that the boron ions are distributed uniformly in 300 nm layer of Si after 60 mins thermal annealing.


Figure 7. Dispersion of Phosphorus as a function of time. Almost the same with boron ions, phosphorus ions are distributed uniformly in 300 nm layer of Si after 60 mins thermal annealing.

Figure 6 and Figure 7 show the atoms dispersion simulation in a function of time for Boron and Phosphorus, respectively. As shown in the figure, the annealing time makes the distribution of the atoms dispersed both into the surface and deep down to the Si wafer. This distribution is not only to the vertical direction of the wafer but also into the horizontal direction of the Si wafer which is needed to make the Boron ion penetrate closer to the intrinsic $\mathrm{Si}(\mathrm{I}-\mathrm{Si})$ to fill the gap between the doped region and the $\mathrm{I}-\mathrm{Si}$ waveguide as shown in the Fig.8. The gap length was 800 nm , thus the annealing time of 60 minutes should be enough to fill the gap area with some of the Boron atoms. If the ion fills the gap area, the intrinsic area will be narrower and the resistance will be smaller, thus, the switching time also will be faster.


Fig. 8. Dispersion of Phosphorus as a function of time. Some of the boron ions and phosphorus ions is needed to be distributed into the gap region between the I-Si and the doped region.

### 4.4 Results and discussion

We fabricated two open spaces $\left(W_{t}\right)$ to realize these $p$-i-n structures, the narrow $(0.8 \mu \mathrm{~m})$ and wide $(30 \mu \mathrm{~m})$ open spaces. The remaining Si layer of 30 nm from the original 260 nm Si thickness of the SOI wafer realized in the $0.8 \mu \mathrm{~m}$ narrow open space. Meanwhile, the entire Si layer is completely etched in the wide open space. For the ion implantation, the p -doped and n doped regions are implanted with a dosage of $2 \times 10^{15} \mathrm{ions} / \mathrm{cm}^{2}$, and the ion beam energies were 120 keV and 45 keV , respectively. The annealing process for both ion implantation was done at $1000^{\circ} \mathrm{C}$ for 30 minutes. By using this structure and ion implantation dosage, the refractive index change region based on p-i-n junction is realized to make a phase difference between the arms. Then, Ti and Al layers are coated on the top of doped regions for current injection.

In order to confirm the mode switching operation, we injected fundamental mode of 1550 nm laser to the input port of the implemented device and injected the electric current to the phase shift region of the implemented device. By subtracting the insertion loss of the implemented device, Fig. 9 shows measured normalized transmittance of the two-mode switch at the wavelength of 1550 nm as a function of the injected current for TE mode.


Fig. 9. Measured normalized transmittance as a function of the injected current. It shows that the injection current of 60 mA is needed to switch the modes.

The measurement was done by using the MMI mode filter. Blue (solid) and red (dash) lines show the transmittances of the fundamental mode and the first order mode respectively. The insertion loss of the device was 27 dB . As determined by comparing with the loss analysis of a straight waveguide fabricated simultaneously on the same wafer, there was no significant radiation loss at the Y -junction and the trench region. The main cause of the high insertion loss is fiber-coupling loss and propagation loss [4]. As mentioned in Chapter 3, the insertion loss for the path difference device is also approximately 20 dB with the most of the propagation loss came from the fabrication error from the MMI mode filter.

When injecting current, both of the power changed dramatically where the dip of fundamental mode was at 58 mA while the peak of first-order mode was at 62 mA , showing that the switching state occurred at approximately 60
$\mathrm{mA}(5.7 \mathrm{~V})$. The resistance of the device was $100 \Omega$ from the measurement by using IV meter. The maximum power of the first-order mode is higher than that of the fundamental mode. This condition occurs because we only measured one of the side output ports in the MMI mode filter and assumed that the output power from both of the side output ports to be the same. However, owing to the imperfection of the fabrication process, especially in the dimensions of the MMI mode filter, the output power of the side output ports is slightly different where the switching current and voltage were found to be relatively high. However, these will be improved by the optimization of the non-doped region, as it was approximately $5 \mu \mathrm{~m}$.

The mode crosstalk is measured to be -10 dB . This experimental result of mode crosstalk is higher than the simulation result [5], mainly because of the dimension inaccuracies of the fabricated device due to fabrication errors. The actual width of the fabricated MMI mode filter shows a difference of 0.3 $\mu \mathrm{m}$ compared to the designed value, as discussed in Chapter 3. If this error can be decreased less than $0.1 \mu \mathrm{~m}$, a lower mode crosstalk of -40 dB is expected. The switching behavior for the TE and TM modes should be different because the effective refractive index in a flat core Si waveguide generally have a strong polarization dependence [6].

We also confirmed the device output field at different driving current captured with an infrared camera. Figure 10 shows the results for the input light of the fundamental mode. At 0 mA , the image shows a clean fundamental mode pattern as shown in Fig. 10 (a). When current increases to 62 mA , the
image shows a clean first order mode as shown in Fig. 10 (b). Since the device output field shows clear fundamental mode and first-order mode patterns under different current, the phase error in the MZI arms due to fabrication error does not influence the mode switching operation.


Fig. 10. Output near-field images captured by an infrared camera at different driving current, (a) 0 mA and (b) 62 mA .

To measure the optical mode-switch dynamic response, we injected the electrical pulse-pattern signals to the phase shift region of the implemented device. A CW fundamental mode light of 1550 nm was injected, and the output light signal was monitored with a digital sampling oscilloscope using lensed fiber [7]. The insertion loss of the implemented device was compensated by using erbium-doped fiber-amplifiers (EDFA).

Figure 11 (a) shows the device output status from the injection signal of a 1500 ns with 2 V peak-to-peak square pulse (Fig. 11 (b)). Because the working voltage of the device was 5.7 V , to get a significant difference of fundamental mode when the current is injected and not injected, the signal was set to be between 3 V and 5 V by adding the bias DC as 3 V . From this condition, the status was evaluated by monitoring the output power at the fundamental mode port of the MMI filter under the room temperature of
$25^{\circ} \mathrm{C}$. When the current is set to cross-state (approx. $60 \mathrm{~mA}, 5 \mathrm{~V}$ ), the device status shows a lower optical power level which corresponds to the first order mode. In the case that the current is set to bar-state (3 V ), the device status shows a higher optical power level, which corresponds to the fundamental order mode.


Fig. 11. Experiment's configuration set up and the dynamic mode-switching results. (a) Experiment's configuration set up, (b) device output status, and (b) voltage signal. The signal was given to the device by using bias T with the Vpp of 2 V , bias DC of 3 V was used to get a clear status of fundamental mode and the first order mode.

We filtered the noise signal from the results by using Fast Fourier transform filters. The evaluation signal showed 10-90\% transit time as the switching time. Figure 12 shows the results after noise filtering. The switching time of 40 ns for the first-order mode to fundamental mode and a switching time of 60 ns for the fundamental mode to first order mode was observed as shown in Fig. 11.


Fig. 12. Measured mode-switching time result after filtering noise. (a) First order mode to fundamental mode, and (b) fundamental mode to first order mode.

From the graph above, the frequency response can be investigated by measure the output spectrum of the device to the input signal. Because the detected output signal was the fundamental mode that was detected when the injected current was zero or the input signal was "off". To compare the input signal and output signal, the input signal needed to be converted into a reverse signal.


Fig. 14. The reverse signal of the input signal. The $x$ axis shows the signal time position, the signal switch from off to on condition at 300 ns for one signal from 0 to 600 ns.

Figure 14 shows the reverse signal of the input signal in order to get the frequency response. The "off" condition now represents when the current was injected into the device, while the "on" condition represents when the current was not injected into the device. The current was injected with the 2 Vpp ( $21.053 \mathrm{~mA} / \mathrm{Vpp}$ ). It looks like between the "off" and "on" condition is not vertically changed, there is a slope with the distance of 1 ns. Fig. 15 shows the slope in the transition of "off" and "on" condition.


Fig. 15. The slope in the transition between the "off" and "on" condition of input signal. The $x$ axis shows the signal time position for the range of 10 ns in the switching part. It shows that the signal switches from "off" to "on" in 1 ns.


Fig. 16. The comparison between input signal and the device response. The x axis shows the time start from the signal switches form "off" to "on".

In order to get the frequency response, the comparison between the input signal and the device response is needed. Fig. 16 shows the comparison between them. In the figure, it shows that the device has the lowest response in the high frequency (approximately in order of 1 ns ) while it shows the high response for the low frequency of less than 3 dB (approximately at the point of 60 ns$)$. The detail of the frequency response is explained in Fig. 17.


Fig. 17. Frequency response of the $2 \times 2$ Optical Mode Switch. It shows the cut-off frequency of the device of 14 MHz .

Figure 17 shows the Frequency response of the $2 \times 2$ Optical Mode Switch. The result shows the frequency response of the $2 \times 2$ Optical Mode Switch to be nearly flat for low frequencies and all the input signal is passed directly to the output, resulting in a gain until it reaches its cut-off frequency point at 14 MHz . The cut-off frequency or -3 dB point, can be found using the standard formula,

$$
\begin{equation*}
f_{c}=\frac{1}{2 \pi R C} \tag{10}
\end{equation*}
$$

With the cutoff frequency $f_{c}$ of 14 MHz , the RC of $2 \times 2$ Optical Mode Switch is 11.3 ns. With the measured Resistance (R) of the device by using forward bias IV characteristic was $100 \Omega$, however, this resistance is different in a high frequency. At higher frequencies, the number of free carrier charges stored in the intrinsic does not appreciably change within the short period of the signal, and they constitute a conductive gas or plasma. The PIN diode behaves as a current controlled resistance whose value can be expressed as,

$$
\begin{equation*}
R_{f}=\frac{W^{2}}{2 \mu \tau I_{F}} \tag{11}
\end{equation*}
$$

Where $\mu$ is the mobility of carriers in the intrinsic region, $W$ is the I-region width, $\tau$ is the carrier lifetime and $I_{F}$ is the forward bias current. That shows that the high frequency resistance is smaller than the corresponding low frequency resistance at the same bias current [11]. Thus, the resistance of the device is expected as lower than $100 \Omega$, then the Capacitance (C) of the optical mode switch device is higher than 113.68 pF .


Fig. 18. Schematic cross-section of p-i-n trench structure after implantation of p -doped and n -doped.

To improve switching performance of the optical mode switch, the geometric parameters should be optimized for the p-i-n structure. One parameter is $h_{s}$, as shown in Fig. 18. The RC time constant does not depend on $h_{s}$ because of the $h_{s}$ of the resistance and the junction capacitance will cancel each other. On the other hand, a smaller $h_{s}$ is beneficial in decreasing radiation loss, as discussed in Chapter 2. However, a certain thickness is needed for the remaining Si layer to carry current between $\mathrm{p} / \mathrm{n}$ regions and the waveguide. Therefore, the $h_{s}$ of 30 nm was set in this study, under which the optical loss is negligible even with a small $\mathrm{W}_{\mathrm{t}}$.


Fig. 19. Configuration of (a) p-i-n junction with depleted area $\left(\mathrm{W}_{\mathrm{j}}\right)$ and undepleted area $\left(\mathrm{W}_{\mathrm{i}}\right)$ and (b) equivalent circuit of p-i-n junction.

Since the I-Si is actually not a pure Si but a low concentration of Borondoped Si, the equivalent circuit of p-i-n diode can be drawn as Fig. 19 because there are 2 main regions, depleted and undepleted [12]. Each of them is represented by $R$ and $C$ elements with subscript $j$ and I corresponding to the depleted and undepleted region. The capacitances of the two base regions are:

$$
\begin{equation*}
C_{j}=\frac{\varepsilon \varepsilon_{0} S}{W_{j}} ; C_{i}=\frac{\varepsilon \varepsilon_{0} S}{W-W_{j}} \tag{12}
\end{equation*}
$$

Where $S$ is the cross section area, $W$ is the diode base width. The depletion layer width $\mathrm{W}_{\mathrm{j}}$ is found using the expression [12]:

$$
\begin{gather*}
W_{j}=\sqrt{\frac{2 \varepsilon \varepsilon_{0} \varphi_{b}}{q N}}  \tag{13}\\
\varphi_{b}=V_{t} \ln \frac{N_{d} N_{a}}{n_{i}^{2}} \tag{14}
\end{gather*}
$$

Where $\varphi_{b}$ is the barrier (built-in) potential, $N$ is the base doping level, $n_{i}$ is the electron and hole concentration in undoped semiconductor material, $\mathrm{N}_{\mathrm{d}}$ is donor atoms concentration, and $\mathrm{N}_{\mathrm{a}}$ is acceptor atoms concentration. Thus the $W_{j}$ will be much smaller than the $W_{i}$. Thus, the distance between $p$ and $n$ regions $\left(W=W i+2 W_{t}\right)$ dominates the parasitic resistance of the p-i-n structure.


Fig. 20. Cutoff frequency as a function of width of the trench region. It shows that the smaller width will makes the cut-off frequency of the device higher.

By assuming that the only variable that changes just the W , while the doping condition just the same. Thus, the charge contrast region or the depletion area of I -Si and $\mathrm{N}-\mathrm{Si}$ is assumed to remain the same. As the result, the frequency response can be calculated as the function of W. Figure 20 shows the dependence of cutoff frequency as the function of W. It shows that the narrower the W , the higher cutoff frequency of the device. However, to prevent radiation loss due to the optical coupling between the waveguide and $\mathrm{p} / \mathrm{n}$ regions, $\mathrm{W}_{\mathrm{t}}$ should not be too small. The minimum width of the waveguide, $\mathrm{W}_{\mathrm{i}}$ should be at least $1 / 3$ of the wavelength. Therefore, a minimum W of $1.5 \mu \mathrm{~m}$ can be realized by setting both $\mathrm{W}_{\mathrm{t}}$ and $\mathrm{W}_{\mathrm{i}}$ to $0.5 \mu \mathrm{~m}$, resulting from the cutoff frequency of 55.5 MHz . while for the switching time, it can be improved to be 9 ns if this condition was applied to the device, as it is shown in Fig. 21.


Fig. 21. Switching time as the function of Width of trench structure. The smaller width will decrease the resistance of the device, thus, the switching time will be faster.

In order to further improvement of the switching performance, increasing the capacitance of the p-i-n junction is also necessary. Since the capacitance is dependent to the cross section $A$ and depletion layer $\left(W_{j}\right)$, and the cross section of capacitance and Resistance are eliminating each other, then, the possible way to decrease the capacitance is by increase the depletion layer [12]. Since the depletion layer is dependent to the base doping level N . Thus, Increasing the doping level should be considered for both $\mathrm{p}-\mathrm{Si}$ and $n$-Si region, while keeping in mind the effect on propagation loss [8].

The other way to improve the switching performance is by optimizing the diffusion of the doped Si in the trench p-i-n structure. According to the simulation by using SRIM, when the insulator layer of $\mathrm{SiO}_{2}$ was also calculated into the simulation, the peak of concentration distribution moves to the surface area, as shown in Fig. 22. While to make the diffusion of the doped region distributed equally to the surface and inside the Si , the peak should be located in the central of the Si layer, in this case, the thickness of Si was 300 nm which makes the central area should be 150 nm depth. Thus, the higher implantation energy is needed to optimize the doped distribution inside the Si.


Fig. 22. Boron ions distribution inside the Si with and without insulator layer of $\mathrm{SiO}_{2}$.

Since the current was injected from the surface of doped Si region of the p-type and n-type region, the total current that is needed to realize the $\pi$ phase shifted is also dependent to the resistivity of the doped region. Since the resistivity of the doped Si is dependent into the doped concentration which is the higher concentration of the dopant, the lower resistivity of the doped Si [9]. Thus, the total resistance of the trench structure can be decreased by increasing the concentration of doped region as well. However, too high dose ion implantation can change the properties of the photoresist. As the dose level increases, the photoresist cannot be stripped off completely by chemical strippers, hot nitric acids, or hot sulfuric acids; the chemical durability and hardness of the resist films are increased $[3,10]$.

### 4.5 Conclusions

We proposed an optical mode switch and found the switching time by using p-i-n trench structure was 40 ns for the first-order mode to fundamental mode, and a switching time of 60 ns for the fundamental mode to the firstorder mode. This switching time can be improved by optimizing the p-i-n trench structure as the main part to shift the phase of the fundamental mode in one of the arms. The improvement can be done by optimizing the trench dimension, increasing the dose level, and optimizing the implantation energy.
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## Chapter 5

## Conclusions and outlook

### 5.1 Conclusions

As mentioned in Chap. 1, the optical mode switch is attractive to overcome the problems in switching due to the hardware limitations of electrical DCs. The optical mode switch is expected to realize the optical switching with three major properties of optical transmission technology: ultra-high capacity, low power consumption, and small footprint. Several optical mode switches were proposed, however, majority these mode switches suffer from low switching speed, high driving voltage, and large size.

In Chap. 2 the schematic of the optical mode switch is described. The configuration that is similar to that of a Mach-Zehnder interferometer with a difference in the waveguide width of the Y -junction connected to the two single-mode waveguides. The width of the waveguide at the Y -junction is designed to be twice of the arm's width to realize mode combining for the fundamental mode as well as the first-order mode. The symmetrical arms with a refractive index change region in one of the arms was fabricated in order to realize the mode switching. In this index change region, the electrical current was injected to generate a $\pi$-phase difference between arms. There are two parameters to optimize the optical propagation; the Y -junction Radius $R$ and the $p-i-n$ trench structure. The $R$ of the device should be larger than $8 \mu \mathrm{~m}$ to avoid the radiation loss but small enough to keep the small footprint of the device. While in the p-i-n trench structure, the trench width of $W_{t}$ should be small enough to make the remaining silicon layer thick enough to realize the ion plasma dispersion for phase shifting. The p-i-n
trench structure was realized by utilizing the aspect-ratio-dependent etching (ARDE) phenomenon. The experiment shows that by setting the open space as $0.8 \mu \mathrm{~m}, 30 \mathrm{~nm}$ silicon layer was remained as the connector of the waveguide to both the p -doped and n -doped regions after single-step dry etching, because of the etching rate difference.

In Chap. 3 we gave a brief explanation of mode evaluation method that we are using for the MMI mode filter. We were using the $1 \times 3 \mathrm{MMI}$ mode filter because there is only one input port for this MMI mode filter and no phase shifter is needed to make the MMI mode filter working. As a result, MMI mode filter with $\mathrm{W}_{\mathrm{MMI}}$ of $10 \mu \mathrm{~m}$ and $\mathrm{L}_{\mathrm{MMI}}$ of $208 \mu \mathrm{~m}$ shows the best mode crosstalk results. By integrating the MMI mode filter, a path difference device was integrated with the MMI mode filter to see the MMI mode filter performance over mode switching device. The result shows that the insertion loss of this device is approximate 20 dB with the crosstalk of approximately 10 dB . This MMI mode filter performance can be increased by applying the taper in the MMI coupler. Simulation result shows that the MMI mode filter with the taper width of $1 \mu \mathrm{~m}$ shows the best result of fabrication tolerance with only $-10 \mathrm{~dB} / 0.5 \mu \mathrm{~m}$.

In Chap. 4 the mode-switching time of $2 \times 2$ silicon optical mode switch by using p-i-n trench structure was 40 ns for the first-order mode to the fundamental mode, and a switching time of 60 ns for the fundamental mode to first order mode. This switching time can be improved by optimizing the p -i-n trench structure as the main part to shift the phase of the fundamental mode in one of the arms. The improvement can be done by optimizing the trench dimension, increasing the dose level, and optimizing the implantation energy.

### 5.2 Outlook

We hope and believe that the optical mode switch will contribute to improving the performance of the data center to support the very large scales of internet traffic while also keep the footprint and lower the power consumption. Although the propagation loss was quite high and the current was not low enough, the switching speed was 40 ns and 60 ns. The performance can be improved by optimizing the fabrication process.

## Appendix

## List of symbol

A
The dopant atoms

C
Capacitance
$C_{i}$
Capacitance of undepleted area
$C_{j}$
Capacitance of depleted area
$C_{V}$
The dopant concentration per unit volume

D
The diffusion coefficient of diffusivity
$D_{c}$
The dispersion constant
$\Delta n$
Change in the refractive index
$\Delta n_{h}$
Change in the refractive index because of the change in free hole carrier concentration
$\Delta n_{e} \quad$ Change in the refractive index because of the change in free electron carrier concentration
$\Delta N_{e}$ The change in free electron carrier concentration
$\Delta N_{h}$ The change in free hole carrier concentration

| $\mathrm{f}_{\mathrm{c}}$ | Cut-off frequency |
| :---: | :---: |
| $\mathrm{h}_{\text {s }}$ | The thickness of the remaining Si layer in trench region |
| $\mathrm{I}_{\mathrm{F}}$ | The forward bias current |
| i-Si | Intrinsic Silicon |
| J | The number of dopant atoms |
| k | Wavenumber |
| $\mu$ | The mobility of carriers in the intrinsic region |
| N | The base doping level |
| Na | Acceptor atoms concentration |
| $\mathrm{N}_{\mathrm{d}}$ | Donor atoms concentration |
| $\mathrm{n}_{\mathrm{i}}$ | The electron and hole concentration in undoped semiconductor material |
| $\mathrm{n}-\mathrm{Si}$ | Silicon with Phosphorus doped |
| $\mathrm{p}-\mathrm{Si}$ | Silicon with Boron doped |
| $\phi$ | The guided modes number in MMI |
| $\varphi_{\mathrm{b}}$ | The barrier (built-in) potential |
| R | Resistance |
| $r$ | Radius |

$r$
$\mathrm{R}_{\mathrm{f}}$
Resistance of PIN diode

Rp The peak depth of dopant
$\omega$
Frequency

S
The cross section area
$\tau$
$u$
$W_{t}$
The trench width of trench region
x
The depth of the semiconductor

W
Width of the intrinsic part of PIN structure

Wi

W
Width of the depleted area of PIN structure

## List of abbreviations

| ARDE | The aspec-ratio-dependent-etching |
| :---: | :---: |
| BGA | Ball grid array |
| BPM | Beam propagation method |
| DC | Data Center |
| DSP | Digital signal processing |
| EB | Exabytes |
| EDFA | Erbium-doped fiber-amplifiers |
| FDTD | Finite domain time difference |
| FMF | Few-mode fiber |
| ICP | Inductive coupled plasma |
| IP | Internet Protocol |
| MCF | Multi-core fiber |
| MDM | Mode division multiplexing |
| MEMS | Micro-electro-mechanical systems |
| MIMO | Multi-input multi-output |


| MMF | Multi-mode fiber |
| :--- | :--- |
| MMI | Multimode interference |
| NFP | Near-field apattern |
| OEO | optica-electrical-optical |
| SDM | Spatial division multiplexing |
| SOI | Time division multiplexing |
| TDM | Transverse electric |
| TE | Top-of-rack |
| ToR | Wavelength division multiplexing |
| WDM | Zettabytes |
| ZB |  |

