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## Abstract

In recent decades, the classical public key cryptosystems like RSA and ECC are mainly holding accountable for the security of information and communication. However, Shor's quantum algorithm proposed in 1994 is proved that the hard mathematical problems underlying RSA or ECC can be solved in polynomial time on a quantum computer, so the existent cryptosystems will be broken completely in future. Nowadays, with the increasing threats from recent process of quantum computing, post-quantum cryptography (PQC) has become one of the main focuses in cryptography research and real world applications. Under this situation, NSA showed their intention to move to PQC in the near future in 2015. Then in 2016, NIST started to call for post-quantum cryptosystems officially to nip in the bud. Among all of the PQC candidates, the lattice-based cryptography is one of the most compelling candidates in PQC standardization, for its impressive efficiency derived from the simple and light constructions, and its promising quantum-resistant features.

It is vital to set the proper parameters for a cryptosystem before putting it into service. For the cryptanalysis on lattice-based cryptography, one should estimate the concrete hardness of the underlying hard mathematical problems, such as the shortest vector problem (SVP), the closest vector problem (CVP), the learning with errors problem (LWE) and their variants. In our work, we firstly study the BKZ reduction algorithm, which is one of the most important tools to analyze these hard problems. And then, we propose an improved progressive BKZ ( pBKZ ) algorithm and compare its efficiency with some previous works. By using our pBKZ algorithm, we solved some instances in the Darmstadt SVP Challenge, the Darmstadt Approximate Ideal Lattice Challenge, and the Darmstadt LWE Challenge. Simultaneously, we also propose an accurate simulator to estimate the computational cost of pBKZ algorithm on solving the (approximate) SVP problem.

Then we apply our pBKZ algorithm and its simulator on solving LWE problem. By invoking Kannan's embedding technique, LWE can be reduced to unique-SVP, which is another hard problem in lattice theory. Based on our experimental results in the Darmstadt LWE Challenge, we decide the critical parameters in Kannan's embedding technique: the number of necessary samples $m$ and the size of the embedding factor $M$.

Using the proper parameter settings and pBKZ simulator, we show how to estimate the practical hardness of solving the LWE problem.

In the end, we adopt the pBKZ simulator and the M.A. simulator to evaluate the secure parameter sets for Ding key exchange. We denote by RLWE the ring version of LWE problem. Ding key exchange is RLWE-based protocol, which is a proposal to NIST PQC standardization. To guarantee the error rate of key exchange protocol under $2^{-60}$, we gave two proper parameter sets covering the security of AES-128/192/256 respectively, which satisfy NIST's security category I, III and V respectively.

Our work makes contribution to NIST's PQC standardization project and provides useful reference for the cryptanalysis in lattice-based cryptography.
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## Chapter 1

## Introduction

### 1.1 Post-Quantum Cryptography

Post-quantum cryptography (PQC), also known as "quantum-resistant" or "quantumsafe" cryptography, is considered to be the next generational cryptographic algorithms which can withstand the outstanding quantum attacks.

Nowadays, the most widely applied public cryptographic schemes, such as RSA, ECC, DSA, ElGamal, Diffie-Hellman key exchange, etc., are constructed based on integer factorization problem (IFP), discrete logarithm problem (DLP) and their elliptic curve variants in certain groups, etc. With elaborately chosen parameters and implementations, the above cryptographic schemes are still secure against current computing resources. However, in 1994, Peter Shor proposed a quantum algorithm which can solve IFP and DLP on a quantum computer in polynomial time [78]. Therefore, once the sufficiently powerful quantum computer is developed, all of the above existences are vulnerable to such quantum computing with Shor's algorithm. Recently, a prototype quantum computer with 50 quantum bits was built [41]. Since the above cryptosystems are widely deployed in real world applications (e.g. HTTPS, online banking, cryptocurrency, software and updates etc.), it is vital to develop secure and practical post-quantum alternatives for the upcoming post-quantum world.

Currently there are several approaches to build post-quantum cryptography primitives: lattice-based cryptography, multivariate-based cryptography, code-based cryptography,
hash-based cryptography, etc. All these cryptosystems have advantages and limitations, therefore it is important to find the best trade-off between security and efficiency. Among them, lattice-based cryptography is considered to have robust security and desirable efficiency. Its versatility in practice is also remarkable, e.g. encryption, signature, key exchange, hash functions, homomorphic encryption etc. In 2015, NSA announced that it is planning the transition to quantum-resistant cryptography suites in near future. NSA wrote: "Unfortunately, the growth of elliptic curve use has bumped up against the fact of continued progress in the research on quantum computing, necessitating a re-evaluation of our cryptographic strategy." In early 2016, NIST formally published the calls for new post-quantum cryptographic algorithms [67]. This reinforces the importance and urgency to develop post-quantum alternatives for the near future. NIST focused on three primitives: public key encryption, digital signature and key establishment. In the round 1 submission, there are 69 schemes based on hard problems from lattices, multivariate polynomial, coding theory, hash functions etc. Lattice-based encryption and key establishment constructions are the majority of these submissions.

In order to apply the lattice-based cryptography in a practical way, we must precisely estimate the secure parameters in theory and practice by analyzing the previously known efficient algorithms for solving the underlying hard mathematical problems.

### 1.2 Lattice-based Cryptography

Lattices are discrete subgroups of $\mathbb{R}^{m}$. A lattice $L$ is the set of all integer combinations of linearly independent vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ in $\mathbb{R}^{m}$, which can be expressed as $L\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)=\left\{\sum_{i=1}^{n} x_{i} \mathbf{b}_{i}, x_{i} \in \mathbb{Z}\right\}$. These vectors are known as a basis of the lattice and the integer $n$ is its dimension. One of the most important problem in lattice is the shortest vector problem (SVP), which asks to find a nonzero lattice vector of the smallest norm, by a given lattice basis as input. Another famous problem is called the closest vector problem (CVP). For a given arbitrary vector in addition to the lattice, CVP asks to find the closest lattice point to that vector. Since Regev introduced the learning with errors (LWE) problem in 2005, LWE and its variants are also widely studied to build key exchange and encryption schemes [69]. The LWE problem comes from "learning parity with noise" by lifting the modulus value, and concreting the probability distribution of
the "error" term [69]. The search LWE says when given a perturbation-merged LWE instance, one should find the solution. Simultaneously, in the decision LWE problem, one needs to distinguish if the given instance is holding LWE construction or just sampled from a uniform distribution.

Lattices in cryptography have been actively used as the foundation for constructing efficient or high-functional cryptosystems such as public-key encryptions [34, 45, 69], fully homomorphic encryptions [39, 20], multi-linear pairing [38], and so on [55, 81, 31]. The security of lattice-based cryptography is based on the hardness of solving the above problems in the underlying lattice theory [26, 55, 62, 63]. Simultaneously, the precise theoretical and the practical analysis of the relevant security parameter settings are required before these cryptosystems are adequate to the reality. Hence we can do cryptanalysis for the lattice-based cryptographic schemes such as NTRU[26], LWE[55] and GGH[63] ect., by using the algorithms for solving these problems [53, 75, 2, 24, 10]. In order to evaluate the hardness of lattice problems due to different lattice structures, Germany TU Darmstadt group initiated several challenges for SVP, approximate SVP, LWE and so on [28, 29, 30, 27]. The platform is public for researchers and some of the challenges will be comprised in this thesis as well.

### 1.3 Motivation and Contribution

It is known that cryptanalysis is one of the most essential parts before a cryptographic scheme is applied to the reality. Generally the hard problems underlying the lattice-based cryptographic schemes can be reduced to SVP or its variants by some certain coefficients. Therefore, to determine the proper parameters for the cryptographic schemes, it is a critical topic to study the hardness of SVP or its variants. Typically, there are two main practical ways being used to solve these problems. One category consists of approximation algorithms such as some versions of the LLL algorithm [53] and the BKZ algorithm [75]. Such algorithms find relatively short vectors, but usually not the shortest one in high dimension. Another category includes some exact searching algorithms to output the shortest or nearly shortest vectors, e.g. the Kannan strategy [48], the enumeration algorithm [75], the sieving algorithm [2], etc. Usually these algorithms
cost exponential runtime, and especially exponential space are required for sieving series. In some cases, the searching algorithms are used as subroutines of reduction algorithms.

In this thesis, at first we investigate a variant of the BKZ algorithm, called progressive BKZ ( pBKZ ), which performs BKZ reductions by starting with a small blocksize and gradually switching to larger blocks as the process continues. We discuss techniques to accelerate the speed of the progressive BKZ algorithm by optimizing the following parameters: blocksize, searching radius, the success probability for pruning of the local enumeration algorithm, and the constant in the geometric series assumption (GSA). We then propose a simulator for predicting the length of the Gram-Schmidt basis obtained from the BKZ reduction. We also present a model for estimating the computational cost of the proposed progressive BKZ by considering the efficient implementation of the local enumeration algorithm and the LLL algorithm. Finally, we compare the cost of the proposed progressive BKZ with that of other algorithms using instances from the Darmstadt SVP Challenge. The proposed algorithm is approximately 50 times faster than BKZ 2.0 (proposed by Chen-Nguyen [24]) for solving the SVP Challenge up to 160 dimensions.

Then, using our proposed progressive BKZ algorithm and its simulator, we evaluate the practical hardness of solving the LWE problem. At first, invoking Kannan's embedding technique, we apply the pBKZ algorithm on the Darmstadt LWE Challenge instances of $\sigma / q=0.005$. We observe that intuitively the embedding technique is more efficient with the embedding factor $M$ closer to 1 . Then we analyze the optimal number of samples $m$ for a successful attack on LWE case with secret length of $n$. Thirdly, based on this analysis, we show the practical cost estimations using the precise pBKZ simulator. Simultaneously, our experimental results show that for $n \geq 55$ and the fixed $\sigma / q=0.005$, the embedding technique with pBKZ is more efficient than Xu et al.'s implementation of the adapted enumeration algorithm in [84][27]. Moreover, by our parameter settings, we succeed in solving the LWE Challenge over $(n, \sigma / q)=(70,0.005)$ using $2^{16.8}$ seconds (32.73 single core hours).

Finally, we introduce a proper approach to estimate the hardness of the Ring LWE problem (RLWE). More precisely, we apply the cryptanalysis to the "Ding Key Exchange" scheme (DKE), which is a new provably secure ephemeral-only RLWE+Rounding-based key exchange protocol [31]. Note that the main author of this thesis is last named in
the DKE proposal to NIST PQC standardization. Since DKE is an ephemeral-only key exchange, it generates only one RLWE sample from protocol execution. In this part we call it the ONE-sample RLWE problem. Our approach is different from existing approaches that are based on estimation with multiple RLWE samples. In our security analysis, at first we reduce the RLWE problem to the short integer solution problem (SIS). We call it "SIS attack". Then, we adopt the progressive BKZ simulator as a practical reference and use the sieving-BKZ (sieving algorithm being used as SVP oracle of BKZ) estimator as a lower bound. The latter one is also called "M.A. simulator" in this thesis. We also analyze the exponential memory impact for sieving algorithm of large dimensions in our parameter settings. Though our analysis is based on some recently developed techniques in Darmstadt, our type of practical security estimate was never done before and it produces security estimates substantially different from the estimates before based on multiple RLWE samples. We present two parameter choices ensuring $2^{-60}$ key exchange failure probability, which cover security of AES-128/192/256 with concrete security analysis and implementation.

### 1.4 Organization

Chapter 2 recalls the notations and background on lattices, including some lattice problems and reduction algorithms. We introduce our proposed progressive BKZ algorithm ( pBKZ ) and its simulator in Chapter 3. In Chapter 4, using this pBKZ algorithm and its simulator, we estimate the practical hardness of the LWE problem. The security analysis for the Ding Key Exchange is shown in Chapter 5. Finally we give conclusion in Chapter 6 .

## Chapter 2

## Background

In this chapter, we introduce some basic knowledge in lattice theory which will be used in this thesis, including some definitions, notations, lattice problems and Darmstadt lattice challenges.

### 2.1 Mathematical Background of Lattices

Definition 2.1. A lattice $L$ is generated by a basis $B$ which is a set of linearly independent vectors $\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}$ in $\mathbb{R}^{m}: L\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)=\left\{\sum_{i=1}^{n} x_{i} \mathbf{b}_{i}, x_{i} \in \mathbb{Z}\right\}$. Note that in this thesis we use integral lattices for convenience and we write the basis in a matrix form as $B=\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right) \in \mathbb{Z}^{m \times n} . n$ is the rank of the lattice, which equals to the dimension of the vector space over a field spanned by $L$, i.e. $n=\operatorname{dim}(\operatorname{span}(L))$. It is called full-rank lattice when $m=n$.

Definition 2.2. The Euclidean norm of a lattice vector $\mathbf{v} \in \mathbb{R}^{m}$, also known as $l_{2}$ norm, is $\|\mathbf{v}\|:=\sqrt{\mathbf{v} \cdot \mathbf{v}}$, where the dot product of any two vectors $\mathbf{v}=\left(v_{1}, \ldots, v_{m}\right)$ and $\mathbf{w}=\left(w_{1}, \ldots, w_{m}\right)$ is defined as $\mathbf{v} \cdot \mathbf{w}=\sum_{i=1}^{m} v_{i} w_{i}$. In some cases, we also denote $\|\mathbf{v}\|$ by $\|\mathbf{v}\|_{2}$ as well. Besides, let $\|\cdot\|_{1}$ be the $l_{1}$-norm, $\|\cdot\|_{\infty}$ be the $l_{\infty}$-norm.

Definition 2.3. The fundamental domain for a lattice $L(B)$ corresponding to the basis $B$ is the set $\mathcal{F}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)=\left\{t_{1} \mathbf{b}_{1}+t_{2} \mathbf{b}_{2}+\cdots+t_{n} \mathbf{b}_{n}: 0 \leq t_{i}<1\right\}$. The volume of an $n$-dimensional lattice $L(B)$ is the volume of $\mathcal{F}$, which can be denoted by $\operatorname{vol}(L)$.


Figure 2.1: Modified Gaussian heuristic constant $\tau_{i}$

Particularly for a full-rank lattice $L(B)$, the volume can be computed by the absolute value of the determinant of the basis $B$, i.e. $\operatorname{vol}(L)=|\operatorname{det}(B)|$.

Any lattice of dimension $n \geq 2$ has infinitely many bases and all the bases of $L$ have the same number $n$ of elements. By multiplying any unimodular matrix in the general linear $\operatorname{group} G L_{n}(\mathbb{Z})$, an $n$-dimensional lattice basis can be transposed to another basis of the same lattice. However, despite of the varied bases, the same volume is determined by the same lattice space.

Moreover, we denote by $\operatorname{Ball}_{n}(R)$ the $n$-dimensional Euclidean ball of radius $R>0$, and its volume is given by $V_{n}(R)=R^{n} \cdot \frac{\pi^{n / 2}}{\Gamma(n / 2+1)}$. Here the gamma function $\Gamma(s)$ is defined by $\Gamma(s)=\int_{0}^{\infty} t^{s-1} \cdot e^{-t} d t$ with $s>0$. For large positive integer $n$, Stirling's approximation yields $\Gamma(n / 2+1) \approx(n / 2 e)^{n / 2}$ and $V_{n}(1)^{-1 / n} \approx \sqrt{n /(2 \pi e)} \approx \sqrt{n / 17}$. The beta function defined by $\mathrm{B}(x, y)=\int_{0}^{1} t^{x-1}(1-t)^{y-1} d t$ is also used in this thesis. Figure 2.1]is an example of 2-dimensional lattice. $\mathbf{b}_{1}$ and $\mathbf{b}_{2}$ are two basis vectors which span the lattice space and the "shortest vectors" is introduced as follows.

Definition 2.4 (Shortest Vectors and Successive Minimum). There are at least two nonzero vectors with same minimal Euclidean norm but contrary sign in a lattice $L$ with basis $B=\left(\mathbf{b}_{1}, \mathbf{b}_{2}, \ldots, \mathbf{b}_{n}\right)$ : this norm is called the first minimum $\lambda_{1}(L)$ of $L(B)$. A shortest vector of $L$ is of norm $\lambda_{1}(L)$. We also define the $i$ th successive minimum as

$$
\lambda_{i}(L)=\max \left\{\min \left\{\left\|\mathbf{b}_{j}\right\|, j=1, \ldots, i \mid \mathbf{b}_{j} \text { are independent }\right\}\right\} .
$$

The norm of an approximate shortest vector $\mathbf{v}$ is slightly relaxed by $\|\mathbf{v}\| \leq \gamma(n) \cdot \lambda_{1}(L)$ for a function $\gamma(n)>1$ of a lattice dimension $n$.

Definition 2.5 (Gram-Schmidt Orthogonalization). We denote by $B^{*}=\left(\mathbf{b}_{1}^{*}, \ldots, \mathbf{b}_{n}^{*}\right)$ the associated Gram-Schmidt orthogonal basis of a given lattice basis $B=\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$. Here $\mathbf{b}_{1}^{*}=\mathbf{b}_{1}$ and $\mathbf{b}_{i}^{*}=\mathbf{b}_{i}-\sum_{j=1}^{i-1} \mu_{i j} \mathbf{b}_{j}^{*}$ for $1 \leq j<i \leq n$, where $\mu_{i j}=\left(\mathbf{b}_{i} \cdot \mathbf{b}_{j}^{*}\right) /\left\|\mathbf{b}_{j}^{*}\right\|^{2}$ are the Gram-Schmidt coefficients (abbreviated as GS-coefficients). We sometimes refer to $\left\|\mathbf{b}_{i}^{*}\right\|$ as the Gram-Schmidt lengths (abbreviated as GS-lengths). We also use the GramSchmidt variables (abbreviated as GS-variables) to denote the set of both GS-coefficients $\mu_{i j}$ and GS-lengths $\left\|\mathbf{b}_{i}^{*}\right\|$. The lattice determinant is defined as $\operatorname{det}(L):=\prod_{i=1}^{n}\left\|\mathbf{b}_{i}^{*}\right\|$ and it is equal to the volume $\operatorname{vol}(L)$ of the fundamental domain.
$B \in \mathbb{R}^{n \times m}$ can be decomposed uniquely as $B=\mu \cdot D \cdot Q$. Here $\mu=\left(\mu_{i j}\right)$ is the $n \times n$ lower-triangular matrix with unit diagonal, $D$ is the diagonal matrix formed by the GS-lengths $\left\|\mathbf{b}_{i}^{*}\right\|$ 's, and $Q$ is an $n \times m$ matrix with orthonormal row vectors.

Definition 2.6 (Projective Sublattice). We denote the orthogonal projection by $\pi_{i}$ : $\mathbb{R}^{m} \mapsto \operatorname{span}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}\right)^{\perp}$ for $1<i \leq n$. In particular, $\pi_{1}$ is used as the identity map. For natural numbers $i$ and $j$ with $i<j,[i: j]$ is the set of integers $\{i, i+1, \ldots, j\}$. Particularly, $[1: j]$ is denoted by [j]. We denote the local block by the projective sublattice

$$
L_{[i: j]}:=L\left(\pi_{i}\left(\mathbf{b}_{i}\right), \pi_{i}\left(\mathbf{b}_{i+1}\right), \ldots, \pi_{i}\left(\mathbf{b}_{j}\right)\right)
$$

for $j \in\{i, i+1, \ldots, n\}$, whose volume is $\operatorname{vol}\left(L_{[i: j]}=\prod_{j=i}^{n}\left\|\mathbf{b}_{j}^{*}\right\|\right.$. We sometimes use $B_{i}$ instead of $B_{[i: j]}=\left(\pi_{i}\left(\mathbf{b}_{i}\right), \ldots, \pi_{i}\left(\mathbf{b}_{j}\right)\right)$, where $j=i+\beta-1$, to denote the basis of a $\beta$-sized sublattice $L_{[i: j]}$. That is, we omit the notation of blocksize $\beta=j-i+1$ or $j$, if it is clear by context. We also denote $L_{[i: j]}$ by $\pi_{i}(L)$ in some cases. The notion of the first minimum is also defined for a projective sublattice as $\lambda_{1}\left(L_{[i: j]}\right)$ (we occasionally refer to this as $\lambda_{1}\left(B_{i}\right)$ in this chapter).

Definition 2.7 ( $q$-ary Lattice). For a positive integer $q$, a lattice $L \subset \mathbb{Z}^{m}$ is called a $q$-ary lattice if $q \mathbb{Z}^{m} \subset L$. Let $\mathbf{A} \in \mathbb{Z}_{q}^{m \times n}(m>n)$ be a matrix with column vectors. We define the following two $m$-dimensional $q$-ary lattices.

$$
L_{(\mathbf{A}, q)}=\Lambda_{q}(\mathbf{A})=\left\{\mathbf{y} \in \mathbb{Z}_{q}^{m} \mid \mathbf{y} \equiv \mathbf{A} \mathbf{x}(\bmod q) \text { for some } \mathbf{x} \in \mathbb{Z}^{n}\right\}
$$

and

$$
L_{(\mathbf{A}, q)}^{\perp}=\Lambda_{q}^{\perp}\left(\mathbf{A}^{T}\right)=\left\{\mathbf{y} \in \mathbb{Z}_{q}^{m} \mid \mathbf{A}^{T} \mathbf{y} \equiv \mathbf{0}(\bmod q)\right\} .
$$

The first lattice is analogous to the linear code generated by the columns of $\mathbf{A} \bmod q$; the second lattice corresponds to the linear code with parity check matrix equal to $\mathbf{A}^{T}$ mod $q$. The two $q$-ary lattices hold $\operatorname{vol}\left(\Lambda_{q}(\mathbf{A})\right) \geq q^{m-n}$ and $\operatorname{vol}\left(\Lambda_{q}^{\perp}\left(\mathbf{A}^{T}\right)\right) \leq q^{n}$ respectively, while the condition is equivalent when the columns of $\mathbf{A}$ are linearly independent over $\mathbb{Z}_{q}$. We can construct the basis $B$ of $L_{(\mathbf{A}, q)}$, via eliminating the linearly dependent vectors in the following matrix by an elementary transformation.

$$
\left(\frac{\mathbf{A}^{T}}{q \mathbf{I}_{m}}\right) \in \mathbb{Z}^{(m+n) \times m} .
$$

In this thesis, we reduce this basis to a square matrix with Hermite Normal Form.
Definition 2.8 (Hermite Normal Form). The Hermite Normal Form (HNF) of a basis $B$ satisfies: (1) $B$ is lower triangular; (2) the diagonal entries are positive; (3) any entry below the diagonal is a non-negative number strictly less than the diagonal entry in same column.

In this work, we use the HNF module in Victor Shoup's NTL library [79], which uses the Domich et al.'s algorithm [32]. Particularly, a basis of $q$-ary lattice $L_{(\mathbf{A}, q)}$ has this form with some matrix $A_{n \times(m-n)}^{\prime} \in \mathbb{Z}_{q}^{n \times(m-n)}$ :

$$
B_{\mathrm{HNF}}=\left(\begin{array}{cc}
q \mathbf{I}_{m-n} & 0 \\
A_{n \times(m-n)}^{\prime} & \mathbf{I}_{n}
\end{array}\right) \in \mathbb{Z}^{m \times m} .
$$

Definition 2.9 (Gaussian Heuristic). Given an $n$-dimensional lattice $L$ and a continuous (usually convex and symmetric) set $S \subset \mathbb{R}^{m}$, the Gaussian heuristic says that the number of points in $S \cap L$ is approximately $\operatorname{vol}(S) / \operatorname{vol}(L)$.

In particular, assume $S$ is the origin-centered ball of radius $R$. The number of lattice points is approximately $V_{n}(R) / \operatorname{vol}(L)$, which derives the approximate length of shortest vector $\lambda_{1}$ by $R$ so that the volume of the ball is equal to that of the lattice:

$$
\lambda_{1}(L) \approx \operatorname{det}(L)^{1 / n} / V_{n}(1)^{1 / n}=\frac{(\Gamma(n / 2+1) \operatorname{det}(L))^{1 / n}}{\sqrt{\pi}}
$$

This is usually called the Gaussian heuristic of a lattice, and we denote it by $\operatorname{GH}(L)=$ $\operatorname{det}(L)^{1 / n} / V_{n}(1)^{1 / n}$.

### 2.2 Lattice Problems

Definition 2.10 (Shortest Vector Problem). Given a basis $B=\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ of a lattice $L$, the Shortest Vector Problem (SVP) asks to find a non-zero shortest vector in $L$. Similarly, we define the approximate version of SVP as follows.

Definition 2.11 (Approximate Shortest Vector Problem). The approximate Shortest Vector Problem (approx-SVP) gives a relaxed bound in comparison with SVP: Input a basis $B$ of an $n$-dimensional lattice $L$ and set a parameter $\gamma(n)>1$, to find a non-zero short vector $\mathbf{v}$ in $L$, s.t. $\|\mathbf{v}\| \leq \gamma(n) \lambda_{1}(L)$.

Definition 2.12 (Unique Shortest Vector Problem). The Unique SVP Problem (uSVP) is for a given lattice $L$ which satisfies $\lambda_{1}(L) \ll \lambda_{2}(L)$, to find the shortest nonzero vector in $L$. It is called $\gamma$ Unique SVP problem ( $\gamma$-uSVP) if the gap of $\lambda_{2}(L) / \lambda_{1}(L)=\gamma$ is known.

Definition 2.13 (Short Integer Solution Problem). Given an integer $q$ and a matrix $\mathbf{A} \in \mathbb{Z}_{q}^{n \times m}$, Short Integer Solution Problem (SIS) is to compute a short vector $\mathbf{y} \in \mathcal{B}$ s.t. $\mathbf{A y} \equiv \mathbf{0} \bmod q$, where $\mathcal{B}$ is a set of short vectors with some Euclidean norm bound.

Definition 2.14 (Closest Vector Problem). Given an input basis $B=\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ of a lattice $L$ and a vector $\mathbf{v} \in \mathbb{R}^{m}$ which is not in $L$, the Closest Vector Problem (CVP) is to find a vector $\mathbf{b} \in L$ that minimizes the Euclidean norm $\|\mathbf{v}-\mathbf{b}\|$.

The following BDD problem is a variant of CVP.
Definition 2.15 (Bounded Distance Decoding). In a Euclidean space spanned by a $n$ dimensional lattice $L$, there is a target vector $\mathbf{w} \in \mathbb{R}^{m}$ which is guaranteed to be within a distance $r \leq \alpha \lambda_{1}(L)$ to some lattice point, where $\alpha>0$. The Bounded Distance Decoding (BDD) outputs a vector $\mathbf{b} \in L$ s.t. $\|\mathbf{w}-\mathbf{b}\| \leq r$.

Let $\Lambda$ be a discrete subset of $\mathbb{Z}^{n}$. For any vector $\mathbf{c} \in \mathbb{R}^{n}$ and any positive parameter $\sigma>0$, let $\rho_{\sigma, \mathbf{c}}(\mathbf{x})=e^{-\pi\|\mathbf{x}-\mathbf{c}\|^{2} / \sigma^{2}}$ be the Gaussian function on $\mathbb{R}^{n}$ with the center $\mathbf{c}$ and the
parameter $\sigma$. Denote $\rho_{\sigma, \mathbf{c}}(\Lambda)=\sum_{x \in \Lambda} \rho_{\sigma, \mathbf{c}(x)}$ be the discrete integral of $\rho_{\sigma, \mathbf{c}}$ over $\Lambda$, and $D_{\Lambda, \sigma, \mathbf{c}}$ be the discrete Gaussian distribution over $\Lambda$ with the center $\mathbf{c}$ and the parameter $\sigma$. For all $\mathbf{y} \in \Lambda$, we have $D_{\Lambda, \sigma, \mathbf{c}}(\mathbf{y})=\frac{\rho_{\sigma, c}(\mathbf{y})}{\rho_{,, \mathbf{c}}(\Lambda)}$. In this chapter, we fix $\Lambda$ to be $\mathbb{Z}^{n}$ and $\mathbf{c}$ to be zero vector. For ease of notation, we denote $D_{\mathbb{Z}^{n}, \sigma, 0}$ as $D_{\mathbb{Z}^{n}, \sigma}$.

Let $\stackrel{\$}{\leftarrow} \chi$ denote a random sampling according to the distribution $\chi$. Here we represent $\mathbb{Z}_{q}$ as $\{0, \cdots, q-1\}$ for convenience. However, on occasion, we treat elements in $\mathbb{Z}_{q}$ as elements in $\left\{-\frac{q-1}{2}, \cdots, \frac{q-1}{2}\right\}$, but we will remark the switch clearly.

Now we introduce the learning with errors problem (LWE problem) and its ring version (RLWE problem) as follows.

Definition 2.16 (Learning With Errors Problem [69]). There are four parameters in LWE problem: the number of samples $m \in \mathbb{Z}$, the length $n \in \mathbb{Z}$ of secret vector, modulo $q \in \mathbb{Z}$ and the standard deviation $\sigma \in \mathbb{R}_{>0}$ for the discrete Gaussian distribution $D_{\mathbb{Z}^{n}, \sigma}$. Sample a matrix $\mathbf{A} \in \mathbb{Z}_{q}^{m \times n}$ and a secret vector $\mathrm{s} \in \mathbb{Z}_{q}^{n}$ uniformly at random, and randomly sample a relatively small perturbation vector $\mathbf{e} \in \mathbb{Z}_{q}^{m}$ from Gaussian distribution $D_{\mathbb{Z}^{n}, \sigma}$, i.e. $\mathrm{e} \stackrel{\$}{\leftarrow} D_{\mathbb{Z}^{n}, \sigma}$. The LWE distribution $\Psi$ is constructed by pairs $(\mathbf{A}, \mathbf{b} \equiv \mathbf{A s}+\mathbf{e}(\bmod q)) \in\left(\mathbb{Z}_{q}^{m \times n}, \mathbb{Z}_{q}^{m}\right)$ sampled as above. The search learning with errors problem (LWE problem) is for a given pair (A, b) sampled from LWE distribution $\Psi$, to compute the pair ( $\mathbf{s}, \mathrm{e}$ ). The decision version of LWE problem asks to distinguish that if the given pair $(\mathbf{A}, \mathbf{b})$ is sampled from LWE or from uniform distribution. The proof of equivalent hardness between these two versions is given in the original LWE paper [69].

Definition 2.17 (Ring Learning With Errors Problem [59]). Let $m \geq 1$ be a power of 2 and $q \geq 2$ be an integer. Let $R_{q}=\mathbb{Z}_{q}[x] / \Phi_{m}(x)$, where $\Phi_{m}(x)=x^{n}+1$ is the $m$-th cyclotomic polynomial with $n=m / 2$. Let $\chi$ be a $\beta$-bounded distribution. For secret polynomial $\mathrm{s} \stackrel{\$}{\leftarrow} \chi$ and error polynomial $\mathbf{e} \stackrel{\$}{\leftarrow} \chi$, choosing $\mathbf{a} \in R_{q}$ uniformly at random, output $(\mathbf{a}, \mathbf{b}=\mathbf{a} \cdot \mathbf{s}+\mathbf{e}) \in\left(R_{q}, R_{q}\right)$. The search version of ring learning with errors problem (RLWE problem) is: for $\mathrm{s} \stackrel{\$}{\leftarrow} \chi$, given $\operatorname{poly}(n)$ number of samples of $(\mathbf{a}, \mathbf{b}=\mathbf{a} \cdot \mathbf{s}+\mathbf{e}) \in\left(R_{q}, R_{q}\right)$, find $\mathbf{s}$ (and $\mathbf{e}$ simultaneously). Decision version of RLWE problem is: for $\mathbf{a} \in R_{q}$, distinguish $\mathbf{b}=\mathbf{a} \cdot \mathbf{s}+\mathbf{e} \in R_{q}$ from uniformly sampled polynomials in $R_{q}$.

There is no straight-forward reduction between these two RLWE problems for general rings. However, normally people reduce the RLWE to the corresponding normal LWE problem, to evaluate the hardness of RLWE problems.

Definition 2.18 ((Root) Hermite Factor). To evaluate the performance of lattice algorithms for solving SVP and its variants, we use the Hermite Factor defined in [36] as:

$$
\operatorname{HF}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)=\left\|\mathbf{b}_{1}\right\| / \operatorname{Vol}(L)^{1 / n} .
$$

Also we usually use root Hermite Factor (rHF) in analysis, which is denoted as:

$$
\begin{equation*}
\delta=\operatorname{rHF}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)=\left(\left\|\mathbf{b}_{1}\right\| / \operatorname{vol}(L)^{1 / n}\right)^{1 / n} . \tag{2.1}
\end{equation*}
$$

Intuitively in a $n$-dimensional lattice, if the (root) Hermite factor is smaller, it means that the algorithm performs better due to the shorter vector. The Hermite factor depends on $n$, while the experimental results in [36] show that the root Hermite factor converges to a constant which is verified in [61] for largen $>140$. Thus, informally we can say the root Hermite factor depends on the capability of reduction algorithms and their parameter settings.

Definition 2.19 (Geometric Series Assumption). The Geometric Series Assumption (GSA) defined in [73] indicates the quality of an LLL-type reduced basis. It says that the $l_{2}$ norms of Gram-Schmidt vectors $\left\|\mathbf{b}_{i}^{*}\right\|$ in the reduced basis decrease geometrically with a constant $r$ such as $\left\|\mathbf{b}_{i}^{*}\right\|^{2} /\left\|\mathbf{b}_{1}\right\|^{2}=r^{i-1}$, for $i=1, \ldots, n$ and $r \in[3 / 4,1)$. The size of $r$ depends on the reduction algorithm and the corresponding parameter settings.

Proposition 2.20. For a LLL-type reduced basis of large dimension $n$, the relation of the GSA constant $r$ and the $r H F \delta$ is of $r \approx \delta^{-4}$.

Proof. Assume the reduced basis of the given lattice $L$ is $B=\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$, and its corresponding Gram-Schmidt basis is $B^{*}=\left(\mathbf{b}_{1}^{*}, \ldots, \mathbf{b}_{n}^{*}\right)$. Due to the definition of GSA: $\left\|\mathbf{b}_{i}^{*}\right\|^{2} /\left\|\mathbf{b}_{1}\right\|^{2}=r^{i-1}$, and the volume of $L: \operatorname{vol}(L)=\prod_{i=1}^{n}\left\|\mathbf{b}_{i}^{*}\right\|$, we get $\operatorname{vol}(L)=$ $r^{n(n-1) / 4} \cdot\left\|\mathbf{b}_{1}\right\|^{n}$. Substitute $\operatorname{vol}(L)$ to the root Hermite Factor 2.1), we get $r=\delta^{-4 n /(n-1)}$ and we can get the approximate result for $n \rightarrow \infty$.

### 2.3 Darmstadt Lattice Challenge Series.

To estimate the concrete practical security of lattice bases cryptography, several types of challenges on lattice problems are published in Technical University of Darmstadt [28, 30, 29, 27]. We summarize the challenges in Table 2.1. Additionally, we give more details about the LWE Challenge, since it plays the main role in the experiments in Chapter 4

Table 2.1: Type of Challenges

|  | Type of instances | Target | Parameters |
| :---: | :--- | :---: | :---: |
| Lattice <br> Challenge [30] | $q$-ary Lattices | $\\|\mathbf{b}\\|<q$ | $q, n$ |
| SVP <br> Challenge [28] | Hermite Normal Form of <br> Random Lattices | $\\|\mathbf{b}\\|<1.05 \mathrm{GH}$ | $n$ |
| Ideal Lattice | Hermite Normal Form of <br> Random Ideal Lattices | $\\|\mathbf{b}\\|<1.05 \mathrm{GH}$ | $n$ |
| Challenge [29] |  |  |  |
| Approx-Ideal <br> Lattice <br> Challenge [29] | Hermite Normal Form of <br> Random Ideal Lattices | $\\|\mathbf{b}\\|<n \cdot \operatorname{det}^{1 / n}$ | $n$ |
| LWE <br> Challenge [27] | LWE Instances of <br> $(\mathbf{A}, \mathbf{b} \equiv \mathbf{A s}+\mathbf{e}(\bmod q)) \epsilon$ <br> $\left(\mathbb{Z}_{q}^{m \times n}, \mathbb{Z}_{q}^{m}\right)$ | $\mathbf{s}$ | $m, n, q, \sigma$ |

Darmstadt LWE Challenge In 2016, TU Darmstadt, in alliance with UC San Diego and TU Eindhoven, published a platform for the concrete parameter analysis on the LWE problem [21][27]. In the LWE Challenge, the organizers merge the two parameters $\sigma$ and $q$ into the relative error size $\alpha$ such that $\alpha=\sigma / q$. $n$ is the length of secret vector and $q$ is the minimum prime number larger than $n^{2}$. For each case of length $n$, they offer the sampled $n$ column vectors in basis $\mathbf{A}^{\prime} \in \mathbb{Z}_{q}^{n^{2} \times n}$, and one column target vector $\mathbf{b}^{\prime} \in \mathbb{Z}_{q}^{n^{2}}$. The length $n$ and the relative error size $\alpha$ are arithmetic sequences from 40 and 0.005 , with common differences of 5 and 0.005 respectively. To adapt the current lattice algorithms used in the attack algorithm, one usually randomly sample $m \ll n^{2}$ entries of the column vectors in the original basis $\mathbf{A}^{\prime} \in \mathbb{Z}_{q}^{n^{2} \times n}$ and sample from the target vector $\mathbf{b}^{\prime} \in \mathbb{Z}_{q}^{n^{2}}$ respectively, i.e. randomly sample from $\left(\mathbf{A}^{\prime}, \mathbf{b}^{\prime}\right) \in\left(\mathbb{Z}_{q}^{n^{2} \times n}, \mathbb{Z}_{q}^{n^{2}}\right)$ in Darmstadt LWE Challenge instance to the one of $(\mathbf{A}, \mathbf{b}) \in\left(\mathbb{Z}_{q}^{m \times n}, \mathbb{Z}_{q}^{m}\right)$. This is called sub-lattice attack, and we discuss how to choose a suitable $m$ in Section 4.3.4.

## Chapter 3

## The Improved Progressive BKZ Algorithm and its Cost Simulator

In this chapter, we introduce our improved progressive BKZ and its cost simulator. At first we revisit progressive BKZ algorithms, which have been mentioned in several studies [36, 24, 74, 77, 43]. The main idea of progressive BKZ is starting with a small blocksize, and performing BKZ iteratively by increasing the blocksize $\beta$, which is practically faster than the direct execution of BKZ with a larger blocksize. The method used to increase the blocksize $\beta$ strongly affects the overall computational cost of progressive BKZ. The research goal here is to find an optimal method of increasing the blocksize $\beta$ according to the other parameters in the BKZ algorithms.

One major difference between BKZ 2.0 [24] and our algorithm is the usage of randomized enumeration in local blocks. To find a very short vector in each local block efficiently, BKZ 2.0 uses the randomizing technique in [37]. Then, it reduces each block to decrease the cost of lattice enumeration. Although it is significantly faster than the enumeration without pruning, it causes overhead because the bases are not good in practice after they have been randomized. To avoid this overhead, we adopted the algorithm with a single enumeration with a low probability.

Moreover, BKZ of a large blocksize with large pruning (i.e., a low probability) is generally better in both speed and quality of basis than that of a small blocksize with few pruning (i.e., a high probability), as a rule of thumb. We pursue this idea and add
the freedom to choose the radius $\alpha \cdot \mathrm{GH}(L)$ of the enumeration of the local block; this value is fixed in BKZ 2.0 as $\sqrt{1.1} \cdot \mathrm{GH}(L)$.

To optimize the algorithm, we first discuss techniques for optimizing the BKZ parameters of enumeration subroutine, including the blocksize $\beta$, success probability $p$ of enumeration, and $\alpha$ to set the searching radius of enumeration as $\alpha \cdot \operatorname{GH}\left(B_{i}\right)$. We then show the parameters' relation that minimizes the computational cost for enumeration of a BKZ- $\beta$-reduced basis. Next, we introduce the new usage of full enumeration cost (FEC), derived from Gama-Nguyen-Regev's cost estimation [37] with a Gaussian heuristic radius and without pruning, to define the quality of the basis and to predict the cost after BKZ- $\beta$ is performed. Using this metric, we can determine the timing for increasing blocksize $\beta$ that provides an optimized strategy; in previous works, the timing was often heuristic.

Furthermore, we propose a new BKZ simulator to predict the Gram-Schmidt lengths $\left\|\mathbf{b}_{i}^{*}\right\|$ after BKZ- $\beta$. Some previous works aimed to find a short vector as fast as possible, and did not consider other quantities. However, additional information is needed to analyze the security of lattice-based cryptosystems. In literature, a series of works on lattice basis reduction [73, 36, 24, 25] have attempted to predict the Gram-Schmidt lengths $\left\|\mathbf{b}_{i}^{*}\right\|$ after lattice reduction. In particular, Schnorr's GSA is the first simulator of Gram-Schmidt lengths and the information it provides is used to analyze the random sampling algorithm. We follow this idea, i.e., predicting Gram-Schmidt lengths to analyze other algorithms.

Our simulator is based on the Gaussian heuristic with some modifications, and is computable directly from the lattice dimension and the blocksize. On the other hand, ChenNguyen's simulator must compute the values sequentially; it has an inherent problem of accumulative error, if we use the strategy that changes blocksize many times. We also investigate the computational cost of our implementation of the new progressive BKZ, and show our estimation for solving challenge problems in the Darmstadt SVP Challenge [28] and Ideal Lattice Challenge [29]. Our cost estimation is derived by setting the computation model and by curve fitting based on results from computer experiments. Using our improved progressive BKZ, we solved Ideal Lattice Challenge of 600 and 652 dimensions in the exact expected times of $2^{20.7}$ and $2^{24.0}$ seconds, respectively, on a standard PC.

Finally, we compare our algorithm with several previous algorithms. In particular, compared with Chen-Nguyen's BKZ 2.0 algorithm [24, 25] and Schnorr's blocksize doubling strategy [77], our algorithm is significantly faster. For example, to find a vector shorter than $1.05 \cdot \mathrm{GH}(L)$, which is required by the SVP Challenge [28], our algorithm is approximately 50 times faster than BKZ 2.0 in a simulator-based comparison up to 160 dimensions. Furthermore, we also published our progressive BKZ source code in [11]. The work in this chapter was presented in Eurocrypt 2016 [10].

### 3.1 Introduction

Currently the most efficient algorithms for solving the SVP are perhaps a series of BKZ algorithms [75, 76, 24, 25]. Numerous efforts have been made to estimate the security of lattice-based cryptography by analyzing the BKZ algorithms. Lindner and Peikert [55] gave an estimation of secure key sizes by connecting the computational cost of BKZ algorithm with the root Hermite factor from their experiment using the NTL-BKZ [79]. Furthermore, van de Pol and Smart [81] estimated the key sizes of fully homomorphic encryptions using a simulator based on Chen-Nguyen's BKZ 2.0 [24]. Lepoint and Naehrig [54] gave a more precise estimation using the parameters of the full-version of BKZ 2.0 paper [25]. On the other hand, Liu and Nguyen [56] estimated the secure key sizes of some LWE-based cryptosystems by considering the BDD in the associated $q$-ary lattice. Aono et al. [9] gave another security estimation for LWE-based cryptosystems by considering the challenge data from the Darmstadt Lattice Challenge [30]. Recently, Albrecht et al. presented a comprehensive survey on the state-of-the-art of hardness estimation for the LWE problem [6].

The above analyzing algorithms are usually called "lattice-based attacks", which have a generic framework consisting of two parts:
(1)Lattice reduction: This step aims to decrease the norm of vectors in the basis by performing a lattice reduction algorithm such as the LLL or BKZ algorithm.
(2)Point search: This step finds a short vector in the lattice with the reduced basis by performing the enumeration algorithm.

In order to obtain concrete and practical security parameters for lattice-based cryptosystems, it is necessary to investigate the trade-offs between the computational cost of a lattice reduction and that of a lattice point search.

For our total cost estimation, we further limit the lattice-based attack model by (1) using our improved progressive BKZ algorithm for lattice reduction, and (2) using the standard (sometimes randomized) lattice vector enumeration algorithm with sound pruning [37]. To predict the computational cost under this model, we propose a simulation method to generate the computing time of lattice reduction and the lengths of the Gram-Schmidt vectors of the basis to be computed.

## BKZ Algorithms:

Let $B=\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ be the basis of the lattice. The BKZ algorithms perform the following local point search and update process from index $i=1$ to $n-1$. The local point search algorithm, which is essentially the same as the algorithm used in the second part of the lattice-based attacks, finds a short vector in the local block $B_{i}=\pi_{i}\left(\mathbf{b}_{i}, \ldots, \mathbf{b}_{i+\beta-1}\right)$ of the fixed blocksize $\beta$ (the blocksize shrinks to $n-i+1$ for large $i \geq n-\beta+1$ ). Here, the lengths of vectors are measured under the projection $\pi_{i}$ which is defined in Section 2.5. Then, the update process applies lattice reduction for the degenerated basis $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}, \mathbf{v}, \mathbf{b}_{i}, \ldots, \mathbf{b}_{n}\right)$ after inserting vector $\mathbf{v}$ at $i$ th index.

The point search subroutine finds a short vector in some searching radius $\alpha \cdot \mathrm{GH}\left(B_{i}\right)$ with some probability which is defined over random local blocks of the fixed dimension. Here, $\mathrm{GH}\left(B_{i}\right)$ is an approximation of the length of the shortest vector in the sublattice generated by $B_{i}$.

In the classical BKZ algorithms [76, 75], the local point search calls a single execution of a lattice vector enumeration algorithm with a reasonable pruning for searching tree. The BKZ 2.0 algorithm proposed by Chen and Nguyen [24] uses the extreme pruning technique [37], which performs the lattice enumeration with success probability $p$ for $\lfloor 1 / p\rceil$ different bases $G_{1}, \ldots, G_{\lfloor 1 / p\rceil}$ obtained by randomizing the local basis $B_{i}$. They use the fixed searching radius as $\sqrt{1.1} \cdot \mathrm{GH}\left(B_{i}\right)$. We stress that BKZ 2.0 is practically the fastest algorithm for solving the approximate SVP of large dimensions. Indeed, many top-records in the Darmstadt Lattice Challenge [30] have been solved by BKZ 2.0.

Table 3.1: Technical comparison from BKZ 2.0

| Technique | BKZ 2.0 [24] | Our algorithm |
| :---: | :---: | :---: |
| Enumeration setting <br> randomizing basis [37] <br> optimal pruning [37] <br> blocksize $\beta$ <br> search radius $\alpha \cdot \mathrm{GH}\left(B_{i}\right)$ <br> probability $p$ | yes <br> yes <br> fixed <br> $\sqrt{1.1} \cdot \mathrm{GH}\left(B_{i}\right)$ <br> optimized by simulator | no <br> yes <br> iteratively increasing (Sec. 3.6.1) \} optimized by GSA (Sec. 3.4) |
| Preprocessing local block | optimal BKZ strategy | progressive BKZ |
| Terminating BKZ strategy | simulator based (fixed) | FEC based (adaptive, Sec. 3.5) |
| Predicting $\left\\|\mathbf{b}_{i}^{*}\right\\|$ | simulator based | simulator based (Sec. 3.5.1) |

Roadmap: In Section 3.2 we introduce the basic facts on lattices. In Section 3.3 we give an overview of BKZ algorithms, including Chen-Nguyen's BKZ 2.0 [24] and its cost estimation; we also state some heuristic assumptions. In Section 3.4, we propose the optimized BKZ parameters under the Schnorr's geometric series assumption (GSA). In Section 3.5, we explain the basic variant of the proposed progressive BKZ algorithm and its simulator for the cost estimation. In Section 3.6, we discuss the optimized block strategy that improved the speed of the proposed progressive BKZ algorithm. In Section 3.7, we describe the details of our implementation and the cost estimation for processing local blocks. We then discuss an extended strategy using many random reduced bases [37] besides our progressive BKZ in Section 3.8. Finally, Section 3.9 gives the results of our simulation to solve the SVP Challenge problems and compares these results with previous works.


Figure 3.1: Roadmap of this paper: optimizing parameters from local to global

### 3.2 Preliminaries

For our analysis, we use the following lemma on the randomly generated points.
Lemma 1. Let $x_{1}, \ldots, x_{K}$ be $K$ points uniformly sampled from the $n$-dimensional unit ball. Then, the expected value of the shortest length of vectors from origin to these points is

$$
\mathbf{E}\left[\min _{i \in[K]}\left\|x_{i}\right\|\right]=K \cdot B\left(K, \frac{n+1}{n}\right):=K \cdot \int_{0}^{1} t^{1 / n}(1-t)^{K-1} d t .
$$

In particular, letting $K=1$, the expected value is $n /(n+1)$.

Proof. Since the cumulative distribution function of each $\left\|x_{i}\right\|$ is $F_{i}(r)=r^{n}$, the cumulative function of the shortest length of the vectors is $F_{\min }(r)=1-\left(1-F_{i}(r)\right)^{K}=$ $1-\left(1-r^{n}\right)^{K}$. Its probability density function is $P_{\min }(r)=\frac{d F}{d r}=K n \cdot r^{n-1}\left(1-r^{n}\right)^{K-1}$. Therefore, the expected value of the shortest length of the vectors is

$$
\int_{0}^{1} r P_{\min }(r) d r=K \cdot \int_{0}^{1} t^{1 / n}(1-t)^{K-1} d t .
$$

Throughout this thesis, function $\log$ denotes the natural logarithm, $\log _{2}$ denotes logarithm with base 2 .

### 3.2.1 Enumeration Algorithm [48, 75, 37]

We explain the enumeration algorithm for finding a short vector in the lattice. The pseudo code of the enumeration algorithm is given in [75, 37]. For given lattice basis $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$, and its Gram-Schmidt basis $\left(\mathbf{b}_{1}^{*}, \ldots, \mathbf{b}_{n}^{*}\right)$, the enumeration algorithm considers a search tree whose nodes are labeled by vectors. The root of the search tree is the zero vector; for each node labeled by $\mathbf{v} \in L$ at depth $k \in[n]$, its children have labels $\mathbf{v}+a_{n-k} \cdot \mathbf{b}_{n-k}\left(a_{n-k} \in \mathbb{Z}\right)$ whose projective length $\left\|\pi_{n-k}\left(\sum_{i=n-k}^{n} a_{i} \cdot \mathbf{b}_{i}\right)\right\|$ is smaller than a bounding value $R_{k+1} \in\left(0,\left\|\mathbf{b}_{1}\right\|\right]$. After searching all possible nodes, the enumeration algorithm finds a lattice vector shorter than $R_{n}$ at a leaf of depth $n$, or its projective length is somehow short at a node of depth $k<n$. It is clear that by taking $R_{k}=\left\|\mathbf{b}_{1}\right\|$ for
all $k \in[n]$, the enumeration algorithm always finds the shortest vector $\mathbf{v}_{1}$ in the lattice, namely $\left\|\mathbf{v}_{1}\right\|=\lambda_{1}(L)$.

Because $\left\|\mathbf{b}_{1}\right\|$ is often larger than $\lambda_{1}(L)$, we can set a better searching radius $R_{n}=\mathrm{GH}(L)$ to decrease the computational cost. We call this the full enumeration algorithm and define the full enumeration cost $\operatorname{FEC}(B)$ as the cost of the algorithm for this basis. With the same argument in [37], we can evaluate $\operatorname{FEC}(B)$ using the following equation.

$$
\operatorname{FEC}(B)=\sum_{k=1}^{n} \frac{V_{k}(\operatorname{GH}(L))}{\prod_{i=n-k+1}^{n}\left\|\mathbf{b}_{i}^{*}\right\|}
$$

Because full enumeration is a cost-intensive algorithm, several improvements have been proposed by considering the trade-offs between running time, searching radius, and success probability [76, 37]. Gama-Nguyen-Regev [37] proposed a cost estimation model of the lattice enumeration algorithm to optimize the bounding functions of $R_{1}, \ldots, R_{n}$, which were mentioned above. The success probability $p$ of finding a single vector within a radius $c$ is given by

$$
p=\operatorname{Pr}_{\left(x_{1}, \ldots, x_{n}\right) \leftarrow c \cdot S_{n}}\left[\sum_{i=1}^{\ell} x_{i}^{2}<R_{\ell}^{2} \text { for } \forall \ell \in[n]\right] \text {, }
$$

where $S_{n}$ is the surface of the $n$-dimensional unit ball. Then, the cost of the enumeration algorithm can be estimated by the number of processed nodes, i.e.,

$$
\begin{equation*}
N=\frac{1}{2} \sum_{k=1}^{n} \frac{\operatorname{vol}\left\{\left(x_{1}, \ldots, x_{k}\right) \in \mathbb{R}^{k}: \sum_{i=1}^{\ell} x_{i}^{2}<R_{\ell}^{2} \text { for } \forall \ell \in[k]\right\}}{\prod_{i=n-k+1}^{n}\left\|\mathbf{b}_{i}^{*}\right\|} . \tag{3.1}
\end{equation*}
$$

Note that the factor $1 / 2$ is based on the symmetry. Using the methodology in [37], Chen-Nguyen proposed a method to find the optimal bounding functions of $R_{1}, \ldots, R_{n}$ that minimizes $N$ subject to $p$.

In this paper, we use the lattice enumeration cost, abbreviated as ENUM cost, to denote the number $N$ in equation (3.1). For a lattice $L$ defined by a basis $B$ and parameters $\alpha>0$ and $p \in[0,1]$, we use ENUMCost $(B ; \alpha, p)$ to denote the minimized cost $N$ of lattice enumeration with radius $c=\alpha \cdot \mathrm{GH}(L)$ subject to the success probability $p$. This notion is also defined for a projective sublattice.

### 3.3 Lattice Reduction Algorithms

Lattice reduction algorithms transform a given lattice basis $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ to another basis whose Gram-Schmidt lengths are relatively shorter.

LLL algorithm [53]: The LLL algorithm transforms the basis $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ using the following two operations: size reduction $\mathbf{b}_{i} \leftarrow \mathbf{b}_{i}-\left\lfloor\mu_{i j}\right\rceil \mathbf{b}_{j}$ for $j \in[i-1]$, and neighborhood swaps between $\mathbf{b}_{i}$ and $\mathbf{b}_{i+1}$ if $\left\|\mathbf{b}_{i+1}^{*}\right\|^{2} \leq 1 / 2\left\|\mathbf{b}_{i}^{*}\right\|^{2}$ until no update occurs.
$\mathbf{B K Z}$ algorithms [75, 76]. For a given lattice basis and a fixed blocksize $\beta$, the BKZ algorithm processes the following operation in the local block $B_{i}$, i.e., the projected sublattice $L_{[i, i+\beta-1]}$ of blocksize $\beta$, starting from the first index $i=1$ to $i=n-1$. Note that the blocksize $\beta$ reluctantly shrinks to $n-i+1$ for large $i>n-\beta+1$, and thus we sometimes use $\beta^{\prime}$ to denote the dimension of $B_{i}$, i.e. $\beta^{\prime}=\min (\beta, n-i+1)$.

At index $i$, the standard implementation of the BKZ algorithm calls the enumeration algorithm for the local block $B_{i}$. Let $\mathbf{v}$ be a shorter vector found by the enumeration algorithm. Then the BKZ algorithm inserts $\mathbf{v}$ into $\mathbf{b}_{i-1}$ and $\mathbf{b}_{i}$, and constructs the degenerated basis $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}, \mathbf{v}, \mathbf{b}_{i}, \ldots, \mathbf{b}_{\min (i+\beta-1, n)}\right)$. For this basis, we apply the LLL algorithm (or BKZ with a smaller blocksize) so that the basis of shorter independent vectors can be obtained. One set of these procedures from $i=1$ to $n-1$ is usually called a tour. The original version of the BKZ algorithm stops when no update occurs during $n-1$ iterations. In this paper, we refer to the BKZ algorithm with blocksize $\beta$ as the BKZ- $\beta$.

HKZ reduced basis: The lattice basis $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ is called Hermite-Korkine-Zolotarev (HKZ) reduced [65, Chapter 2] if it is size-reduced $\left|\mu_{i j}\right| \leq 1 / 2$ for all $i$ and $j$, and $\pi_{i}\left(\mathbf{b}_{i}\right)$ is the shortest vector in the projective sublattice $L_{[i: n]}$ for all $i$. We can estimate the Gram-Schmidt length of the HKZ-reduced basis by using the Gaussian heuristic as $\left\|\mathbf{b}_{i}^{*}\right\|=\mathrm{GH}\left(L_{[i: n]}\right)$. Since the HKZ-reduced basis is completely reduced in this sense, we will use this to discuss the lower bound of computing time in Section 3.8.2.


Figure 3.2: Modified Gaussian heuristic constant $\tau_{i}$

### 3.3.1 Some Heuristic Assumptions in BKZ

Gaussian Heuristic in Small Dimensions: Chen and Nguyen observed that the length $\lambda_{1}\left(B_{i}\right)$ of the shortest vector in the local block $B_{i}$ is usually larger than $\mathrm{GH}\left(B_{i}\right)$ in small dimensions i.e., small $\beta^{\prime}$ [24]. They gave the averaged values of $\left\|\mathbf{b}_{i}^{*}\right\| / \operatorname{det}(L)^{1 / n}$ for the last indexes of highly reduced bases to modify their BKZ simulator, see [24, Appendix C]. For their 50 simulated values for $\left\|\mathbf{b}_{n-49}^{*}\right\|, \ldots,\left\|\mathbf{b}_{n}^{*}\right\|$, we define the modified Gaussian heuristic constant by

$$
\begin{equation*}
\tau_{i}:=\frac{\lambda_{1}\left(\pi_{n-i+1}(L)\right)}{\operatorname{GH}\left(\pi_{n-i+1}(L)\right)}=\frac{\left\|\mathbf{b}_{n-i+1}^{*}\right\|}{V_{i}(1)^{-1 / i} \cdot \prod_{j=n-i+1}^{n}\left\|\mathbf{b}_{j}^{*}\right\|^{1 / i}} . \tag{3.2}
\end{equation*}
$$

We show the graph of $\tau_{i}$ in Figure 3.2. We will use $\tau_{i}$ for $i \leq 50$ to denote these modifying constants; for $i>50$ we define $\tau_{i}=1$ following Chen-Nguyen's simulator [24].

In the rest of this paper, we assume that the shortest vector lengths of $\beta$-dimensional local blocks $B_{i}$ of reduced bases satisfies

$$
\lambda_{1}\left(B_{i}\right) \approx \begin{cases}\tau_{\beta} \cdot \operatorname{GH}\left(B_{i}\right) & (\beta \leq 50) \\ \operatorname{GH}\left(B_{i}\right) & (\beta>50)\end{cases}
$$

on average.
We note that there exists a mathematical theory to guarantee $\tau_{i} \rightarrow 1$ for random lattices when the dimension goes to infinity [71]. Though it does not give the theoretical guarantee $\tau_{i}=1$ for BKZ local blocks, they are very close in our preliminary experiments.


Figure 3.3: Semi-log graph of $\left\|\mathbf{b}_{i}^{*}\right\|$ of a 240 -dimensional highly reduced basis

Geometric Series Assumption (GSA): Schnorr [73] introduced geometric series assumption (GSA), which says that the Gram-Schmidt lengths $\left\|\mathbf{b}_{i}^{*}\right\|$ in the BKZ-reduced basis decay geometrically with quotient $r$ for $i=1, \ldots, n$, namely, $\left\|\mathbf{b}_{i}^{*}\right\|^{2} /\left\|\mathbf{b}_{1}\right\|^{2}=r^{i-1}$, for some $r \in[3 / 4,1)$. Here $r$ is called the GSA constant. Figure 3.3 shows the GramSchmidt lengths of a 240 -dimensional reduced basis after processing BKZ-100 using our algorithm and parameters.

It is known that GSA does not hold exactly in the first and last indexes [22]. Several previous works [1, 22, 73] aimed to modify the reduction algorithm that outputs the reduced basis satisfying GSA. However, it seems difficult to obtain such a reduced basis in practice. In this paper, we aim to modify the parameters in the first and last indexes so that the proposed simulator performs with optimal efficiency (See section 3.5.1).

### 3.3.2 Chen-Nguyen's BKZ 2.0 Algorithm [24]

We recall Chen-Nguyen's BKZ 2.0 Algorithm in this section. The outline of the BKZ 2.0 algorithm is described in Algorithm 1.

Speed-up Techniques for BKZ 2.0: BKZ 2.0 employs four major speed-up techniques that differentiate it from the original BKZ:

1. BKZ 2.0 employs the extreme pruning technique [37], which attempts to find shorter vectors in the local blocks $B_{i}$ with low probability $p$ by randomizing basis $B_{i}$ to more blocks $G_{1}, \ldots, G_{M}$ where $M=\lfloor 1 / p\rceil$.
```
Algorithm 1 An outline of BKZ 2.0
Input: A lattice basis \(B\) of \(n\) dimensions, blocksize \(\beta\), and some terminating condition.
Output: A reduced basis \(B\).
    \(B \leftarrow \operatorname{LLL}(B)\);
    for \(i=1\) to \(n-1\)
        Set probability \(p\) for local block \(B_{i}\) of fixed blocksize \(\beta_{i}^{\prime}=\min (\beta, n-i+1)\) and
        let \(M=\lfloor 1 / p\rceil\);
        Generate randomized local blocks \(G_{1}, \ldots, G_{M}\) from local block \(B_{i}\), and
        preprocess \(G_{1}, \ldots, G_{M}\) (reduction by LLL and small blocksize BKZ);
        Find a vector \(\mathbf{v}\) by lattice enumeration with radius \(c=\min \left\{\left\|\mathbf{b}_{i}^{*}\right\|, \sqrt{1.1} \cdot \mathrm{GH}\left(B_{i}\right)\right\}\)
        for \(G_{1}, \ldots, G_{M}\) with probability \(p\);
        if \(\mathbf{v}\) satisfies \(\|\mathbf{v}\|<\left\|\mathbf{b}_{i}^{*}\right\|\) then update basis \(B\) by \(\mathbf{v}\);
    end-for
    if terminating condition is satisfied then return \(B\);
    else goto step 2.
```

2. For the search radius $\min \left\{\left\|\mathbf{b}_{i}^{*}\right\|, \alpha \cdot \mathrm{GH}\left(B_{i}\right)\right\}$ in the enumeration algorithm of the local block $B_{i}$, Chen and Nguyen set the value as $\alpha=\sqrt{1.1}$ from their experiments, while the previous works set the radius as $\left\|\mathbf{b}_{i}^{*}\right\|$.
3. In order to reduce the cost of the enumeration algorithm, BKZ 2.0 preprocesses the local blocks by executing the sequence of BKZ algorithm, e.g., 3 tours of BKZ-50 and then 5 tours of BKZ-60, and so on. The parameters blocksize, number of rounds and number of randomized bases, are precomputed to minimize the total enumeration cost.
4. BKZ 2.0 uses the terminating condition introduced in [42], which aborts BKZ within small number of tours. It can find a short vector faster than the full execution of BKZ.

Chen-Nguyen's BKZ 2.0 Simulator: In order to predict the computational cost and the quality of the output basis, they also propose the simulating procedure of the BKZ 2.0 algorithm. Let $\left(\ell_{1}, \ldots, \ell_{n}\right)$ be the simulated values of the GS-lengths $\left\|\mathbf{b}_{i}^{*}\right\|$ for $i=1, \ldots, n$. Then, the simulated values of the determinant and the Gaussian heuristic are represented by $\prod_{j=1}^{n} \ell_{j}$ and $\mathrm{GH}\left(B_{i}\right)=V_{\beta^{\prime}}(1)^{-1 / \beta^{\prime}} \prod_{j=i}^{i+\beta^{\prime}-1} \ell_{i}$ where $\beta^{\prime}=\min \{\beta, n-i+1\}$, respectively.

They simulate a BKZ tour of blocksize $\beta$ assuming that each enumeration procedure finds a vector of projective length $\mathrm{GH}\left(B_{i}\right)$. Roughly speaking, their simulator updates $\left(\ell_{i}, \ell_{i+1}\right)$ to $\left(\ell_{i}^{\prime}, \ell_{i+1}^{\prime}\right)$ for $i=1, \ldots, n-1$, where $\ell_{i}^{\prime}=\operatorname{GH}\left(B_{i}\right)$ and $\ell_{i+1}^{\prime}=\ell_{i+1} \cdot\left(\ell_{i} / \ell_{i}^{\prime}\right)$.

Here, the last 50 GS-lengths are modified using an HKZ reduced basis. The details of their simulator are given in [24, Algorithm 3].

They also present the upper and lower bounds for the number of processed nodes during the lattice enumeration of blocksize $\beta$. From [25, Table 4], we extrapolate the costs as

$$
\begin{equation*}
\log _{2}\left(\operatorname{Cost}_{\beta}\right)=0.000784314 \beta^{2}+0.366078 \beta-6.125 \tag{3.3}
\end{equation*}
$$

Then, the total enumeration cost of performing the BKZ 2.0 algorithm using blocksize $\beta$ and $t$ tours is given by

$$
\begin{equation*}
t \cdot \sum_{i=1}^{n-1} \operatorname{Cost}_{\min \{\beta, n-i+1\}} \tag{3.4}
\end{equation*}
$$

To convert the number of nodes into single-threaded time in seconds, we use the rational constant $4 \cdot 10^{9} / 200=2 \cdot 10^{7}$, because they assumed that processing one node requires 200 clock cycles in a standard CPU, and we assume it can work at 4.0 GHz .

We note that there are several models to extrapolate $\log _{2}\left(\operatorname{Cost}_{\beta}\right)$. Indeed, Lepoint and Naehrig [54] consider two models by a quadratic interpolation and a linear interpolation from the table. Albrecht et al. [6] showed another BKZ 2.0 cost estimation that uses an interpolation using the cost model $\log _{2}\left(\operatorname{Cost}_{\beta}\right)=O(n \log n)$. It is a highly non-trivial task to find a proper interpolation that estimates a precise cost of the BKZ 2.0 algorithm.

We further mention that the upper bound of the simulator is somewhat debatable, because they use the enumeration radius $c=\min \left\{\sqrt{1.1} \cdot \mathrm{GH}\left(B_{i}\right),\left\|\mathbf{b}_{i}^{*}\right\|\right\}$ for $i<n-30$ in their experiment whereas they assume $c=\mathrm{GH}\left(B_{i}\right)$ for the cost estimation in their upper bound simulation. Thus, the actual cost of BKZ 2.0 could differ by a factor of $1.1^{O(\beta)}$.

### 3.4 Optimizing Parameters in Plain BKZ

In this section we consider the plain BKZ algorithm described in Algorithm 2, and roughly predict the GS-lengths of the output basis, which were computed by the GSA constant $r$. Using this analysis, we can obtain the optimal settings for parameters $(\alpha, p)$ in Step 4 of the plain BKZ algorithm of blocksize $\beta$.

```
Algorithm 2 Plain BKZ algorithm
Input: A lattice basis \(B\) of \(n\) dimensions, blocksize \(\beta\).
Output: A reduced basis \(B\).
    \(B \leftarrow \operatorname{LLL}(B)\);
    flag \(=1\) // set flag \(=0\) when the basis is updated;
    for \(i=1\) to \(n-1\)
        Set \((\alpha, p)\) for local block \(B_{i}\) of fixed blocksize \(\beta_{i}^{\prime}=\min (\beta, n-i+1)\);
        Execute lattice enumeration with probability \(p\) and radius \(\alpha \cdot \mathrm{GH}\left(B_{i}\right)\);
        if \(\mathbf{v}\) satisfies \(\|\mathbf{v}\|<\alpha \cdot \mathrm{GH}\left(B_{i}\right)\), then update basis \(B\) by \(\mathbf{v}\) and flag \(=0\);
        end-for
    if \(f l a g=1\) then return \(B\) else goto Step 2;
```


### 3.4.1 Relationship of Parameters $\alpha, \beta, p, r$

We fix the values of parameters $(\alpha, \beta)$ and assume that the lattice dimension $n$ is sufficiently large.

Suppose that we found a vector $\mathbf{v}$ of $\|\mathbf{v}\|<\alpha \cdot \mathrm{GH}\left(B_{i}\right)$ in the local block $B_{i}$. We update the basis $B_{i}$ by inserting $\mathbf{v}$ at $i$ th index, and perform LLL or small blocksize BKZ on the updated basis.

Theorem 3.1 (Rogers' theorem [71]). Let $S$ be a convex symmetric Borel set with measure $V$. Let $L$ be a lattice of determinant 1 and be of large dimension $n$. The number of vector pairs $(\mathbf{v},-\mathbf{v})$ of $L$ in $S$ is asymptotic to the Poisson distribution with mean $1 / 2 \cdot V$.

Proof. Please refer to the original paper [71] (the Theorem (3) and its proof).

Due to Rogers' theorem, approximately $\alpha^{n} / 2$ vector pairs ( $\left.\mathbf{v},-\mathbf{v}\right)$ exist within the ball of radius $c=\alpha \cdot \mathrm{GH}(L)$.

Corollary 3.2. Since the pruning probability is defined for a single vector pair, we expect the actual probability that the enumeration algorithm finds at least one vector shorter than $c$ is roughly

$$
\begin{equation*}
1-(1-p)^{\alpha^{n} / 2} \approx p \cdot \frac{\alpha^{n}}{2} . \tag{3.5}
\end{equation*}
$$

The right-hand side of relation (3.5) is roughly computed by the binomial theorem, under the assumption that $p<1$ is very small and $n>1$ is not too big. Thus, there may exist
one lattice vector in the searching space by setting parameter $p$ as

$$
\begin{equation*}
p=\frac{2}{\alpha^{\beta}} . \tag{3.6}
\end{equation*}
$$

Remark 3.3. The probability setting of equation (3.6) is an optimal choice under our assumption. If $p$ is smaller, the enumeration algorithm finds no short vector with high probability and basis updating at $i$ th index does not occur, which is a waste of time. On the other hand, if we take a larger $p$ so that there exist $p \cdot \alpha^{\beta} / 2>1$ vector pairs, the computational time of the enumeration algorithm increases more than $p \cdot \alpha^{\beta} / 2$ times [37]. Although it can find shorter vectors, this is also a waste of time from the viewpoint of basis updating.

Assume that one vector is found using the enumeration, and also assume that the distribution of it is the same as the random point in the $\beta$-dimensional ball of radius $\alpha \cdot \operatorname{GH}\left(B_{i}\right)$. Then, the expected value of $\|\mathbf{v}\|$ is $\frac{\beta}{\beta+1} \alpha \cdot \operatorname{GH}\left(B_{i}\right)$ by letting $K=1$ in Lemma 1 . Thus, we can expect that this is the value $\left\|\mathbf{b}_{i}^{*}\right\|$ after update.

Therefore, after executing a sufficient number of BKZ tours, we can expect that all the lengths $\left\|\mathbf{b}_{i}^{*}\right\|$ of the Gram-Schmidt basis satisfy

$$
\begin{equation*}
\left\|\mathbf{b}_{i}^{*}\right\|=\frac{\beta}{\beta+1} \alpha \cdot \mathrm{GH}\left(B_{i}\right) \tag{3.7}
\end{equation*}
$$

on average. Hence, under Schnorr's GSA, we have the relation

$$
\begin{equation*}
\left\|\mathbf{b}_{i}^{*}\right\|=\frac{\alpha \beta}{\beta+1} \cdot V_{\beta}(1)^{-1 / \beta}\left\|\mathbf{b}_{i}^{*}\right\| \prod_{j=1}^{\beta} r^{(j-1) / 2 \beta}, \tag{3.8}
\end{equation*}
$$

and the GSA constant is

$$
\begin{equation*}
r=\left(\frac{\beta+1}{\alpha \beta}\right)^{\frac{4}{\beta-1}} \cdot V_{\beta}(1)^{\frac{4}{\beta(\beta-1)}} . \tag{3.9}
\end{equation*}
$$

Therefore, by fixing $(\alpha, \beta)$, we can set the probability $p$ and obtain $r$ as a rough prediction of the quality of the output lattice basis. We will use the relations (3.6) and (3.9) to set our parameters. Note that any two of $\alpha, \beta, p$ and $r$ are determined from the other two values.

Remark 3.4. Our estimation is somehow underestimate, i.e., in our experiments, the found vectors during BKZ algorithm are often shorter than the estimation in equation


Figure 3.4: Relation between $\beta$ and $r$ that minimizes the computational cost
(3.7). This gap is mainly from the estimation in (3.5), which can be explained as follows. Let $\left(R_{1}, \ldots, R_{\beta}\right)$ be a bounding function of probability $p$ for a vector of length $\|v\|$. Then, the probability $p^{\prime}$ for a vector of length $\left\|v^{\prime}\right\|$ of a shorter vector is the same as the scaled bounding function $\left(R_{1}^{\prime}, \ldots, R_{\beta}^{\prime}\right)$ where $R_{i}^{\prime}=\min \left\{1, R_{i} \cdot\|v\| /\left\|v^{\prime}\right\|\right\}$. Here, $p^{\prime}$ is clearly larger than $p$ due to $R_{i}^{\prime} \geq R_{i}$ for $i \in[\beta]$. Therefore, when the above parameters are used, the quality of the output basis is better than that derived from equation (3.9) if we perform a sufficient number of tours. Hence, within a few tours, our algorithm can output a basis which has a good quality predicted by our estimation in this section.

### 3.4.2 Optimizing Parameters

Now for a fixed parameter pair $(\beta, r)$, the cost $\operatorname{ENUMCost}\left(B_{i} ; \alpha, p\right)$ of the enumeration algorithm in local block $B_{i}$ satisfying GSA is computable. Concretely, we compute $\alpha$ using the relation (3.9), fix $p$ by (3.6), and simulate the Gram-Schmidt lengths of $B_{i}$ using $\left\|\mathbf{b}_{i}^{*}\right\|=r^{(i-1) / 2}$. Using the computation technique in [37], for several GSA constants $r$, we search for the optimal blocksize $\beta$ that minimizes the enumeration cost ENUMCost $\left(B_{i} ; \alpha, p\right)$. The small squares in Figure 3.4 show the results. From these points, we find the functions $f_{1}(\beta)$ and $f_{2}(\beta)$, whose graphs are also in the figure.

We explain how to find these functions $f_{1}(\beta)$ and $f_{2}(\beta)$. Suppose lattice dimension $n$ is sufficiently large, and suppose the cost of the enumeration algorithm is roughly dominated by the probability $p$ times the factor at $k=n / 2$ in the summation (3.1). Then

ENUMCost $\left(B_{i} ; \alpha, p\right)$ is approximately

$$
D=p \cdot \frac{V_{\beta / 2}\left(\alpha \cdot \mathrm{GH}\left(B_{r}\right)\right)}{\prod_{i=\beta / 2+1}^{\beta}\left\|\mathbf{b}_{i}^{*}\right\|}=2 \alpha^{-\beta / 2} \frac{V_{\beta / 2}(1) V_{\beta}(1)^{-1 / 2}}{r^{\beta^{2} / 16}},
$$

where from equation (3.9) we have obtained

$$
D \approx \text { Const. } \times r^{\left(\beta^{2}-2 \beta\right) / 16} \cdot\left(\frac{\beta}{e \pi}\right)^{\beta / 4}, \text { and } \frac{\partial \log D}{\partial \beta} \approx \frac{\beta-1}{8} \log r+\frac{1}{4}+\frac{1}{4} \log \frac{\beta}{e \pi} .
$$

In order to minimize $D$, we roughly need the above derivative to be zero; thus, we use the following function of $\beta$ for our cost estimation with constants $c_{i}$

$$
\log (r)=2 \cdot(\log \beta+1-\log (e \pi)) /(1-\beta)=\frac{\log c_{1} \beta}{c_{2} \beta+c_{3}}
$$

From this observation, we fix the fitting function model as $f(\beta)=\frac{\log \left(c_{1} \beta+c_{2}\right)}{c_{3} \beta+c_{4}}$.
By using the least squares method implemented in gnuplot, we find the coefficients $c_{i}$ so that $f(\beta)$ is a good approximation of the pairs $\left(\beta_{i}, \log \left(r_{i}\right)\right)$. In our curve fitting, we separate the range of $\beta$ into the interval $[40,100]$, and the larger one. This is needed for converging to $\log (r)=0$ when $\beta$ is sufficiently large; however, our curve fitting using a single natural function did not achieve it. Curves $f_{1}(\beta)$ and $f_{2}(\beta)$ in Figure 3.4 are the results of our curve fitting for the range $[40,100]$ and the larger one, respectively.

$$
\log (r)= \begin{cases}-18.2139 /(\beta+318.978) & (\beta \leq 100)  \tag{3.10}\\ (-1.06889 /(\beta-31.0345)) \cdot \log (0.417419 \beta-25.4889) & (\beta>100)\end{cases}
$$

Moreover, we obtain pairs of $\beta$ and minimize $\operatorname{ENUMCost}\left(B_{i} ; \alpha, p\right)$, in accordance with the above experiments. Using the curve fitting that minimizes $\sum_{\beta}\left|f(\beta)-\log _{2} \operatorname{ENUMCost}\left(B_{i} ; \alpha, p\right)\right|^{2}$ using gnuplot, we find the extrapolating formula

$$
\log _{2} \operatorname{MINCost}(\beta):= \begin{cases}0.1375 \beta+7.153 & (\beta \in[60,105])  \tag{3.11}\\ 0.000898 \beta^{2}+0.270 \beta-16.97 & (\beta>105)\end{cases}
$$

to $\log _{2}$ ENUMCost $\left(B_{i} ; \alpha, p\right)$. We will use this as the standard of the enumeration cost of blocksize $\beta$.

Remark 3.5. Our estimation from the real experiments is $0.25 \beta \cdot \operatorname{ENUMCost}\left(B_{i} ; \alpha, p\right)$ (See, Section 3.7.1), which crosses over the estimation of BKZ 2.0 simulator (3.3) at $\beta=873$. Thus, the performance of BKZ 2.0 might be better in some extremely high block sizes, while our algorithm has a better performance in the realizable block sizes $<200$.

### 3.4.3 Parameter Settings in Step 4 in Algorithm 2

Using the above arguments, we can fix the optimized pair ( $\alpha, p$ ) for each blocksize $\beta$. That is, to process a local block of blocksize $\beta$ in Step 4 of the plain BKZ algorithm in Algorithm 2, we compute the corresponding $r$ by equations (3.10), and additionally obtain the parameters $\alpha$ by equation (3.9) and $p$ by equation (3.6). These are our basic parameter settings.

Modifying blocksize at first indexes: We sometimes encounter the phenomenon in which the actual ENUMCost $\left(B_{i} ; \alpha, p\right)$ in small indexes is much smaller than that in middle indexes. This is because $\left\|\mathbf{b}_{i}^{*}\right\|$ is smaller than $\operatorname{GH}\left(B_{i}\right)$ in small indexes. In other words, $\mathbf{b}_{i}$ is hard to update using the enumeration of blocksize $\beta$. To speed up the lattice reduction, we use a heuristic method that enlarges the blocksizes as follows.

From the discussion in the above subsection, we know the theoretical value of the enumeration cost at blocksize $\beta$. On the other hand, in the actual computing of BKZ algorithms, the enumeration cost is increased because the sequence $\left(\left\|\mathbf{b}_{i}^{*}\right\|, \ldots,\left\|\mathbf{b}_{i+\beta-1}^{*}\right\|\right)$, which mainly affects the computing cost, does not follow the GSA of slope $r$ exactly. In some experiments, we will verify that the enumeration cost is approximately $\beta$ times the theoretical value (See, Figure 3.6 in Section 3.7.1). Thus, we define the expected enumeration cost in blocksize $\beta$ as $\beta \cdot \operatorname{MINCost}(\beta)$. With this expectation, we reset the blocksize as the minimum $\beta$ satisfying $\operatorname{ENUMCost}\left(B_{[i: i+\beta-1]} ; \alpha, p\right)>\beta \cdot \operatorname{MINCost}(\beta)$.

Modifying $(\alpha, p)$ at last indexes: For large indexes such as $i>n-\beta$, the blocksize of a local block shrinks to $\beta^{\prime}=\min (\beta, n-i+1)$. In our implementation, we increase the success probability to a new $p^{\prime}$, while ENUMCost $\left(B_{i} ; \alpha^{\prime}, p^{\prime}\right)$ is smaller than $\beta$. $\operatorname{MINCost}(\beta)$. We also reset the radius as $\alpha^{\prime}=\left(2 / p^{\prime}\right)^{1 / \beta}$ from equation 3.6.

### 3.5 Our Proposed Progressive BKZ: Basic Variant

```
Algorithm 3 Our progressive BKZ algorithm (basic variant)
Input: A lattice basis \(B\) of \(n\) dimensions, starting blocksize \(\beta_{\text {start }}\), and ending blocksize
    \(\beta_{\text {end }}\).
Output: A reduced basis \(B\).
    \(B \leftarrow \operatorname{LLL}(B)\);
    for \(\beta=\beta_{\text {start }}\) to \(\beta_{\text {end }} \mathbf{d o}\)
        while \(\operatorname{FEC}(B)>\operatorname{Sim}-\operatorname{FEC}(n, \beta)\) do
        for \(i=1\) to \(n-1\)
            Set \((\alpha, p)\) for local block \(B_{i}\) of blocksize \(\beta^{\prime}=\min (\beta, n-i+1)\)
            using the setting in Section 3.4.3,
            Preprocess the basis by the progressive BKZ;
            Execute lattice enumeration with probability \(p\) and radius \(\alpha \cdot \mathrm{GH}\left(B_{i}\right)\);
            if \(\mathbf{v}\) satisfies \(\|\mathbf{v}\|<\alpha \cdot \mathrm{GH}\left(B_{i}\right)\) then update basis \(B\) by \(\mathbf{v}\);
        end-for
    end-while
    end-for
```

In this section, we explain the basic variant of our proposed progressive BKZ algorithm.
In general, if the blocksize of the BKZ algorithm increases, a shorter vector $\mathbf{b}_{1}$ can be computed; however, the running cost will eventually increase. The progressive BKZ algorithm starts a BKZ algorithm with a relatively small blocksize $\beta_{\text {start }}$ and increases the blocksize to $\beta_{\text {end }}$ by some criteria. The idea of the progressive BKZ algorithm has been mentioned in several literatures, for example, [24, 74, 77, 43]. The research challenge in the progressive BKZ algorithm is to find an effective criteria for increasing blocksizes that minimizes the total running time.

In this paper we employ the full enumeration cost (FEC) in Section 3.2.1, in order to evaluate the quality of the basis for finding the increasing criteria. Recall that the FEC of basis $B=\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ of $n$-dimensional lattice $L$ is defined by $\operatorname{FEC}(B)=$ $\sum_{k=1}^{n} \frac{V_{k}(\mathrm{GH}(L))}{\Pi_{i=n-k+1}^{n}\left\|\mathbf{b}_{i}^{*}\right\|}$, where $\left\|\mathbf{b}_{i}^{*}\right\|$ represents the GS-lengths. Note that $\mathrm{FEC}(B)$ eventually decreases after performing several tours of the BKZ algorithm using the fixed blocksize $\beta$.

Moreover, we construct a simulator that evaluates the GS-lengths by the optimized parameters $\alpha, \beta, p, r$ for the BKZ algorithm described in the local block discussion in Section 3.4.3. The simulator for an $n$-dimensional lattice only depends on the blocksize
$\beta$ of the local block; we denote by $\operatorname{Sim}-\mathrm{GS}-$ lengths $(n, \beta)$ the simulated GS-lengths $\left(\ell_{1}, \ldots, \ell_{n}\right)$. The construction of simulator will be presented in Section 3.5.1.

For this purpose, we define some functions defined on the simulated GS-lengths $\left(\ell_{1}, \ldots, \ell_{n}\right)$. $\operatorname{Sim}-\mathrm{GH}\left(\ell_{1}, \ldots, \ell_{n}\right)=V_{n}(1)^{-1 / n} \prod_{j=1}^{n} \ell_{j}^{1 / n}$ is the simulated Gaussian heuristic. The simulated value of full enumeration cost is

$$
\operatorname{Sim}-\operatorname{FEC}\left(\ell_{1}, \ldots, \ell_{n}\right):=\sum_{k=1}^{n} \frac{V_{k}\left(\operatorname{Sim}-\mathrm{GH}\left(\ell_{1}, \ldots, \ell_{n}\right)\right)}{\prod_{i=n-k+1}^{n} \ell_{i}}
$$

Further, for $\left(\ell_{1}, \ldots, \ell_{n}\right)=\operatorname{Sim}-G S-l e n g t h s(n, \beta)$, we use the notation
$\operatorname{Sim}-\operatorname{FEC}(n, \beta):=\operatorname{Sim}-\operatorname{FEC}\left(\ell_{1}, \ldots, \ell_{n}\right)$ in particular. The simulated enumeration cost $\operatorname{Sim}-\operatorname{ENUMCost}\left(\ell_{1}, \ldots, \ell_{\beta} ; \alpha, p\right)$ is defined by $\operatorname{ENUMCost}(B ; \alpha, p)$ for a lattice basis $B$ that has GS-lengths $\left\|\mathbf{b}_{i}^{*}\right\|=\ell_{i}$ for $i \in[\beta]$.

The key point of our proposed progressive BKZ algorithm is to increase the blocksize $\beta$ if $\operatorname{FEC}(B)$ becomes smaller than $\operatorname{Sim}-\operatorname{FEC}(n, \beta)$. In other words, we perform the $\operatorname{BKZ}$ tours of blocksize $\beta$ while $\operatorname{FEC}(B)>\operatorname{Sim}-\operatorname{FEC}(n, \beta)$. We describe the proposed progressive BKZ in Algorithm 3 .
Remark 3.6. In the basic variant of our progressive BKZ described in Section 3.6.1, we increase the blocksize $\beta$ in increments of one in Step 2. However, we will present an optimal strategy for increasing the blocksize in Section 3.6

### 3.5.1 Sim-GS-lengths $(n, \beta)$ : Predicting Gram-Schmidt Lengths

In the following, we construct a simulator for predicting the Gram-Schmidt lengths \|b्bin obtained from the plain BKZ algorithm of blocksize $\beta$.

Our simulator consists of two phases. First, we generate approximated GS-lengths using Gaussian heuristics; we then modify it for the first and last indexes of GSA in Section 3.3.1. We will explain how to compute $\left(\ell_{1}, \ldots, \ell_{n}\right)$ as the output of Sim-GS-lengths $(n, \beta)$.

First phase: Our simulator computes the initial value of $\left(\ell_{1}, \ldots, \ell_{n}\right)$.
We start from the last index by setting $\ell_{n}=1$, and compute $\ell_{i}$ backwards. From equations (3.2) and (3.7) we are able to simulate the GS-lengths $\ell_{i}$ by solving the following equation
of $\ell_{i}$ :

$$
\begin{equation*}
\ell_{i}=\max \left\{\frac{\beta^{\prime}}{\beta^{\prime}+1} \alpha, \tau_{\beta^{\prime}}\right\} \cdot \operatorname{GH}\left(\ell_{i}, \ldots, \ell_{i+\beta^{\prime}-1}\right), \text { where } \beta^{\prime}=\min (\beta, n-i+1) \tag{3.12}
\end{equation*}
$$

Here, $\alpha$ is the optimized radius parameter in Section 3.4.3 and $\tau_{\beta^{\prime}}$ is the coefficient of the modified Gaussian heuristic.

This simple simulation in the first phase is sufficient for smaller blocksizes ( $\beta<30$ ). However, for simulating larger blocksizes, we must modify the GS-lengths of the first and last indexes in Section 3.3.1.

Second phase: To modify the results of the simple simulation, we consider our two modifying methods described in Section 3.4.3. We recall that $\operatorname{MINCost}(\beta)$ is the standard value of the enumeration cost of blocksize $\beta$.

We first consider the modification for the last indexes $i>n-\beta+1$, i.e., a situation in which the blocksize is smaller than $\beta$. We select the modified probability $p_{i}$ at index $i$ so that $\operatorname{Sim}-\operatorname{ENUMCost}\left(\ell_{i}, \ldots, \ell_{n} ; \alpha_{i}, p_{i}\right)=\beta \cdot \operatorname{MINCost}(\beta)$, where $\ell_{i}, \ldots, \ell_{n}$ is the result of the first simulation, and we use $\alpha_{i}=\left(2 / p_{i}\right)^{n-i+1}$. After all $\left(\alpha_{i}, p_{i}\right)$ for $n-\beta+1 \leq i \leq n$ are fixed, we modify the GS-lengths by solving the following equation of $\ell_{i}$ again:

$$
\ell_{i}=\max \left\{\frac{\beta^{\prime}}{\beta^{\prime}+1} \alpha_{i}, \tau_{\beta^{\prime}}\right\} \cdot \operatorname{GH}\left(\ell_{i}, \ldots, \ell_{n}\right) \text { where } \beta^{\prime}=n-i+1 .
$$

Next, using the modified $\left(\ell_{1}, \ldots, \ell_{n}\right)$, we again modify the first indexes as follows. We determine the integer parameter $b>0$ for the size of enlargement. For $b=1,2, \ldots$, we reset the blocksize at index $i$ as $\beta_{i}:=\beta+\max \{(b-i+1) / 2, b-2(i-1)\}$ for $i \in\{1, \ldots, b\}$. Using these blocksizes, we recompute the GS-lengths by solving equation (3.12) from $i=\beta_{i}$ to 1 . Then, we compute $\operatorname{Sim}-E N U M C o s t\left(\ell_{1}, \ldots, \ell_{\beta+b} ; \alpha, p\right)$. We select the maximum $b$ such that this simulated enumeration cost is smaller than $2 \cdot \operatorname{MINCost}(\beta)$.

Experimental result of our GS-lengths simulator: We performed some experiments on the GS-lengths for some random lattices from the Darmstadt SVP Challenge [28]. We computed the GS-lengths for 120, 150 and 200 dimensions using the proposed progressive BKZ algorithm, with ending blocksizes of 40,60 , and 100 , respectively (Note that the starting blocksize is irrelevant to the quality of the GS-lengths). The simulated result is shown in Figure 3.5. Almost all small squares of the computed


Figure 3.5: Left figure: Semi-log graph of $\left\|\mathbf{b}_{i}^{*}\right\|$ of reduced random lattices from the SVP Challenge problem generator: Simulation (bold lines) vs. Experiment (small squares). Right figure: The root Hermite factor of reduced random 300-dimensional bases after BKZ- $\beta$. Simulation (bold red lines) vs. Experiment (thin blue lines).

GS-lengths are plotted on the bold line obtained by our above simulation. Our simulator can precisely predict the GS-lengths of these lattices. The progress of the first vector, which uses 300 -dimensional lattices, is also shown in the figure.

### 3.5.2 Expected Number of BKZ Tours at Step 3

At Step 3 in the proposed algorithm (Algorithm 3) we iterate the BKZ tour with blocksize $\beta$ as long as the full enumeration cost $\operatorname{FEC}(B)$ is larger than the simulated cost $\operatorname{Sim}-\operatorname{FEC}(n, \beta)$. In the following we estimate the expected number of BKZ tours (we denote it as $\sharp$ tours) at blocksize $\beta$.

In order to estimate $\sharp$ tours $s$, we first compute $\left(\ell_{1}, \ldots, \ell_{n}\right)$ and the output of Sim-GS-lengths $(n, \beta-$ 1), and update it by using the modified Chen-Nguyen's BKZ 2.0 simulator described in Section 3.3.2, until $\operatorname{Sim}-\operatorname{FEC}\left(\ell_{1}, \ldots, \ell_{n}\right)$ is smaller than $\operatorname{Sim}-\operatorname{FEC}(n, \beta)$. We simulate a BKZ tour by updating the pair $\left(\ell_{i}, \ell_{i+1}\right)$ to $\left(\ell_{i}^{\prime}, \ell_{i+1}^{\prime}\right)$ for $i=1, \ldots, n-1$ according to the following rule:

$$
\begin{aligned}
\quad \ell_{i}^{\prime} & =\max \left\{\frac{\beta}{\beta+1} \alpha, \tau_{\beta}\right\} \cdot \operatorname{GH}\left(\ell_{i}, \ldots, \ell_{\min (n, i+\beta-1)}\right) \\
\text { and } \quad \ell_{i+1}^{\prime} & =\ell_{i+1} \cdot\left(\ell_{i} / \ell_{i}^{\prime}\right) .
\end{aligned}
$$

Note that the former one is more important than the latter, since the latter heuristic is to make sure the accuracy of $\mathrm{GH}(\cdot)$ in the former one. At the simulation of $t$ th BKZ tour, write the input GS-lengths $\left(\ell_{1}^{\prime}, \ldots, \ell_{n}^{\prime}\right)$; i.e., the output of the $(t-1)$ th BKZ tour. We
further denote the output of $t$ th BKZ tour as $\left(\ell_{1}, \ldots, \ell_{n}\right)$. Suppose they satisfy

$$
\operatorname{Sim}-\operatorname{FEC}\left(\ell_{1}^{\prime}, \ldots, \ell_{n}^{\prime}\right)>\operatorname{Sim}-\mathrm{FEC}(n, \beta)>\operatorname{Sim}-\mathrm{FEC}\left(\ell_{1}, \ldots, \ell_{n}\right)
$$

Then, our estimation of $\sharp$ tours is the interpolated value:

$$
\begin{equation*}
\sharp \text { tours }=(t-1)+\frac{\operatorname{Sim}-\operatorname{FEC}\left(\ell_{1}^{\prime}, \ldots, \ell_{n}^{\prime}\right)-\operatorname{Sim}-\operatorname{FEC}(n, \beta)}{\operatorname{Sim}-\operatorname{FEC}\left(\ell_{1}^{\prime}, \ldots, \ell_{n}^{\prime}\right)-\operatorname{Sim}-\operatorname{FEC}\left(\ell_{1}, \ldots, \ell_{n}\right)} . \tag{3.13}
\end{equation*}
$$

Note that we can use this estimation for other BKZ strategies, although we estimate the number of $\mathbf{B K Z}$ tours from BKZ- $(\beta-1)$ basis to $\mathbf{B K Z}-\beta$ basis, using BKZ- $\beta$ algorithm. We will estimate the tours for other combinations of starting and ending blocksizes, and use them in the algorithm.

### 3.6 Optimizing Blocksize Strategy in Progressive BKZ

We propose how to optimally increase the blocksize $\beta$ in the proposed progressive BKZ algorithm. Several heuristic strategies for increasing the blocksizes have been proposed. The following sequences of blocksizes after LLL-reduction have been used in the previous literatures:

| 20 | $\rightarrow 21$ | $\rightarrow 22$ | $\rightarrow 23$ | $\rightarrow 24$ | $\rightarrow \cdots$ | Gama and Nguyen [36] |
| :---: | :---: | :---: | :---: | :---: | :---: | :--- |
| 2 | $\rightarrow 4$ | $\rightarrow 8$ | $\rightarrow 16$ | $\rightarrow 32$ | $\rightarrow \cdots$ | Schnorr and Shevchenko [77], |
| 2 | $\rightarrow 4$ | $\rightarrow 6$ | $\rightarrow 8$ | $\rightarrow 10$ | $\rightarrow \cdots$ | Haque, Rahman, and Pieprzyk [43], |
| 50 | $\rightarrow 60$ | $\rightarrow 70$ | $\rightarrow 80$ | $\rightarrow 90$ | $\rightarrow \cdots$ | Chen and Nguyen [24, 25] |

The timings for changing to the next blocksize were not explicitly given. They sometimes continue the BKZ tour until no update occurs as the original BKZ. In this section we try to find the sequence of the blocksizes that minimizes the total cost of the progressive BKZ to find a BKZ- $\beta$ reduced basis. To find this strategy, we consider all the possible combinations of blocksizes used in our BKZ algorithm and the timing to increase the blocksizes.

Notations on blocksize strategy: We say a lattice basis $B$ of dimension $n$ is $\beta$ reduced when $\operatorname{FEC}(B)$ is smaller than $\operatorname{Sim}-\operatorname{FEC}(n, \beta)$. For a tuple of blocksizes
( $\left.\beta^{\text {alg }}, \beta^{\text {start }}, \beta^{\text {goal }}\right)$ satisfying $2 \leq \beta^{\text {start }}<\beta^{\text {goal }} \leq \beta^{\text {alg }}$, the notation

$$
\beta^{\text {start }} \xrightarrow{\beta^{a l g}} \beta^{g o a l}
$$

is the process of the BKZ following algorithm. The input is a $\beta^{\text {start }}$-reduced basis $B$, and the algorithm updates $B$ using the tours of BKZ- $\beta^{\text {alg }}$ algorithm with parameters in Section 3.4.3. It stops when $\operatorname{FEC}(B)<\operatorname{Sim}-\operatorname{FEC}(n, \beta$ goal $)$.

TimeBKZ $\left(n, \beta^{\text {start }} \xrightarrow{\beta^{\text {alg }}} \beta^{\text {goal }}\right)$ is the computing time in seconds of this algorithm. We provide a concrete simulating procedure in this and the next sections. We assume that TimeBKZ is a function of $n, \beta^{\text {alg }}, \beta^{\text {start }}$ and $\beta^{g o a l}$.

To obtain a BKZ- $\beta$ reduced basis from an LLL reduced basis, many blocksize strategies are considered as follows:

$$
\begin{equation*}
\beta_{0}^{\text {goal }}=\operatorname{LLL} \xrightarrow{\beta^{a l g}} \beta_{1}^{\text {goal }} \xrightarrow{\beta^{a l g}} \beta_{2}^{\text {goal }} \xrightarrow{\beta_{\beta}^{a l g}} \cdots \xrightarrow{\beta_{l}^{\text {alg }}} \beta_{D}^{\text {goal }}(=\beta) . \tag{3.14}
\end{equation*}
$$

We denote this sequence as $\left\{\left(\beta_{j}^{\text {alg }}, \beta_{j}^{g o a l}\right)\right\}_{j=1, \ldots, D}$, and regard it as the progressive BKZ given in Algorithm 4 .

```
Algorithm 4 Our progressive BKZ algorithm with blocksize strategy
Input: A lattice basis \(B\) of \(n\) dimensions, Blocksize strategy \(\left\{\left(\beta_{j}^{a l g}, \beta_{j}^{\text {goal }}\right)\right\}_{j=1, \ldots, D}\).
Output: A \(\beta_{D}^{\text {goal }}\)-reduced basis \(B\).
    \(B \leftarrow \operatorname{LLL}(B)\);
    for \(j=1\) to \(D\) do
    while \(\operatorname{FEC}(B)>\operatorname{Sim}-\operatorname{FEC}\left(n, \beta_{j}^{\text {goal }}\right)\) do
        The same as Step 4-9 in Algorithm 3 with blocksize \(\beta_{j}^{\text {alg }}\)
        end-while
    end-for
```


### 3.6.1 Optimizing Blocksize Strategies

Our goal in this section is to find the optimal sequence that minimizes the total computing time

$$
\begin{equation*}
\sum_{i=1}^{D} \operatorname{TimeBKZ}\left(n, \beta_{i-1}^{\text {goal }} \xrightarrow[\rightarrow]{\beta_{i}^{a l g}} \beta_{i}^{\text {goal }}\right) \tag{3.15}
\end{equation*}
$$

of the progressive BKZ algorithm to find a $\mathrm{BKZ}-\beta_{D}^{\text {goal }}$ basis.

Based on our experimental results, which are given in Section 3.7, we can estimate the computing time of the BKZ algorithm:

$$
\begin{align*}
& \operatorname{TimeBKZ}\left(n, \beta^{\text {start }} \xrightarrow{\beta^{\text {alg }}} \beta^{\text {goal }}\right)[\mathrm{sec} .] \\
& =\sum_{t=1}^{\sharp \text { tours }}\left[10^{-10} \cdot\left(\beta^{\text {alg }}\right)^{2} n^{3}+1.5 \cdot 10^{-8} \cdot \beta^{\text {alg }} \sum_{i=1}^{n-1} \operatorname{ENUMCost}\left(B_{i} ; \alpha, p\right)\right] \tag{3.16}
\end{align*}
$$

when dimension $n$ is small ( $n<400$ ), and

$$
\begin{align*}
& \operatorname{TimeBKZ}\left(n, \beta^{\text {start }} \xrightarrow{\beta^{\text {alg }}} \beta^{\text {goal }}\right)[\mathrm{sec} .] \\
& =\sum_{t=1}^{\sharp \text { tours }}\left[2.5 \cdot 10^{-4} \frac{n-\beta^{\text {alg }}}{250-\beta^{\text {alg }}} \cdot n^{2} .+1.5 \cdot 10^{-8} \cdot \beta^{\text {alg }} \sum_{i=1}^{n-1} \operatorname{ENUMCost}\left(B_{i} ; \alpha, p\right)\right] \tag{3.17}
\end{align*}
$$

when dimension $n$ is large ( $n \geq 400$ ). The difference is caused by the difference in the types to compute Gram-Schmidt variables in implementation. The former and latter implementation employ quad_float and RR ( 320 bits) respectively, where RR is the arbitrary precision floating point type in the NTL library [79]. To compute $\sharp$ tours we use the procedure in Section 3.5.2. The input of the ENUMCost function is from Sim-GS-lengths $\left(n, \beta^{\text {start }}\right)$ at the first tour. From the second tour, we use the updated GS-lengths by the Chen-Nguyen's simulator with blocksize $\beta^{a l g}$.

Using these computing time estimations, we discuss how to find the optimal blocksize strategy (3.14) that minimizes the total computing time. In this optimizing procedure, the input consists of $n$ and $\beta$, the lattice dimension and the goal blocksize. We denote TimeBKZ $\left(n, \beta^{g o a l}\right)$ to be the minimized time in seconds to find a $\beta$-reduced basis from an LLL reduced basis, that is, the minimum of (3.15) from among the possible blocksize strategies. By definition, we have

$$
\operatorname{TimeBKZ}\left(n, \beta^{g o a l}\right)=\min _{\beta^{\prime}, \beta^{a l g}}\left\{\operatorname{TimeBKZ}\left(n, \beta^{\prime}\right)+\operatorname{TimeBKZ}\left(n, \beta^{\prime} \xrightarrow{\beta^{a l g}} \beta^{g o a l}\right)\right\}
$$

where we take the minimum over the pair of blocksizes $\left(\beta^{\prime}, \beta^{\text {alg }}\right)$ satisfying $\beta^{\prime}<\beta^{g o a l} \leq$ $\beta^{a l g}$.

For the given $(n, \beta)$, our optimizing algorithm computes $\operatorname{TimeBKZ}(n, \bar{\beta})$ from small $\bar{\beta}$ to the target $\bar{\beta}=\beta$. As the base case, we define that $\operatorname{TimeBKZ}(n, 20)$ represents the time to compute a BKZ-20 reduced basis using a fixed blocksize, starting from an LLL
reduced basis:

$$
\operatorname{TimeBKZ}(n, 20):=\min _{\beta^{a l g}}\left\{\operatorname{TimeBKZ}\left(n, \operatorname{LLL} \xrightarrow{\beta^{a l g}} 20\right)\right\} .
$$

### 3.6.2 Simulating Time to Find Short Vectors in Random Lattices

In this section, we give our simulating result of finding short vectors for random lattices. For the given lattice dimension $n$ and the target length, we simulate the necessary BKZ blocksize $\beta$ so that $\ell_{1}$ of $\operatorname{Sim}-G S-l e n g t h s(n, \beta)$ is smaller than the target length. Then, we simulate TimeBKZ $(n, \beta)$ by using the method in Section 3.6.1.

As an example, in Table 3.2, we show the optimized blocksize strategy and computing time to find a 102 -reduced basis in $n=600$ dimension. We estimate blocksize 102 is necessary to find a vector shorter than $n \cdot \operatorname{det}(L)^{1 / n}$, which is the condition to enter the Hall of Fame in the Approximate Ideal Lattice Challenge [29].

Table 3.2: The optimized blocksize strategy and computational time in seconds in 600-dimensional lattice.

| $\xrightarrow{\text { alg }} \beta^{\text {goal }}$ | LLL | $\xrightarrow{32} 21$ | $\xrightarrow{50} 36$ | $\xrightarrow{58} 46$ | $\xrightarrow{65} 55$ | $\xrightarrow{71} 61$ | $\xrightarrow{75} 70$ | $\xrightarrow{81} 76$ | $\xrightarrow{85} 84$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\log _{2}$ (Time [sec.]) |  | 15.61 | 15.86 | 16.04 | 16.21 | 16.31 | 16.51 | 16.70 | 17.07 |
| $\xrightarrow{\beta^{\text {alg }}} \beta^{\text {goal }}$ |  | $\xrightarrow{89} 88$ | $\xrightarrow{91} 90$ | $\xrightarrow{93} 92$ | $\xrightarrow{99} 98$ | $\xrightarrow{101} 100$ | $\xrightarrow{103} 102$ |  |  |
| $\log _{2}($ Time [sec.]) |  | 17.42 | 17.67 | 17.97 | 18.89 | 19.49 | 20.09 |  |  |

Table 3.3 shows the blocksize and predicted total computing time in seconds to find a vector shorter than $n \cdot \mathrm{GH}(L)$ (this corresponds to the $n$-approximate SVP from the learning with errors problem [69].), $n \cdot \operatorname{det}(L)^{1 / n}$ (from the Approximate Ideal Lattice Challenge published in Darmstadt [29]), and $\sqrt{n} \cdot \mathrm{GH}(L)$. For comparison, the simulating result of BKZ 2.0 is given to find $n \cdot \operatorname{det}(L)^{1 / n}$. Recall that their estimated cost in seconds is given by $\sharp E N U M / 2 \cdot 10^{7}$. From Table 3.3 , our algorithm is asymptotically faster than BKZ 2.0. Moreover, it is remarkable that we solved Ideal Lattice Challenge of 600 and 652 dimensions in the exact expected times of $2^{20.7}$ and $2^{24.0}$ seconds respectively by our improved progressive BKZ.

Table 3.3: Simulated $\log _{2}$ (Time [sec.]) of our algorithm and BKZ 2.0 for large dimensions to find short vectors. The time is after LLL-reduced basis. Because the estimate for BKZ 2.0 is only the cost for enumeration, our algorithm appears to be slow in small blocksizes.

| Goal | $n \cdot \mathrm{GH}(L)$ |  | $n \cdot \operatorname{det}(L)^{1 / n}$ |  |  | $\sqrt{n} \cdot \mathrm{GH}(L)$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n$ | $\beta$ | $\log _{2}$ (Ours) | $\beta$ | $\log _{2}$ (Ours) | $\log _{2}($ BKZ 2.0) | $\beta$ | $\log _{2}$ (Ours) |
| 600 | 35 | 15.8 | 102 | 20.1 | 16.0 | 145 | 38.4 |
| 650 | 45 | 16.6 | 114 | 24.3 | 21.9 | 157 | 51.0 |
| 700 | 59 | 17.3 | 124 | 28.3 | 28.2 | 169 | 60.4 |
| 800 | 100 | 20.8 | 144 | 38.6 | 41.3 | 193 | 82.1 |

### 3.6.3 Comparing with Other Heuristic Blocksize Strategies

In this section, we compare the blocksize strategy of our progressive BKZ in Algorithm4 Using a random 256-dimensional basis, we experimented and simulated the progressive BKZ to find a BKZ-128 reduced basis with the three following strategies:

$$
\begin{aligned}
& 2 \xrightarrow{4} 4 \xrightarrow{8} 8 \xrightarrow{16} 16 \xrightarrow{32} 32 \xrightarrow{64} 64 \xrightarrow{128} 128 \\
&(\text { Schnorr-Shevchenko's doubling strategy [77]) } \\
& 2 \xrightarrow{20} 20 \xrightarrow{21} 21 \xrightarrow{22} 22 \xrightarrow{23} 23 \xrightarrow{24} 24 \xrightarrow{25} \cdots \xrightarrow{128} 128 \\
&(\text { Simplest step-by-step in Algorithm } 3 \text { ) } \\
& 2 \xrightarrow{30} 20 \xrightarrow{35} 25 \xrightarrow{39} 29 \xrightarrow{43} 33 \xrightarrow{47} 37 \xrightarrow{48} \cdots \xrightarrow{128} 128
\end{aligned}
$$

(Optimized blocksize strategy in Algorithm 4)

In experiment, our simple and optimized strategy takes about 27.1 minutes and about 11.5 minutes respectively to achieve BKZ-64 basis after the LLL reduction. On the other hand, Schnorr-Schevchenko's doubling strategy takes about 21 minutes.

After then, the doubling strategy switches to BKZ-128 and takes about 14 single-core days to process the first one index, while our strategies comfortably continues the execution of progressive BKZ.

Our simulator predicts that it takes about $2^{25.3}, 2^{25.1}$ and $2^{37.3}$ seconds to finish BKZ-128 by our simple, optimized, and Schnorr-Schevchenko's doubling strategy, respectively. Our strategy is about 5000 times faster than the doubling strategy.

Interestingly, we find that the computing time of simple blocksize strategy is close to that of optimized strategy in many simulations when the blocksize is larger than about
100. Hence, the simple blocksize strategy would be better than the optimizing blocksize strategy in practice, because the latter needs a heavy precomputing as in Section 3.6.1.

### 3.7 Our Implementation and Cost Estimation for Processing Local Blocks

In this section we describe how to derive the estimation of the computing times of equations (3.16) and (3.17) of Step 3-10 in Algorithm 3. The total computing time is the sum of times to process local blocks (corresponds to Step 5-8 in Algorithm 3):
$\operatorname{TimeBKZ}\left(n, \beta^{\text {start }} \xrightarrow{\beta^{\text {alg }}} \beta^{\text {goal }}\right)=$

$$
\begin{equation*}
\sum_{t=1}^{\sharp} \sum_{i=1}^{\text {tours }}\left[\text { Time of processing local block } B_{i} \text { with parameters }(\alpha, p)\right] \text {. } \tag{3.18}
\end{equation*}
$$

Because $\sharp$ tours is already given in Section 3.5.2, we consider the factor of time of processing local block $B_{i}$.

```
Algorithm 5 One BKZ tour of our implementation to process the local block. These
lines correspond to Step 5-8 in Algorithm 3
5-1: Compute the Gram-Schmidt lengths \(\left\|\mathbf{b}_{i}^{*}\right\|\) and coefficients \(\mu_{i j}\)
    corresponding to the local block \(B_{i}\) of blocksize \(\beta^{\prime}=\min (\beta, n-i+1)\)
5-2: Set \((\alpha, p)\) for \(B_{i}\) using the setting in Section 3.4.3;
6-1: Set near optimized pruning coefficients \(\left(R_{1}, \ldots, R_{\beta}\right)\) for \(\left(B_{i}, \alpha, p\right)\);
6-2: Preprocess \(B_{i}\) by the simple version of progressive BKZ in Section 3.7.1,
6-3: if enumeration cost for \(B_{i}\) computed using ( \(\alpha_{p}, R_{1}, \ldots, R_{\beta}\) ) is large
    then optimize the bounding function;
7: \(\quad\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{h}\right\} \leftarrow\) (lattice enumeration for \(B_{i}\) using \(\left(\alpha_{p}, R_{1}, \ldots, R_{\beta}\right)\) );
8-1: Construct the degenerated basis ( \(\left.\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}, \mathbf{v}_{i_{1}}, \ldots, \mathbf{v}_{i_{g}}, \mathbf{b}_{i}, \ldots, \mathbf{b}_{i+\beta^{\prime}-1}\right)\);
8-2: Apply the LLL algorithm to the basis \(\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}, \mathbf{v}_{i_{1}}, \ldots, \mathbf{v}_{i_{g}}, \mathbf{b}_{i}, \ldots, \mathbf{b}_{i+\beta^{\prime}-1}\right)\)
    and erase the zero vectors.
```

For the details of analysis, we introduce a pseudo-code of our implementation in Algorithm 5. We decompose the running time over the internal summation as follows.

$$
\begin{align*}
& \sum_{i=1}^{n-1}\left(\text { Time of processing local block } B_{i} \text { with parameters }(\alpha, p)\right)=  \tag{3.19}\\
& \text { Time }_{G S}+\text { Time }_{\text {Optimize }}+\text { Time }_{\text {Preprocess }}+\text { Time }_{\text {Enum }}+\text { Time }_{L L L}+\text { misc },
\end{align*}
$$

where Time $_{G S}$ is for Step 5-1, Time Preprocess is for Step 6-2, Time Optimize $^{\text {is for }}$ 6-3, Time $_{\text {Enum }}$ is for Step 7, and Time $_{L L L}$ is the time for Step 8-2. Note that the miscellaneous part is the time for all the other steps including the memory allocation and vector insertion which are negligible.

In the rest of this section, we introduce our implementation ${ }^{11}$ and give a rough estimating formula of computing times with some order notations. (Section 3.7.1 and 3.7.2.) Then, we fix the rational coefficients by using the experimental results. Although some of implementing techniques are folklore or trivial, we give them for the completeness of the paper.

How to construct the degenerated basis in Step 8-1: Suppose we have a set of vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{h}$ found in Step 7. First, compute the projections of $\mathbf{v}_{i}$ onto $\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}$ and let $\mathbf{v}_{i_{1}}$ be the vector with shortest projection. After choosing the $g$ th vector, $\mathbf{v}_{i_{g}}$, the next vector $\mathbf{v}_{i_{g+1}}$ is selected as follows. Compute the projections $\left\|\pi^{\prime}\left(\mathbf{v}_{i}\right)\right\|$ of $\mathbf{v}_{i}$ onto $\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}, \mathbf{v}_{i_{1}}, \ldots, \mathbf{v}_{i_{g}}$. If there exists $i$ such that $0<\left\|\pi^{\prime}\left(\mathbf{v}_{i}\right)\right\|<\left\|\mathbf{b}_{i+g-1}^{*}\right\|$, then $\mathbf{v}_{i_{g+1}}$ is $\mathbf{v}_{i}$ that minimizes $\left\|\pi^{\prime}\left(\mathbf{v}_{i}\right)\right\|$; otherwise, stop this process and output the degenerated basis $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}, \mathbf{v}_{i_{1}}, \ldots, \mathbf{v}_{i_{g}}, \mathbf{b}_{i}, \ldots, \mathbf{b}_{i+\beta^{\prime}-1}\right)$.

[^0]
### 3.7.1 Implementation and Time Estimation of Step 6 and 7: Time $_{O p t i m i z e ~^{+}}$ Time $_{\text {Preprocess }}+$ Time $_{\text {Enum }}$

We give the details of our implementation from Step 6 to 7 in Algorithm5. The goal of this section is to justify

$$
\begin{align*}
& \text { Time }_{\text {Optimize }}+\text { Time }_{\text {Preprocess }}+\text { Time }_{\text {Enum }} \\
& =W \cdot \beta \cdot \sum_{i=1}^{n-1} \operatorname{Sim}-E N U M C o s t  \tag{3.20}\\
& \left(\ell_{i}^{\prime}, \ldots, \ell_{i+\beta-1}^{\prime} ; \alpha, p\right)
\end{align*}
$$

by using a constant $W$ which we will determine in Section 3.7.4. Here, $\ell_{i}^{\prime}, \ldots, \ell_{i+\beta-1}^{\prime}$ is a part of output of $\operatorname{Sim}-G S-l e n g t h s(n, \beta)$ or its updated values by the simulator in Section 3.5.1

Computing bounding coefficients: In Step 6-1, we use Aono's precomputing technique [8] to generate the bounding coefficients $R_{1}, \ldots, R_{\beta}$ for pruning in the enumeration algorithm in Section 3.2.1. We fix this bounding function to predict the enumeration cost in the preprocessing step 6-2 (see the next paragraph). After preprocessing, in Step 6-3, we search better bounding coefficients if the expected number of enumeration searching nodes is larger than $10^{8}$, which corresponds to a few seconds in a single thread. The procedure for finding a better bounding coefficients is the simple algorithm that considers random perturbations of $\left(R_{1}, \ldots, R_{\beta}\right)$ as the strategy in [25].

Time $_{\text {Optimize }}$ is the sum of the computing time in Step 6-1 and 6-3. It is significantly smaller than the cost of lattice vector enumeration. In small blocksizes, Step 6-1 can be done in about 100 milliseconds and Step 6-3 is skipped. Thus, Time Optimize $^{\sim}$ 0. Moreover, since the precomputing technique outputs $R_{1}, \ldots, R_{\beta}$ as a function of the dimension $\beta$, target probability and target GSA constant, we can reuse them in implementation. Thus, the computing times of these steps are very small. Note that the target GSA constant is computed from the line fitting by the least square method to the points $\left(i, \log _{2}\left\|\mathbf{b}_{i}^{*}\right\|\right)$ when the GS-lengths $\left(\left\|\mathbf{b}_{i}^{*}\right\|, \ldots,\left\|\mathbf{b}_{i+\beta-1}^{*}\right\|\right)$ is given.

On the other hand, for large blocksizes (larger than about 80), the time for lattice vector enumeration is much larger than that of optimization in Step 6-3. Therefore, we can assume Time $_{\text {Optimize }} \ll$ Time $_{\text {Enum }}$ in the both situations.

Implementation of preprocess step: In Step 6-2, we use our progressive BKZ algorithm proposed in this paper with small blocksizes. It starts with the blocksize $\bar{\beta}=15$ and increases $\bar{\beta}$ one by one when $\operatorname{FEC}\left(B_{i}\right)<\operatorname{Sim}-\operatorname{FEC}(\beta, \bar{\beta})$.

At the end of each tour, we compute ENUMCost $\left(B_{i} ; \alpha, p\right) /$ persec as the estimation for the time of main enumeration. Here, $\operatorname{ENUMCost}\left(B_{i} ; \alpha, p\right)$ is estimated by using near optimized coefficients generated in Step 6-1. We note that if the bounding coefficients $R_{1}, \ldots, R_{\beta}$ are fixed, the volume factors in the equation (3.1) are also fixed. Thus, computing the table of volume factors $V_{k}$, we can easily compute the expected number of processed nodes as

$$
N=\frac{1}{2} \sum_{k=1}^{\beta} \frac{V_{k}}{\prod_{j=\beta-k+1}^{\beta}\left\|\mathbf{b}_{i+j-1}^{*}\right\|} .
$$

during the preprocessing.
persec is the number of processed nodes in lattice vector enumeration in one second, which can be determined from our preliminary benchmark. It is about $6.0 \cdot 10^{7}$ at the maximum in a single threaded implementation. On the other hand, it slows down to about $\sharp$ threads $\times 3.0 \cdot 10^{7}$ when we use the multi-threaded programming. In our implementation, we use 12 threads which can process about $3.0 \cdot 10^{8}$ nodes in one second. During the preprocessing, we obtain several lattice bases in the ends of tours. We keep the basis that takes minimum ENUMCost $\left(B_{i} ; \alpha, p\right)$ among them and also keep its minimized cost. The preprocessing subroutine terminates when the elapsed (wallclock) time exceeds the kept minimum cost in seconds scaled by the benchmark result. We use the minimum pair ( $B, \operatorname{cost}$ ) for the preprocessing output.

Because our preprocessing subroutine works in a single thread, Time Preprocess is proportional to the recorded minimum cost. While the actual time for the enumeration decreases by the optimizing bounding coefficients, we do not consider it and assume that Time $_{\text {Preprocess }}=A_{\text {Preprocess }} \cdot$ Time $_{\text {Enum }}$ by a constant $A_{\text {Preprocess }}$.

Implementation of enumeration step: In Step 7, we implement our modified version of the lattice vector enumeration subroutine in the NTL library. In order to speed up, we use double type to keep the Gram-Schmidt coefficients and lengths during the enumeration while the original version uses quad_float. In addition, we use assembly codes optimized for a latest CPU.


Figure 3.6: Maximum (left)/Average (right) of the number of nodes during the first tour at blocksize $\beta$

In the lattice enumeration subroutine, we find many vectors whose projective lengths are small, although their non-projective lengths are not small enough. In our implementation, we store the first $h=16$ vectors ordered in the lexicographic order of the pair $\left(\beta-k,\left\|\pi_{\beta-k}(\mathbf{v})\right\|\right)$ satisfying $\left\|\pi_{\beta-k}(\mathbf{v})\right\| \leq R_{k+1}$. After the enumeration, the output is the stored vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{h}$.

Our model and cost estimation of the enumeration step: To estimate Time $_{\text {Enum }}$, we performed experiments to compare the numbers of processed nodes and the simulated values.

Figure 3.6 shows the maximum and average of the number of processed nodes during the first tour of our progressive $\mathbf{B K Z}$ of blocksize $\beta$ using random lattices of 300 dimensions. The symbol " + " indicates the actual number of nodes during the enumeration subroutine, while the bold curve is the maximum and average of $\operatorname{Sim}-\operatorname{ENUMCost}\left(\ell_{i}, \ldots, \ell_{i+\beta-1} ; \alpha, p\right)$ for $i=1, \ldots, n-\beta+1$, where $\left(\ell_{1}, \ldots, \ell_{n}\right)$ is the output of simulator Sim-GS-lengths $(n, \beta-$ 1) in Section 3.5.1 and $(\alpha, p)$ is from Section 3.4.3.

As we can see in Figure 3.6, the numbers of processed nodes in our experiment are larger than the simulated numbers. This phenomenon is mainly caused by the basis updating, i.e., the vector inserting process in Step 8 in Algorithm 55. By inserting found vectors, the GS-lengths are changed and the corresponding enumeration cost is increased.

From the above experiments, we find the maximum of actual number of nodes is about $0.25 \beta$ times the maximum of $\operatorname{Sim}-E N U M \operatorname{Cost}\left(\ell_{i}, \ldots, \ell_{i+\beta-1} ; \alpha, p\right)$ (See the left-hand side of Figure 3.6. A similar proportional relation is found in the average number of
nodes (the right-hand side of the figure). Therefore, we assume the actual number of processed nodes during one BKZ tour for the basis whose GS-lengths are $\left(\ell_{1}, \ldots, \ell_{n}\right)$ is

$$
A_{E n u m} \cdot \beta \cdot \sum_{i=1}^{n-1} \operatorname{Sim}-E N U M C o s t ~\left(\ell_{i}, \ldots, \ell_{i+\beta^{\prime}-1} ; \alpha, p\right),
$$

where $A_{\text {Enum }}$ is a rational constant. Thus, Time $_{\text {Enum }}$ in seconds is this value divided by persec (the number of processed nodes in one second in a single thread).

Total computing time in seconds in Step 6 and 7: Summarizing the above argument, we have

$$
\begin{aligned}
& \text { Time }_{\text {Optimize }}+\text { Time }_{\text {Preprocess }}+\text { Time }_{\text {Enum }}[\mathrm{sec} .] \\
& =\frac{\left(A_{\text {Preprocess }}+1\right) \cdot A_{\text {Enum }} \cdot \beta \cdot \sum_{i=1}^{n-1} \operatorname{Sim}-\text { ENUMCost }\left(\ell_{i}^{\prime}, \ldots, \ell_{i+\beta^{\prime}-1}^{\prime} ; \alpha, p\right)}{\operatorname{persec}} .
\end{aligned}
$$

Hence, letting $W=\left(A_{\text {Preprocess }}+1\right) \cdot A_{\text {Enum }} \cdot /$ persec, we get the equation 3.20 . Note that we regard $A_{\text {Optimize }}=0$.

### 3.7.2 Estimating Time of Step 5-1 and 8-2: Time $_{G S}+$ Time $_{L L L}$ when the lattice dimension is small

In this section, we introduce our implementation to compute the GS-variables (i.e., the Gram-Schmidt lengths $\left\|\mathbf{b}_{i}^{*}\right\|$ and the coefficients $\mu_{i j}$ ) used from Step 5-2 to 6-3. Then we show how to update these values in Step 8-2. In our implementation, we use the different precision types to treat GS-variables. If the lattice dimension $n$ is smaller than 400, we compute and keep the GS-variables by using the quad_float type variables. Otherwise, we compute and keep them by using RR types which will be explained the detail in the next subsection.

In small dimensions $n<400$, we keep GS-variables in the quad_float type and compute them directly. In short, Step 5-1 merely consists of copying the necessary parts $\left\|\mathbf{b}_{i^{*}}^{*}\right\|$ and $\mu_{i^{\prime} j^{\prime}}$ for $i^{\prime} \in\left\{i, \ldots, i+\beta^{\prime}-1\right\}$ and $j^{\prime} \in\left[i^{\prime}\right]$ that corresponds to the local block $B_{i}$.

In Step 8-2, we apply the LLL algorithm to the degenerated basis consisting of the $i+\beta^{\prime}-1+g$ vectors. Since we can assume that the first part of basis $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{i-1}\right)$ is

LLL reduced, the number of swaps can be approximated by that of the LLL algorithm for the basis consists of $\beta^{\prime}+g$ vectors $\left(\pi_{i}\left(\mathbf{v}_{i_{1}}, \ldots, \mathbf{v}_{i_{g}}, \mathbf{b}_{i}, \ldots, \mathbf{b}_{i+\beta^{\prime}-1}\right)\right)$.

Hence, from the standard analysis of LLL [64], the number of swaps is $\Theta\left(\left(\beta^{\prime}+g\right)^{2}\right)=$ $\Theta\left(\beta^{2}\right)$, and each swap requires the procedure for updating the Gram-Schmidt coefficients that takes $\Theta\left(n^{2}\right)$ floating point operations when the basis vectors are given by $m=O(n)$ dimensional vectors ${ }^{2}$

Thus, the required number of floating point operations in Step 8-2 is $\Theta\left(\beta^{2} n^{2}\right)$, and the total computational time in seconds in one BKZ tour is

$$
\begin{equation*}
\text { Time }_{G S}+\text { Time }_{L L L}=\sum_{i=1}^{n-1} \Theta\left(n^{2} \cdot \beta^{2}\right)=A_{1} \cdot \beta^{2} n^{3}[\text { sec. }] \tag{3.21}
\end{equation*}
$$

with a rational constant $A_{1}$.
In this standard implementation using quad_float type, i.e., LLL_QP subroutine in NTL, about 400 dimension is the limit of stable computing in practice and the loss-of-precision error occurs in larger $n$. If we simply replace quad_float with another high precision type such as RR to avoid this error, the computing time must increase significantly. Several implementing techniques to reduce the cost of LLL have been proposed. One idea that we employ is to extract small local block by using small precision variables as in the next subsection.

### 3.7.3 Estimating Time of Step 5-1 and 8-2: $\mathrm{Time}_{G S}+$ Time $_{L L L}$ when the lattice dimension is large

To compute the LLL algorithm correctly, we need to compute the GS-variables in a sufficient accuracy. A naive method using a high precision floating point variables takes a large cost for large dimensional lattices, e.g., LLL_RR function in the NTL library. To decrease such costs, we introduce a heuristic algorithm using two types of floating point numbers that is used after the vector insertion in Step 8. Although it is a folklore among the programmers, we precisely define it to analyze the computational cost.

[^1]We use the notations ( $\mathrm{mu}_{i, j}^{\text {type }}, \mathrm{c}_{i}^{\text {type }}$ ) to denote the variables $\mu_{i j}$ and $\left\|\mathbf{b}_{i}^{*}\right\|$ using type $\epsilon$ $\{q f, R R\}$ by which we can treat floating point numbers. Here, $q f$ is the shortened form of quad_float.

In our implementation, we use $\left(\mathrm{mu}_{i, j}^{\mathrm{RR}}, \mathrm{c}, \mathrm{RR}\right)$ to store the all GS-variables, and we also use $\left(\mathrm{mu}_{i, j}^{\mathrm{qf}}, \mathrm{c}_{i}^{\mathrm{qf}}\right)$ as a "temporary cache" that stores the GS-variables of a projective sublattice to process local blocks as shown in Algorithm 5. Hence, a significant amount of basis updating (Step 8-2 in Algorithm 5) can be done efficiently within the cache variables with small precision, and the update of $\left(\mathrm{mu}_{i, j}^{\mathrm{RR}}, \mathrm{C}_{i}^{\mathrm{RR}}\right)$ does not occur frequently.

We can assume the GS-variables ( $\mathrm{mu}_{i, j}^{\mathrm{RR}}, \mathrm{c}_{i}^{\mathrm{RR}}$ ) of the basis are computed at the start point of Step 5-1, since they are computed in the LLL algorithm in Step 1 in Algorithm3, or computed in the end of the previous loop.

Implementation: In our experiments, we use RR as the RR type with the 320 bit precision of the NTL library. The temporary cache is stored as a $H \times H$ matrix where we set $H=250$.

Our implementation is described as follows. In the first step of our BKZ algorithm (Step 1 in Algorithm 4), we compute the GS-variables of the LLL-reduced basis and store them to $\left(\mathrm{mu}_{i, j}^{\mathrm{RR}}, \mathrm{c}_{i}^{\mathrm{RR}}\right)$. From these high precision variables, we compute the cached values ( $\mathrm{mu}_{i, j}^{\mathrm{qf}}, \mathrm{c}_{i}^{\mathrm{qf}}$ ) of size $H$ starting from index $I$ by constructing a new basis defined by the following matrix

$$
B_{\text {cache }}=\left[\begin{array}{cccc}
\left\|\mathbf{b}_{I}^{*}\right\| & & & \\
\left\|\mathbf{b}_{I+1}^{*}\right\| \cdot \mu_{I+1, I} & \left\|\mathbf{b}_{I+1}^{*}\right\| & & \\
\vdots & & \ddots & \\
\left\|\mathbf{b}_{I+H-1}^{*}\right\| \cdot \mu_{I+H-1, I} & \cdots & \cdots & \left\|\mathbf{b}_{I+H-1}^{*}\right\|
\end{array}\right]
$$

Here, the corresponding GS-variables are merely the copies of ( $\mathrm{mu}_{i, j}^{\mathrm{RR}}, \mathrm{c}_{i}^{\mathrm{RR}}$ ). This temporary cache contains the GS-variables of the index from $I$ to $I+H-1$. We also keep the information on how the basis matrix is changed by processing the local block (Step 6-2 to 8-2 in Algorithm (5). The information is a unimodular matrix $U$ that generates the basis $B_{\text {cache } 2}$ after processing and the basis $B_{\text {cache }}$ before processing: $B_{\text {cache2 }}=U \cdot B_{\text {cache }}$. (We can directly obtain $U$ at Step 8-2, before shifting to the next cache.)

In Step 5-1, we check whether the indexes $[i: i+\beta-1]$ of local block are a subset of the cache indexes $[I: I+H-1]$. Here we recall that the notation $[I: J]$ is the set of integers between $I$ and $J$. If these are not contained, we update the entire basis by multiplying the unimodular matrix $U$ to the part of the basis $\left(\mathbf{b}_{I}, \ldots, \mathbf{b}_{I+H-1}\right)$, and then apply the LLL algorithm to $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$. After applying the LLL algorithm, the updated $\left(\mathrm{mu}_{i, j}^{\mathrm{RR}}, \mathrm{c}_{i}^{\mathrm{RR}}\right)$ is computed. To process the local block, we once again compute the cache $\left(\mathrm{mu}_{i, j}^{\mathrm{qf}}, \mathrm{c}_{i}^{\mathrm{qf}}\right)$ with the starting index $I=i$ and size $H=\min (250, n-I+1)$. By this process, we can assume $[i: i+\beta-1] \subset[I: I+H-1]$ at Step 5-2 and the remaining part can be computed by using the cached variables.

Computational time: We estimate the number of floating point operations for quad_float and RR variables. First, to estimate the cost of computation in RR variables, we consider when the entire basis is updated. Since the index starts at $i=1$ in Algorithm 5, the index range of the cache at this time is $[1: H]$. By the fact that the blocksize is $\beta$, the updating process at Step 5-1 is occurred at the index $i=2+H-\beta$ and the new cache is from the indexes $[2+H-\beta: 2 H-\beta+1]$. By the same argument, the $j$ th updating is in the index $j+(H-\beta)(j-1)$, and the corresponding indexes are $[j+(H-\beta)(j-1): \min (j H-(j-1)(\beta-1), n)]$. Hence, the number $T$ of the entire updating in one BKZ tour is the minimum integer $T$ so that $T H-(T-1)(\beta-1)>n$ and we have $T \approx(n-\beta) /(H-\beta)$.

In Step 5-1, we need to compute the multiplication by the unimodular matrix $U$ and the LLL reduction in the large precision. We assume that the computational cost of the LLL is approximated by the time for computing the GS-variables in the caches because the updated basis is nearly LLL reduced. It is $\Theta\left(n^{2} \cdot H\right)$ because $\Theta\left(n^{2}\right)$ floating point operations are required to compute one $\mathbf{b}_{i}^{*}$. The number of multiplication operations by $U$ is $O\left(n \cdot H^{2}\right)$. Thus, the cost at Step 5-1 is $\Theta\left(n^{2} \cdot H\right)+O\left(n \cdot H^{2}\right)=\Theta\left(n^{2} \cdot H\right)$, and in total $\Theta\left(T \cdot n^{2} \cdot H\right)$ throughout one BKZ tour.

On the other hand, the cost to update the local temporary cache in quad_float variables is $\Theta\left(\beta^{2} H^{2}\right)$. We neglect this in our model for the large dimensions because the operations in RR are significantly heavier than that in quad_float from the preliminary experiments.

Therefore the total cost throughout one BKZ tour is as follows:

$$
\begin{equation*}
\text { Time }_{G S}+\text { Time }_{L L L}=\Theta\left(T \cdot n^{2} \cdot H\right)=A_{2} \cdot \frac{n-\beta}{H-\beta} \cdot n^{2} H[\mathrm{sec} .] \tag{3.22}
\end{equation*}
$$

The rational constant $A_{2}$ will be fixed by the computer experiments.

### 3.7.4 Experimental Coefficient Fitting

Substituting equations (3.20), (3.21) and (3.22) to equation (3.19), we obtain our formulas for estimating the computational time of the progressive BKZ algorithm. For small dimensions (<400) using only quad_float type of computing the GS-variables, the estimated computational time for finding a BKZ- $\beta^{g o a l}$ reduced basis is as follows:

$$
\begin{align*}
& \text { Time }_{\text {Sim-small }}\left(\operatorname{dim}, \beta, A_{1}, W_{1}\right)= \\
& \sum_{\beta^{\text {start }}}^{\text {goal }} \sum_{t=1}^{\sharp t o u r s}\left[A_{1} \cdot \beta^{2} n^{3}+W_{1} \cdot \beta \sum_{i=1}^{n-1} \operatorname{ENUMCost}\left(B_{i} ; \alpha, p\right)\right][\text { sec. }] . \tag{3.23}
\end{align*}
$$

The computational time for the large dimensions is as follows:

$$
\begin{align*}
& \text { Time }_{\text {Sim-large }}\left(\text { dim }, \beta, A_{2}, W_{2}\right)= \\
& \sum_{\beta_{\text {start }}}^{\beta_{\text {goal }} \sharp \sum_{t=1}^{\text {tours }}}\left[A_{2} \cdot \frac{n-\beta}{H-\beta} \cdot H n^{2}+W_{2} \cdot \beta \sum_{i=1}^{n-1} \operatorname{ENUMCost}\left(B_{i} ; \alpha, p\right)\right][\text { sec. }] . \tag{3.24}
\end{align*}
$$

In this section, we conduct the computer experiments with the simple blocksize strategy:

$$
2 \xrightarrow{20} 20 \xrightarrow{21} 21 \xrightarrow{22} 22 \xrightarrow{23} 23 \xrightarrow{24} 24 \xrightarrow{25} \cdots
$$

and then we estimate the undefined variables $W_{1}, W_{2}, A_{1}$ and $A_{2}$ by the experimental computing time after BKZ-55, i.e., $\beta^{\text {start }}=55$.

Generating method of test lattice bases: The input bases are the Goldstein-Mayer type random lattices generated by the SVP Challenge problem generator. The instance of SVP Challenge problem has three parameters: lattice dimension $n$, random seed $s$, and the bit-length parameter $b$. The determinant of the generated lattice is equal to a prime $p \approx 2^{b n}$, where the default value of $b$ is 10 to generate the published challenge
problems. However, if we use $b=10$, then $\left\|\mathbf{b}_{i}^{*}\right\|=1$ holds for some last indexes $i$ after the LLL and BKZ with a small blocksize. When the basis has basis vectors of $\left\|\mathbf{b}_{i}^{*}\right\|=1$ in last indexes, the FEC of basis does not indicate the reduction level correctly and fails to increase the blocksize in sharp timings. Indeed, this basis yields no sharp estimation from our preliminary experiments.

To prevent this, we take $b=\max (10,\lceil n / 20\rceil)$ for basis generation so that $\left\|\mathbf{b}_{n}^{*}\right\|>1$ holds after the LLL reduction.

Finding the coefficients: The experiments are conducted using a server with two Intel Xeon CPU E5-2697@2.70GHz processors. The small squares in Figure 3.7 indicate the single-core seconds of finishing the BKZ- $\beta$ algorithm. We let the CPU times of lattice reductions for computing a BKZ- $\beta$ reduced basis of $n$ dimensional basis be $\operatorname{Time}_{E x p}(n, \beta)$. In other words, we exclude the time of memory allocation, generating pruning coefficients, computing Sim-GS-lengths $(n, \beta)$ and corresponding FEC. We also exclude the computing time of LLL reduced basis of an input lattice.


Figure 3.7: Result of our parameter fitting for cost estimation. Left Figure: implementation described in Section 3.7.2 Right Figure: implementation described in Section 3.7.3. In both graphs, experimental results are plotted by small squares and the simulating results are drawn in bold lines.

We find the suitable coefficients $\left(A_{1}, W_{1}\right)$ by using the standard curve fitting method in semi-log scale, which minimize

$$
\sum_{\operatorname{dim} \in\{200,300\}} \sum_{\beta=55}\left|\log \left(T\left(\operatorname{dim}, \beta, A_{1}, W_{1}\right)\right)-\log \left(\operatorname{Time}_{E x p}(\operatorname{dim}, \beta)\right)\right|^{2}
$$

where $T\left(\operatorname{dim}, \beta, A_{1}, W_{1}\right)=$ Time $_{\text {Sim-large }}\left(\operatorname{dim}, \beta, A_{1}, W_{1}\right)$ in the small dimensional situation. For the large dimensional situation, we use the result of $\operatorname{dim} \in\{600,800\}$ to fix $A_{2}$ and $W_{2}$.

We find suitable coefficients

$$
\begin{align*}
& A_{1}=10^{-10} \quad \text { and } W_{1}=1.5 \cdot 10^{-8}  \tag{3.25}\\
& A_{2}=10^{-6} \quad \text { and } W_{2}=1.5 \cdot 10^{-8} .
\end{align*}
$$

The fitting results are given in Figure 3.7. Using the equations (3.23) and (3.24) with the above coefficients (3.25), we can estimate the computing times of our progressive BKZ algorithm.

### 3.8 Pre/Post-Processing the Entire Basis

In this section, we consider an extended strategy that enhances the speed of our progressive BKZ by pre/post-processing the entire basis.

In preprocessing we first generate a number of randomized bases for input basis. Each basis is then reduced by using the proposed progressive BKZ algorithm. Finally we perform the enumeration algorithm for each reduced basis with some low probability in the post-processing. This strategy is essentially the same as the extreme pruning technique [37]. However, it is important to note that we do not generate a randomized basis inside the progressive BKZ. Our simulator for the proposed progressive BKZ is so precise that we can also estimate the speedup by the pre/post-processing using our simulator.

### 3.8.1 Algorithm for Finding Nearly Shortest Vectors

In the following, we construct an algorithm for finding a vector shorter than $\gamma \cdot \mathrm{GH}(L)$ with a reasonable probability using the strategy above, and we analyze the total computing time using our simulator for the BKZ algorithm.

Concretely, for given lattice basis $B$ of dimension $n$, the preprocessing part generates $M$ randomized bases $B_{i}=U_{i} B$ by multiplying unimodular matrices $U_{i}$ for $i=1, \ldots, M$. Next, we apply our progressive BKZ for finding the BKZ- $\beta$ reduced basis. The cost to obtain the randomized reduced bases is estimated by $M \cdot(\operatorname{TimeRandomize}(n)+$
$\operatorname{TimeBKZ}(n, \beta))$. Here, TimeRandomize includes the cost of generating a random unimodular matrix and matrix multiplication, which is negligibly smaller than TimeBKZ in general. Thus we assume the computational cost for lattice reduction is $M \cdot \operatorname{TimeBKZ}(n, \beta)$.

Finally, in the post-processing part, we execute the standard enumeration algorithm with the searching radius parameter $\alpha=\gamma$ and probability parameter $p=2 \cdot \gamma^{-n} / M$. As with the similar argument in Section 3.4.1, there exist about $\gamma^{n} / 2$ short vector pairs in $\operatorname{Ball}_{n}(\gamma \cdot \mathrm{GH}(L))$. Therefore, the probability that one enumeration finds the desired vector is about $\left(\gamma^{n} / 2\right) \cdot\left(2 \cdot \gamma^{-n} / M\right)=1 / M$ and the total probability of success is $1-(1-1 / M)^{M} \approx 0.632$.

Consequently, the total computing cost in our model is

$$
\begin{equation*}
M \cdot\left(\operatorname{TimeBKZ}(n, \beta)+\frac{\operatorname{ENUMCost}\left(B ; \gamma, p=2 \cdot \gamma^{-n} / M\right)}{6 \cdot 10^{7}}\right)[\text { sec.] } \tag{3.26}
\end{equation*}
$$

where $\operatorname{TimeBKZ}(n, \beta)$ and $\operatorname{ENUMCost}(B ; \gamma, p)$ are defined by Section 3.6.1 and Section 3.2.1, respectively. We can optimize this total cost by finding the minimum of formula (3.26) over parameter $(\beta, M)$. Here, note that the constant $6 \cdot 10^{7}$ comes from our best benchmark record of lattice enumeration. In Table 3.4, we provide the detailed simulating result with setting $\gamma=1.05$ to analyze the hardness of the Darmstadt SVP Challenge in several dimensions. A comparison with previous works are given in Section 3.9 (See the line $\mathbf{C}$ in Figure 3.8).

### 3.8.2 Lower Bound of the Cost by an Idealized Algorithm

Here we discuss the lower bound of the total computing cost of the proposed progressive BKZ algorithm (or other reduction algorithm) with the pre/post-processing.

The total cost is estimated by the sum of the computational time for the randomization, the progressive BKZ algorithm, and the enumeration algorithm by the following extremely idealized situations. Note that we believe that they are beyond the most powerful cryptanalysis which we can achieve in the future, and thus we say that this is the lower bound in our model.
(a)The cost for the randomization becomes negligibly small. The algorithm for randomizing the basis would not only be the method of multiplying random unimodular bases, and we could find an ideal randomization at a negligibly small cost. Thus, TimeRandomize $(n)=0$.
(b)The cost for the progressive BKZ algorithm does not become lower than that of computing the Gram-Schmidt lengths. Even though the progressive BKZ algorithm ideally improved, we always need the Gram-Schmidt basis computation used for the enumeration algorithm or the LLL algorithm. The computation of the Gram-Schmidt basis (even though the computation is performed in an approximation using floating point operations with a sufficient precision) includes $\Theta\left(n^{3}\right)$ floating point arithmetic operations via the Cholesky factorization algorithm (See, for example [65, Chapter 5]). A modern CPU can perform a floating point operation in one clock cycle, and it can work at about 4.0 GHz . Thus, we assume that the lower bound of the time in seconds is $\left(4.0 \cdot 10^{9}\right)^{-1} \cdot n^{3}$.
(c)The reduced basis obtained by the progressive BKZ (or other reduction algorithm) becomes ideally reduced. We define the simulated $\gamma$-approximate HKZ basis $B_{\gamma-H K Z}$ by a basis satisfying

$$
\left\|\mathbf{b}_{i}^{*}\right\|=\tau_{n-i+1} \mathrm{GH}\left(L_{[i: n]}\right) \text { for } i=2, \ldots, n \text { and }\left\|\mathbf{b}_{1}\right\|=\gamma \cdot \mathrm{GH}(L) .
$$

For any fixed $\gamma$ and $p$, we assume this basis minimizes the cost for enumeration over any basis satisfying $\left\|\mathbf{b}_{1}\right\| \geq \gamma \cdot \mathrm{GH}(L)$.

Therefore, the lower bound of the total cost of the idealized algorithm in seconds is given by

$$
\begin{equation*}
\min _{M \in \mathbb{N}} M \cdot\left(\left(4.0 \cdot 10^{9}\right)^{-1} \cdot n^{3}+\frac{E N U M \operatorname{Cost}\left(B_{\gamma-H K Z} ; \alpha, p / M\right)}{6 \cdot 10^{7}}\right) \tag{3.27}
\end{equation*}
$$

Setting $\gamma=1.05$, we analyze the lower bound cost to enter the SVP Challenge. (See the line $\mathbf{D}$ in Figure 3.8.

Table 3.4: The cost of solving SVP Challenge using our optimal blocksize strategy

| dim. | M | $\log _{2}$ (Time [sec.]) | optimal blocksize strategy in Section 3.6 |
| :---: | :---: | :---: | :---: |
| 100 | 5 | 10.8 |  |
| 110 | 9 | 15.5 | $L L L \xrightarrow{23} 20$ $\xrightarrow{34} 31$ <br> $\xrightarrow{89} 89$ $\xrightarrow{96} 96$${ }^{40} 38 \xrightarrow{47} 43 \xrightarrow{48} 47 \xrightarrow{51} 49 \xrightarrow{61} 59 \xrightarrow{71} 70 \xrightarrow{80} 79$ |
| 120 | 9 | 20.3 |  |
| 130 | 36 | 25.2 |  |
| 140 | 81 | 30.3 |  |
| 150 | 156 | 35.7 |  |
| 160 | 327 | 41.2 |  |
| 170 | 343 | 46.9 |  |
| 180 | 782 | 52.9 |  |
| 190 | 1431 | 59.0 |  |
| 200 | 3648 | 65.5 |  |
| 210 | 11979 | 72.1 |  |
| 220 | 20770 | 78.9 |  |

### 3.9 Simulation Results for SVP Challenge and Comparison

In this section, we give our simulation results using our proposed progressive BKZ algorithm together with the pre/post-processing strategy in Section 3.8.1 for solving the Darmstadt SVP Challenge [28], which tries to find a vector shorter than 1.05•GH(L) in the random lattice $L$ of dimension $n$.

We also simulate the cost estimation of Lindner and Peikert [55] and that of Chen and Nguyen [24] in the same model. The summery of our simulation results and the latest records published in the SVP Challenge are given in Figure 3.8. The outlines of our estimations $\mathbf{A}$ to $\mathbf{D}$ in Figure 3.8 are given below.

From our simulation, the proposed progressive BKZ algorithm is about 50 times faster than BKZ 2.0 and about 100 times slower than the idealized algorithm that achieves the lower bound in our model of Section 3.8.2

A: Lindner-Peikert's estimation [55]: From the experiments using the BKZ implementation in the NTL library [79], they estimated that the BKZ algorithm can find a short vector of length $\delta^{n} \operatorname{det}(L)^{1 / n}$ in $2^{1.8 / \log _{2}(\delta)-110}$ [sec.] in the $n$-dimensional lattice. The computing time of Lindner-Peikert's model becomes

$$
\text { Time }_{\mathrm{LP}}=2^{1.8 / \log _{2}(\delta)-110} \text { with } \delta=1.05^{1 / n} \cdot V_{n}(1)^{-1 / n^{2}}
$$

because this $\delta$ attains $1.05 \cdot \mathrm{GH}(L)=\delta^{n} \operatorname{det}(L)^{1 / n}$.

B: Chen-Nguyen's BKZ 2.0 [24, 25]: We estimated the cost of BKZ 2.0 using the simulator in Section 3.3.2. Following the original paper [24], we assume that a blocksize is fixed and the estimation is the minimum of (3.4) over all possible pairs of the blocksize $\beta$ and the number $t$ of tours. Again we convert the number of nodes into the singlethreaded time, we divide the number by $2 \cdot 10^{7}$.

C: Our estimation: We searched the minimum cost using the estimation (3.26) over $M$ and $\beta$ with setting $\gamma=1.05$.


Figure 3.8: Semi-log graph of comparing cost in seconds. A: Lindner-Peikert estimation [55], B: Chen-Nguyen's BKZ 2.0 simulation (Sec. 3.3.2), C: Simulating estimation of our randomized BKZ-then-ENUM algorithm (Sec. 3.8.1), D: Lower bound in the randomized BKZ-then-ENUM strategy (Sec. 3.8.2]. Records in the SVP Challenge [28] are indicated by the black circles " $\bullet$ ", and our experimental results (Sec. 3.8.1) are indicated by the white circles " $\circ$ ".

D: Lower bound in our model: We searched the minimum cost using the estimation (3.27) over $M$ with setting $\gamma=1.05$.

Records of SVP Challenge: From the hall of fame in the SVP Challenge [28] and reporting paper [35], we listed up the records that contain the computing time with a single thread in Figure 3.8, as black circles " $\bullet$ ". Moreover we performed experiments on our proposed progressive BKZ algorithm using the pre/post-processing strategy in Section 3.8.1 up to 123 dimensions which are also indicated by the white circles " $\circ$ " in Figure 3.8 .

### 3.10 Conclusions and Future Work

In this chapter, we proposed an improved progressive BKZ algorithm with optimized parameters and block-increasing strategy. We also gave a simulator that can precisely predict the Gram-Schmidt lengths computed using the proposed progressive BKZ. Thus, the total cost of the proposed progressive BKZ algorithm can be precisely evaluated by the sharp simulator. Simultaneously, we presented the efficient implementation of our proposed algorithm.

Moreover, we showed a comparison with other algorithms by simulating the cost of solving the instances from the Darmstadt SVP Challenge. Our progressive BKZ algorithm is about 50 times faster than the BKZ 2.0 proposed by Chen and Nguyen for solving the SVP Challenges up to 160 dimensions. Finally, we discussed a computational lower bound of the proposed progressive BKZ algorithm under certain ideal assumptions. These simulation results contribute to the estimation of the secure parameter sizes used in lattice based cryptography.

We outline some future works: (1) constructing a BKZ simulator without using our ENUMCost, (2) adopting our simulator with other strategies such as BKZ-then-Sieve strategy for computing a short vector more efficiently, and (3) estimating the secure key length of lattice-based cryptosystems using the lower bound of the proposed progressive BKZ.

## Chapter 4

## Hardness Evaluation for Search LWE Problem using Progressive BKZ and its Simulator

In this chapter, we study the practical hardness of the LWE problem, by adapting Kannan's embedding technique, and using the improved progressive BKZ algorithm (pBKZ) introduced in Chapter 3. (In the rest of this thesis, we denote the progressive BKZ algorithm by $p B K Z$ for short.) The LWE instances used in our experiments are sampled from Darmstadt LWE Challenge. From our experiments, we find that the algorithm can derive a better efficiency if the embedding factor $M$ is closer to 1 . We also give a preliminary analysis for the proper parameter settings as the number of LWE samples $m$ should be used in the attack associate to the secret length $n$. Simultaneously we estimate the runtime of solving LWE cases using the BKZ simulator, whose preciseness is shown in Chapter 3. Moreover, our experimental results in LWE Challenge are close to the estimations. Especially for $n \geq 55$ and the fixed $\sigma / q=0.005$, our implemented embedding technique with progressive BKZ is more efficient than Xu et al.'s implementation of the enumeration algorithm in [84][27]. Finally, we get the records of case $(70,0.005)$ in Darmstadt LWE Challenge, using our extrapolated setting of $m$, which takes 32.73 single core hours. The work in this chapter was published in ICICS 2017 [82].

### 4.1 Introduction

Nowadays many post-quantum cryptographic schemes as fully homomorphic encryption and lattice-based signature schemes base their security on some lattice hard problems as the learning with errors (LWE) problem, short integer solution (SIS) and so on [69][60][40]. LWE problem was introduced by Regev in 2005 [69] and as an average-case lattice problem, LWE problem is proved as hard as certain worst-case lattice problems such as GapSVP and SIVP [69], which allows to build many provably secure lattice-based cryptographic schemes. However, for the practical application, it is indispensable to estimate the concrete parameters of LWE from sufficient experiments. In this work, we focus on the more practical lattice-based attack. At first, the LWE problem can be seen as a particular bounded distance decoding (BDD) instance on a $q$-ary lattice. For a given lattice and a target vector close to the lattice points in a reasonable bound, BDD is to find the closest lattice vector to the target.

There are two main methods to process the BDD instance. One is reducing the lattice basis first and searching the secret vector by Babai's NearestPlane [13] algorithm or its extensive variants [55] [56]. Especially in [56], Liu and Nguyen intermingle the short error vector into an enumeration searching tree, which makes the attack more efficient. Xu et al.'s group solved some LWE Challenge instances using Liu-Nguyen's adapted enumeration technique [56] and they published this result at ACNS 2017 [84].

Another procedure is to reduce BDD to the unique-shortest vector problem (uniqueSVP) by Kannan's embedding technique [49]. This procedure increases one more lattice dimension by adding the target vector and a so-called embedding factor $M$ into the new basis. For parameters used in cryptography, with high probability, the error vector can be found in a component of the shortest vector in the constructed lattice. So there is a big gap between the shortest vector and the second shortest vector in the new lattice, which makes a lattice reduction algorithm or a searching algorithm find the shortest one more efficiently. Since both methods call the SVP oracle, their complexity grows exponentially with the dimension increasing.

Related works. Under the situation where one can get arbitrary number of samples, the hardness of LWE problem is related to three critical parameters: the length $n$ of secret vector, the modulus $q$ and the deviation $\sigma$ of error vectors. Concerning with

Kannan's embedding technique [49], the theoretical discussion between the embedding factor $t$ and the optimal number of required samples $m$ was given in [4]. However they did not quantify the relevant runtime with these two critical parameters. [9] updated the parameters for LWE proposed in [55], using the improved computational time model $t(\delta)=2^{1.8 / \log (\delta)-130}$ where $\delta$ is the root Hermite factor. However, the time model is considered inaccurate and antiquated. [6] used several time models from fplll, enumeration and sieving, to evaluate the concrete hardness of LWE by invoking different algorithms such as BKW, SIS, decoding attack, etc. In Asiacrypt 2017, Albrecht et al. revisited the hardness of LWE using the so called "2016 estimate" and a BKZ time model adopting sieving as SVP oracle [5]. They also updated the parameters for some LWEbased cryptosystems using this computational lower bound. Some other theoretical analyses for the hardness of LWE are given as lattice-based attack [55][56], and BKW type attack [50], but rarely concrete parameters based on experiments were published. In order to assess the hardness of the LWE problem in practice, TU Darmstadt publishes a new platform "Darmstadt LWE Challenge" [21][27]. Indeed, we do the practical analysis of the parameter settings using LWE Challenge in this work.

Roadmap. Section 4.2 recalls the simulators for estimating the cost of BKZ algorithms. We introduce Kannan's embedding technique in Section 4.3. Our experimental results and preliminary analysis on the relevant parameters settings in Kannan's embedding technique are shown in Section 4.4. Finally we conclude in Section 4.5.

### 4.2 Cost Estimation of BKZ Algorithms Revisit

In this section, we will revisit two evaluating methods for BKZ cost: the pBKZ simulator (pBKZ simulator) we introduced in Chapter 3 and Martin Albrecht's estimator (M.A. estimator) [5]. The former one can give a practical estimation and we can get a lower bound of BKZ runtime using the latter one. Note that the only difference between "M.A. estimator" and "2016 estimate" is, the cost of sieving-BKZ is considered in the former one.

### 4.2.1 pBKZ Simulator

The input of the pBKZ simulator is $(n, \beta)$, where $n$ is the dimension and $\beta$ is the target blocksize which means the pBKZ will terminate after the $\beta$-reduction was processed. The output is the total cost of the pBKZ . Note that the input parameter $\beta$ can be replaced by the target GSA constant $r$, the enumeration subroutine search radius coefficient $\alpha$ or enumeration search success probability $p$, since we can compute the other three from one using the following the optimized equations (3.6) (3.9) and (3.10), in Section 3.4.

For $n \geq 100$ the cost (seconds, or "secs" for short in this thesis) of pBKZ is computed as

$$
\begin{align*}
& \operatorname{Time} \operatorname{BKZ}\left(n, \beta_{t}\right) \\
& \begin{aligned}
&=\sum_{\beta=10}^{\beta_{t}} \sum_{t=1}^{\sharp \text { tours }}\left[2.5 \cdot 10^{-4} \cdot \frac{n-\beta}{250-\beta} \cdot n^{2}\right. \\
&\left.\quad+1.5 \cdot 10^{-8} \cdot \beta \cdot \sum_{i=1}^{n-1} \operatorname{ENUMCost}\left(B_{i} ; \alpha, p\right)\right] .
\end{aligned} \tag{4.1}
\end{align*}
$$

Here ENUMCost $\left(B_{i} ; \alpha, p\right)$ is the number of enumeration search nodes in pBKZ simulator:

$$
\begin{aligned}
\operatorname{ENUMCost}\left(B_{i} ; \alpha, p\right) & =p \cdot \frac{V_{\beta / 2}\left(\alpha \cdot \mathrm{GH}\left(B_{r}\right)\right)}{\prod_{i=\beta / 2+1}^{\beta}\left\|\mathbf{b}_{i}^{*}\right\|_{2}} \\
& =2 \alpha^{-\beta / 2} \cdot \frac{V_{\beta / 2}(1) \cdot V_{\beta}(1)^{-1 / 2}}{r^{\beta^{2} / 16}}
\end{aligned}
$$

Further details may be found in 3.4 and a reference implementation is freely available in [11].

### 4.2.2 M.A. Estimator

Before introducing M.A. estimator, we give simple introduction on the sieving algorithm. In 2001, Ajtai et al. proposed a sieving algorithm to solve SVP, which requires runtime of $2^{0.52 n+o(n)}$ in $n$ dimension lattice and simultaneously requires exponential storage
of $2^{0.2 n+o(n)}$ [2]. According to recent research results, for a $n$-dimensional lattice $L$ and fixed blocksize $\beta$ in BKZ , the runtime of sieving algorithm can be estimated in $2^{0.292 \beta+o(\beta)}$ clock cycles for a $\beta$-dimensional subroutine [6], and totally BKZ- $\beta$ costs $8 n \cdot 2^{0.292 \beta+16.4}$ operations [15]. We will also use this result to evaluate the security of our parameter choices in Chapter 5 .

It is assumed that the BKZ- $\beta$ reduced basis $\mathbf{B}$ of dimension $n$ can give a short vector $\left\|\mathbf{b}_{1}\right\|_{2}=\delta^{n} \cdot \operatorname{det}(B)$ in [23]. The root Hermite Factor (rHF) $\delta$ here is

$$
\begin{equation*}
\delta=\left(\left((\pi \beta)^{1 / \beta} \beta\right) /(2 \pi e)\right)^{1 /(2(\beta-1))} . \tag{4.2}
\end{equation*}
$$

In Asiacrypt 2017 [5], Martin Albrecht et al. re-estimated the hardness of LWE problem using the so called "2016 estimate" from NewHope paper [7]: if the Gaussian Heuristic and the GSA hold for BKZ- $\beta$ reduced basis and

$$
\begin{equation*}
\sqrt{\beta / n} \cdot\|(\mathbf{e} \mid 1)\| \approx \sqrt{\beta} \sigma \leq \delta^{2 \beta-n} \cdot \operatorname{vol}\left(L_{(\mathbf{A}, q)}\right)^{1 / n} . \tag{4.3}
\end{equation*}
$$

then error $\mathbf{e}$ can be found by BKZ- $\beta$ with rHF $\delta$. Here (e| 1 ) means a vector composed by e and 1. In Martin Albrecht et al.'s estimator, they replace SVP oracle in BKZ by Gauss sieve algorithm whose cost is $\left(2^{0.292 \beta+o(\beta)}\right)$ [52]. They use the result of

$$
\begin{equation*}
\operatorname{Cost}(n, \beta)=8 n \cdot 2^{0.292 \beta+16.4} \tag{4.4}
\end{equation*}
$$

operations [15][3] as the cost of running BKZ- $\beta$ in $n$-dimensional lattice. Note that they claim this runtime estimation can be adapted for $\beta>90$. We call it "M.A. estimator" where the input is an LWE instance of parameter set $(n, \sigma, q)$, the output is the target blocksize $\beta$ and the runtime of BKZ algorithm to solve the given LWE instance, using formulas (5.2) (5.1) and (4.4).

### 4.3 Overview of Embedding Technique for Solving LWE Problem

In this section, we recall Kannan's embedding technique [49], and introduce the parameter settings in our experiments.

### 4.3.1 From LWE to BDD

The LWE problem can be reduced to BDD case as follows.
Input: a lattice $L=\left\{\mathbf{v} \in \mathbb{Z}_{q}^{m} \mid \mathbf{v} \equiv \mathbf{A s}(\bmod q), \mathbf{s} \in \mathbb{Z}^{n}\right\}$ and a target vector $\mathbf{t}$ with bounded distance $\|\mathbf{e}\|$.

Output: a vector $\mathbf{v} \in L$ close to $\mathbf{t}$, and get $\mathbf{s}$ from $\mathbf{v} \equiv$ As if succeeded.
In 2016, Xu et al. solved some instances of LWE Challenge by reducing LWE to BDD and using Liu-Nguyen's adapted enumeration algorithm, which can solve BDD directly with a considerable success probability. In this work we focus on solving BDD by embedding technique: further reduce BDD to unique-SVP [49]. The embedding attack is shown in Algorithm6. We elaborate on the algorithm in the next section.

### 4.3.2 Solving LWE via the Embedding Technique

```
Algorithm 6 Kannan's embedding technique to solve LWE problem. [49]
Input: An LWE instance \((\mathbf{A}, \mathbf{b} \equiv \mathbf{A s}+\mathbf{e}(\bmod q)) \in\left(\mathbb{Z}_{q}^{m \times n}, \mathbb{Z}_{q}^{m}\right)\).
Output: The secret vector \(\mathbf{s} \in \mathbb{Z}_{q}^{n}\) and the short error vector \(\mathbf{e} \in \mathbb{Z}_{q}^{m}\), s.t. \(\mathbf{b}=\mathbf{A s}+\mathbf{e}\).
    1: Construct the basis \(B\) of \(q\)-ary lattice
    \(L_{(\mathbf{A}, q)}=\left\{\mathbf{v} \in \mathbb{Z}_{q}^{m} \mid \mathbf{v} \equiv \mathbf{A x}(\bmod q), \mathbf{x} \in \mathbb{Z}^{n}\right\}\)
    as \(B=\left(\frac{\mathbf{A}^{T}}{q \mathbf{I}_{m}}\right) \in \mathbb{Z}^{(m+n) \times m}\); and compute the HNF of \(B\) as
\[
B_{\mathrm{HNF}}=\left(\begin{array}{cc}
q \mathbf{I}_{m-n} & \mathbf{0} \\
\mathbf{A}_{n \times(m-n)}^{\prime} & \mathbf{I}_{n}
\end{array}\right) \in \mathbb{Z}^{m \times m} ;
\]
2: Reduce BDD to unique-SVP by rescaling \(B_{\mathrm{HNF}}\) to \(B^{\prime}=\left(\begin{array}{cc}B_{\mathrm{HNF}} & \mathbf{0} \\ \mathbf{b} & M\end{array}\right) \in \mathbb{Z}^{(m+1) \times(m+1)}\);
3: Process \(B^{\prime}\) using lattice algorithm to derive a short vector \(\mathbf{w}\) including the error vector \(\mathbf{e}\);
4: Use \(\mathbf{e}\) to compute the secret vector \(\mathbf{s}\) by Gaussian elimination in \((\mathbf{b}-\mathbf{e})=\mathbf{A s}\).
```

Preprocessing. To solve a given LWE instance, necessary number of samples is considered. For instance, the Darmstadt LWE Challenge supplies the original basis $\mathbf{A}^{\prime} \in \mathbb{Z}_{q}^{n^{2} \times n}$ for each problem case, thus, a naive construction of matrices in Algorithm6 requires a lattice reduction of a large number of matrices even for small LWE dimensions. Hence, we can choose $m\left(m \ll n^{2}\right)$ vectors as a parameter to optimize the computational time, as from $\left(\mathbf{A}^{\prime}, \mathbf{b}^{\prime}\right) \in\left(\mathbb{Z}_{q}^{n^{2} \times n}, \mathbb{Z}_{q}^{n^{2}}\right)$ to $(\mathbf{A}, \mathbf{b}) \in\left(\mathbb{Z}_{q}^{m \times n}, \mathbb{Z}_{q}^{m}\right)$. We will discuss how to compute the optimal $m$ in Section4.3.4. Also during the random sampling, we should check the independence of vectors to make sure: (1) the correctness of the attack algorithm; (2) the volume of derived $q$-ary lattice is $q^{m-n}$, which will be used in section 4.3.4. We give explanations for each step in Algorithm 6 .

Step 1. We follow the method in Section 2.7 to construct and compute the HNF basis $B_{\mathrm{HNF}}$ of $q$-ary lattice $L_{(\mathbf{A}, q)}=\left\{\mathbf{v} \in \mathbb{Z}^{m} \mid \mathbf{v} \equiv \mathbf{A x}(\bmod q), \mathbf{x} \in \mathbb{Z}^{n}\right\}$.

Step 2. This step is the key point of embedding technique: expand the $q$-ary basis $B_{\mathrm{HNF}} \in \mathbb{Z}^{m \times n}$ by one dimension, and embed the target vector b and one embedding factor $M$ into the new basis $B^{\prime} \in \mathbb{Z}^{(m+1) \times(m+1)}$.

Step 3. At this step, we process the new basis $B^{\prime}$ by lattice algorithms. After the reduction, we get the error vector e from the output shortest vector $\mathbf{w}$, since $\mathbf{e}=\mathbf{b}-\mathbf{B u}$ and $\mathbf{w}=B^{\prime}\left(\frac{\mathbf{u}}{1}\right)=\left(\frac{\mathbf{e}}{M}\right)$ for some $\mathbf{u} \in \mathbb{Z}_{q}^{m}$. In our work, we use the progressive BKZ reduction algorithm [10].

Step 4. Simply get the secret vector s by Gauss elimination.
Theoretically, Algorithm 6 fails means no solution is given within a limited time $T$ or the algorithm outputs a much shorter vector than the solution due to [4]. Here $T$ is an input of our implementation. We set $T$ large enough by preliminary experiments for each parameter set $(n, q, \alpha)$. We note that success rate of experiments are large enough, namely, $>90 \%$. Hence we claim that our definition of runtime is fair. However, the latter one occurs with an extremely low rate in general case (indeed not happened in our experiments). Hence, we define the "fail" in our work by the former one: Algorithm 6 fails means no solution is given within a limited time $T$. If Algorithm 6 fails, one should re-randomize the input samples or increase the number of samples $m$, then re-run the Algorithm6. Now we explain four discussion points of the algorithm.

1) In the embedding procedure of Step 3, if the output vector w of the lattice algorithm satisfies

$$
\begin{equation*}
\|\mathbf{w}\| \leq \sqrt{\|\mathbf{e}\|^{2}+M^{2}} \approx\left(\frac{\sqrt{2 m} \sigma}{\left(M q^{m-n}\right)^{1 /(m+1)}}\right)^{1 /(m+1)} \tag{4.5}
\end{equation*}
$$

with $\|\mathbf{e}\| \approx \sqrt{m} \sigma$, then the answer is correct with high probability.
2) There is a gap between the shortest vector and the linearly independent second shortest vector in $L^{\prime}\left(B^{\prime}\right)$, namely we have to solve a unique-SVP in this lattice. The size of embedding factor $M$ can affect the gap in some sense and we will discuss it in Section 4.3.3.
3) Since we do not know the exact value of $\|\mathbf{e}\|$, we can not terminate by condition (4.5). $\|\mathbf{w}\| \leq \sqrt{\|\mathbf{e}\|^{2}+M^{2}}$ is the condition for a reduction or point searching algorithm to terminate in Step 4. However, during the update of lattice reduction of basis $\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)$ in our progressive BKZ, we found that the root Hermite factor $\delta$ suddenly drops to a very small value from value around 1 . We can set the algorithm to terminate when $\delta<0.7$ for convenience.
4) There is a trade-off between the attack efficiency and success rate, depending on the dimension $m$ of $L_{(\mathbf{A}, q)}\left(\mathbf{A} \in \mathbb{Z}_{q}^{m \times n}\right)$ and the embedding factor $M$ of the sampled LWE instances in the embedding algorithm.

In this work, our goal is from experiments to get a preliminary analysis of the effect of $m$ and $M$ on the runtime for solving Darmstadt LWE Challenge instances.

### 4.3.3 How to Choose $M$ at Step 2

The size of $\|\mathbf{e}\|$ and $M$ intuitively affect the gap of the shortest and the second shortest vector in the unique-SVP of $L\left(B^{\prime}\right) \in \mathbb{Z}^{(m+1) \times(m+1)}$, since the reduction output is $\mathbf{w}=$ $\left(\frac{\mathrm{e}}{M}\right)$. For the entries of error vector $\mathbf{e}$ are randomly and linearly independently sampled from the discrete Gaussian distribution $D_{\sigma}$, we can assume that the distribution of $\|\mathbf{e}\|^{2}$ is very close to $\sigma^{2} \times \chi^{2}$ when $\sigma$ and $m$ are sufficiently large. Here $\chi$ means chi distribution. So $\|\mathbf{e}\|^{2}$ has expectation of $m \sigma^{2}$ and we can estimate $\|\mathbf{e}\| \approx \sqrt{m} \sigma$. Lyubashevsky and

Micciancio [58] suggest that the choice for the embedding factor $M \in \mathbb{N}$ is $\|\mathbf{e}\|$. If $M$ is bigger, then there is a lower chance to solve the given LWE instance, since the gap in unique-SVP will become smaller. On the other hand, if $M$ is too small, with non-zero probability, there may exist a vector $\mathbf{v} \in L\left(B^{\prime}\right)$ such that $\left\|\mathbf{v}+c \cdot\left(\frac{\mathbf{b}}{M}\right)\right\|<\|\mathbf{w}\|=\left\|\left(\frac{\mathbf{e}}{M}\right)\right\|$ where $c \in \mathbb{Z}$, which causes the algorithm fails to extract the error vector according to [4]. We observe the runtime of attack by increasing $M$ from 1 in Section 4.4.1.

### 4.3.4 How to Choose $m$

In this part, we follow the analysis proposed by Micciancio and Regev [60]. With a small Gaussian standard deviation sigma, in many cases of instances, we may assume that the vector $(e M) \in L^{\prime}$ is the shortest vector and it is much shorter than $\lambda_{2}\left(L^{\prime}\right)$. According to the Gaussian heuristic, $\lambda_{2}\left(L^{\prime}\right)=\lambda_{1}(L) \approx \sqrt{\frac{m}{2 \pi e}} q^{(m-n) / m}$. In our experiments, we observed that the attack is more efficient if the embedding factor $M$ is closer to 1 (see Section 4.4.1). So we want to enlarge the following gap in unique-SVP for an efficient attack:

$$
\begin{equation*}
\gamma(m)=\frac{\lambda_{2}\left(L^{\prime}\right)}{\lambda_{1}\left(L^{\prime}\right)} \approx \frac{\sqrt{\frac{m}{2 \pi e}} q^{(m-n) / m}}{\sqrt{m} \sigma} \tag{4.6}
\end{equation*}
$$

We need $\sigma \ll q^{\frac{m-n}{m}}$. Moreover, it is known that the gap $\gamma(m)>c \cdot \delta^{m}$ to solve the unique-SVP by using a lattice reduction algorithm with a root Hermite factor $\delta$, with a high probability. The constant $c$ is unknown, so we can maximize $q^{(m-n) / m} / \delta^{m}$, to get the optimal sub-dimension $m$ of LWE sample instances is

$$
\begin{equation*}
m=\sqrt{n \log (q) / \log (\delta)} \tag{4.7}
\end{equation*}
$$

This can properly enlarge the gap in $\gamma$-unique SVP transformed from BDD, within a reduction algorithm's capability estimated by the root Hermite factor $\delta=\operatorname{rHF}\left(\mathbf{b}_{1}, \ldots, \mathbf{b}_{n}\right)=$ $\left(\left\|\mathbf{b}_{1}\right\| / \operatorname{vol}(L)^{1 / n}\right)^{1 / n}$.

### 4.4 Experimental Results and Analysis

In this section, we give the details in our experiments on solving LWE problems using embedding technique (Algorithm 6). All the cases are taken from Darmstadt LWE

Challenge [27]. In our experiments, we just observe the hardness of small dimensions from 40 to 60 , with the same $\alpha=0.005$. As a preparing work, we take $\delta$ in the range $[1.010,1.011, \ldots, 1.025]$ and randomly sample $m=\sqrt{n \log (q) / \log (\delta)}$ vector entries for $\mathbf{A} \in \mathbb{Z}_{q}^{m \times n}$ in each LWE case. For each case with parameters $(n, \delta)$, we sample 20 different bases. The progressive BKZ algorithm and its open source code of version 1.1 are used in the Step 3 of Algorithm6. Our implementation using C language and NTL on $\operatorname{Intel}(\mathrm{R}) \mathrm{Xeon}(\mathrm{R}) \mathrm{CPU}$ E5-2697 v2 @ 2.70 GHz with 24 cores. Xu et al. were using parallel implementation technique and the specifications of hardware are 3.60 GHz Intel Core i7 processor with eight cores and a cluster consisting of 20 c 4.8 xlarge instances, each equipped by 36 cores (hyper-threaded to 72 threads) [84]. The time unit in the following sections are all single thread seconds. In our work, the "runtime" exactly means the runtime on solving LWE successfully, namely, for an input LWE sample, we measure the runtime of the algorithm, until it outputs the corresponding solution within the limited time $T$ (in this case we say the algorithm succeeds or successful case). On the other hand, if the algorithm does not halt in the limited time $T$, we do not measure the runtime of the algorithm (in this case we say the algorithm fails or failure cases, as we mentioned in Section 4.3.2). The average runtime in this paper is the average runtime of the successful cases without failure cases.

### 4.4.1 Efficiency by changing $M$.

As we discussed in Section 4.3.3, in the Step 2 of Algorithm6, the embedding factor $M$ in basis $B^{\prime} \in \mathbb{Z}^{(m+1) \times(m+1)}$ affects the size of gap in the unique-SVP of $L\left(B^{\prime}\right)$. In this section we will observe what size of $M$ is better for an efficient embedding technique. The fixed dimension $m$ of $L_{(\mathbf{A}, q)}$ is referred to Section 4.4.2, and the embedding factor $M$ is from 1 to around 55. For each case of parameters $n=40,45,50,55$ with fixed $\alpha=0.005$, we sample a same basis $\mathbf{A} \in \mathbb{Z}^{m \times n}$ from Darmstadt LWE Challenge respectively. Note that since we want to observe the efficiency of Algorithm 6 for successful cases, the margin at runtime $T$ is set by 12 hours, which is large enough to make sure the $100 \%$ success rate. Hence the "runtime" is of successful cases on solving LWE here. Figure 4.1 shows the runtime of Algorithm 6 for each case with increasing sequence of embedding factor $M$. We can observe that with growing $M$, the runtime of Algorithm6 is gradually


Figure 4.1: Runtime for cases $(n, \alpha)$ with fixed bases and increasing embedding factor M.
increasing. So it is more efficient to solve LWE problem with the embedding factor $M$ closer to 1 .

### 4.4.2 Optimal Choice of $m$ for each $(n, \alpha)$

Due to the equations (4.6) and (4.7) in Section 4.3.4, the dimension $m$ of lattice $L_{(\mathbf{A}, q)}$ in Step 3 also affects the efficiency of Algorithm6. A larger $m$ will lead the root Hermite Factor smaller, which makes the lattice algorithm inefficient. While a smaller $m$ will reduce the gap of unique-SVP and make the problem harder to solve. In this section, we observe the affect of size $m$ on the efficiency of Algorithm 6 .

At first for each case of ( $n, \alpha=0.005$ ), we fix the embedding factor as $M=1$. We take $\delta$ in the range $[1.010,1.011, \ldots, 1.025]$ and for each $\delta$ calculate $m=\sqrt{n \log (q) / \log \delta}$. We did the experiments for $n=40,45,50,55,60,65$. Note that for case of ( $n=40, \alpha=$ 0.005 ), since the runtime are close to each other, we ignore it here. When Algorithm 6 fails, we randomly sample the input basis again and re-run Algorithm 6. When the random executions had been done up to 20 times (meaning 20 random samples of $\mathbf{A} \in \mathbb{Z}_{q}^{m \times n}$ ), we then increase the number of samples $m$ (by decreasing delta from 1.025

TAbLe 4.1: Experimental pBKZ runtime for each $(n, \alpha=0.005)$ cases with parameter $\delta$ in range [1.01, 1.011, $\ldots, 1.025]$.

| $(n, \alpha)$ | $\delta$ | $m$ | Average pBKZ <br> cost $\left(\log _{2}(\operatorname{secs})\right)$ | Minimum pBKZ <br> cost $\left(\log _{2}(\operatorname{secs})\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $(45,0.005)$ | 1.025 | 118 | 5.99 | 4.28 |
| $(50,0.005)$ | 1.019 | 144 | 7.51 | 6.49 |
| $(55,0.005)$ | 1.017 | 162 | 9.03 | 8.08 |
| $(60,0.005)$ | 1.013 | 195 | 13.13 | 10.62 |
| $(65,0.005)$ | 1.012 | 213 | 16.04 | 14.65 |

to 1.010 ) and re-run Algorithm 6. In the end, we calculated the runtime of successful cases. In Table 4.1 the "Average BKZ Runtime" shows the minimum of average runtime for each $\delta$. Further, the "Minimum BKZ Runtime" is the minimum data for the relevant $\delta$ and $m$.

Lemma 4.1 ([6], Lamma 9). Given an ( $n, q, \alpha$ ) LWE instance, any lattice reduction algorithm achieving log root- Hermite factor:

$$
\log \delta=\frac{\log ^{2}\left(\epsilon^{\prime} \tau \alpha^{\prime} \sqrt{2 e}\right)}{4 n \log q}
$$

solves LWE with success probability greater than

$$
\epsilon_{\tau} \cdot\left(1-\left(\epsilon^{\prime} \cdot \exp \left(\frac{1-\epsilon^{\prime 2}}{2}\right)\right)^{m}\right)
$$

for some constant $\epsilon^{\prime}>1$ and some fixed $\tau \leq 1$, and $0<\epsilon_{\tau}<1$ as a function of $\tau$. Here $\alpha^{\prime}=\alpha \cdot \sqrt{2 \pi}$.

Experimentally $\tau \approx 0.3$ is derived when the embedding factor $M=1$ due to [4]. The relevant parameter setting in our work is $\left(n, q, \alpha^{\prime}\right)=\left(n, n^{2}, 0.005 \cdot \sqrt{2 \pi}\right)$, hence by a certain success probability, we can get the approximate relation between $m$ and $n$ as follows.

$$
\begin{aligned}
m & =\sqrt{n \cdot \frac{\log q}{\log \delta}} \\
& \approx \sqrt{n \cdot 2 \cdot \log n \frac{8 \cdot n \log n}{\log ^{2}\left(\epsilon^{\prime} \tau \alpha^{\prime} \sqrt{2 e}\right)}} \\
& \approx n \cdot \log n \cdot \frac{4}{\log \left(\epsilon^{\prime} \tau \alpha^{\prime} \sqrt{2 e}\right)} \\
& \approx n \cdot \log n \cdot \text { const. }
\end{aligned}
$$

So from experimental results shown in Table 4.1, we can get the following fitting function of optimal $m$ and $n$.

$$
\begin{equation*}
\text { Optimal }(m)={ }^{\ulcorner } 0.9634 \cdot n \cdot \log n-46.37 . \tag{4.8}
\end{equation*}
$$

Here the mark ${ }^{\ulcorner } \ldots$, means taking a rounding number. Note that our experimental results being used are of success rate $\geq 90 \%$, while the experimental success rate is about $10 \%$ using the parameter settings in [6]. From the initial experiment of small scale, we set the limited time $T$ as three days in this experiment. Therefore, we measure the (successful) runtime of solving LWE using the range of $m$ computed from equation (4.7). Recall that the runtime in Table 4.1 is an average and minimum runtime of the successful cases. Namely, the runtime of the failure cases (less than $10 \%$ in our experiments) are not included in Table 4.1 .

### 4.4.3 Estimating Runtime by pBKZ Simulator

Now we explain how to estimate the cost for solving the LWE cases using pBKZ simulator. At first, given $(n, q, \alpha)$-LWE instance, we can get the optimal number of samples $m$ corresponding to $n$ by equation (4.8). Then we can compute the $\mathrm{rHF} \delta$ required for the attack using the equation (4.7). From the Proposition 2.20, we get the relation between GSA constant $r$ and $\mathrm{rHF} \delta$ as $r=\delta^{-4 m /(m-1)}$. So after computing $r$ from $\delta$ we compute the target $\beta$ from formulas (3.10). Finally we get the input parameter set $(n, \beta)$ for pBKZ simulator and the runtime of pBKZ is derived. We plot the simulated pBKZ cost by a solid blue curve in Figure 4.2 The blue stars in Figure 4.2 are the


Figure 4.2: The runtime for embedding technique on Darmstadt LWE Challenge of ( $n, \alpha=0.005, q \approx n^{2}$ ) cases: The solid line is the estimated cost from pBKZ simulator; The stars denotes our experimental results; The red crosses are Xu et al.'s records at the LWE Challenge website; The dot line is computed from M.A. estimator which can be seen as a lower bound heuristically.
minimum of Average Runtime in each $(n, \alpha)$ cases as showed in Table 4.1. It shows that our experimental results are close to the pBKZ simulating results.

More precisely, using the constructed function 4.8 from the experimental results of dimensions $\leq 65$ (the stars in figure), we computed the optimal $m$ for each dimension $n \in\{45,50, \ldots, 100\}$ respectively. Simultaneously, we got the corresponding target root Hermite factor $\delta$ from equation 4.7 using the optimal number of samples $m$. Then we input $m$ and $\delta$ into the pBKZ simulator and got the output of simulated runtime. Thus, we plotted the blue curve of simulating runtime. Moreover, from Figure 4.2 we can see that Xu et al.'s LWE Challenge records of $\alpha=0.005$ stopped at $n=65$ for the overwhelming runtime and low success probability [83]. Our implemented embedding technique with progressive BKZ can solve the LWE Challenge instances more efficiently than Xu et al.'s enumeration implementation for $n \geq 55$. We also show M.A. estimation as an asymptotic lower bound from dimension 75 (the target $\beta>90$ ) in Figure 4.2 .

Furthermore, in Table 4.2, we estimate the necessary dimension $m$ and the relevant practical runtime by embedding technique on solving LWE Challenge cases $n \geq 70, \alpha=$ 0.005 . Our estimation is using pBKZ simulator.

TAble 4.2: Estimation of effective $m$ and runtime on solving ( $n \geq 70, \sigma=0.005$ ) in the LWE Challenge when running the pBKZ algorithm.

| $(n, \alpha)$ | $q$ | $\delta$ | $m$ | pBKZ $\operatorname{cost}\left(\log _{2}(\right.$ secs $\left.)\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $(70,0.005)$ | 4903 | 1.0104 | 240 | 19.22 |
| $(75,0.005)$ | 5639 | 1.0092 | 266 | 29.51 |
| $(80,0.005)$ | 6421 | 1.0083 | 291 | 40.02 |
| $(85,0.005)$ | 7229 | 1.0075 | 317 | 53.69 |
| $(90,0.005)$ | 8101 | 1.0069 | 344 | 71.24 |
| $(95,0.005)$ | 9029 | 1.0063 | 370 | 92.12 |
| $(100,0.005)$ | 10007 | 1.0059 | 397 | 125.26 |

### 4.4.4 Record of $(n=70, \alpha=0.005)$ in LWE Challenge

For the cases of ( $n=70, \alpha=0.005$ ), we compute the extrapolated $m \approx 240$ from function (4.8). Then we increase the number of samples as $m=214,223,233,244$ (relevant $\delta=1.013,1.012,1.011,1.010$ ). From the original matrix of size $4900 \times 70$, we randomly sample $m \times 70$ sized matrices by 5 times for each $m$, as input A in Algorithm6. Simultaneously, we use $2^{21}$ seconds as the time limit $T$, which is slightly larger than the simulated $2^{19.22}$ seconds in Table 4.2. Consequently, there are two cases of $m=233,223$ ( $\delta=1.011,1.012$ ) successfully solved by time $2^{16.8}, 2^{18.2}$ seconds respectively. Hence totally we ran 20 times to solve the challenge and get the solution from two cases. Therefore, we can say the success probability is $2 / 20=10 \%$ in this experiment. We plot it in Figure 4.2, which are close to the pBKZ estimation.

### 4.5 Conclusions

In this chapter, we studied Kannan's embedding technique on solving LWE problem. Especially we applied the progressive BKZ algorithm on some randomly sampled LWE instances from Darmstadt LWE Challenge. From our experiments of fixed relative error size $\alpha=\sigma / q=0.005$, we observed that the algorithm has a more efficient trend if the embedding factor $M$ is closer to 1 . Furthermore, Xu et al.'s LWE Challenge records of $\alpha=0.005$ stopped at $n=55$ for the overwhelming runtime, while our experimental results show that for $n \geq 55$, the embedding technique with progressive BKZ can solve
the LWE Challenge instances more efficiently than Xu et al.'s implementation of LiuNguyen's enumeration algorithm. Then we proposed a formula to decide the optimal number of LWE samples $m$, for given the length $n$ of secret vector s . Using this formula, we estimated the runtime of solving LWE cases using the pBKZ simulator and our experimental results are close to the estimations. Finally our LWE Challenge record of $(n, \alpha)=(70,0.005)$ cases succeeded in $2^{16.8}$ seconds ( 32.73 single core hours), which also lies close to the pBKZ estimations.

## Chapter 5

## Evaluating Secure Parameters for Ding Key Exchange

At the beginning of 2016, NIST started the post-quantum cryptography competition to prepare for the standardization of the next-generation cryptography. Ding et al. proposed a "Ding Key Exchange" scheme, which is based on the Ring Learning With Errors Problem (RLWE). The number of samples in their scheme is just one, which is different from the case of normal integer LWE or other RLWE instances. In this chapter, we do the security analysis for Ding key exchange by primal attack which is reducing the RLWE to SIS. Hence we can expand the dimension of the attack basis to double. We adopt both the progressive BKZ simulator and the M.A. estimator introduced in the last two chapters 3 and 4 Guaranteeing the error rate of key exchange protocol within $2^{-60}$, our parameter choices cover the security of AES-128/192/256 respectively, which satisfies NIST's security category I, III and V respectively. This is one part work in the NIST PQC standardization proposal "Ding Key Exchange" [67].

### 5.1 Introduction

During recent years, various works are focusing on the lattice-based Ring Learning With Errors (RLWE) problem [59], which is the ring variant of Learning With Errors (LWE) problem [69]. They enjoy high efficiency as well as strong security, making them very
promising towards the post-quantum world. Ever since LWE and RLWE problems were introduced in 2005 and 2010 respectively, people have tried to seek solutions to construct key exchange over LWE/RLWE problem. A major advantage for RLWE compared with LWE is that it has a much reduced key size, and this is more desirable for real world applications due to smaller communication and storage cost. Therefore, among all approaches to realize post-quantum cryptography, RLWE-based construction is one of the most promising and practical replacements for current public key cryptosystems.

At the first stage of NIST "call for PQC protocols", J. Ding, T. Takagi, X. Gao, Y. Wang (the author of this thesis) proposed a "Ding key exchange" [31], which is an ephemeral-only RLWE-based key exchange protocol with a new efficient rounding technique to reduce communication cost. The construction is a RLWE variant of the classic Diffie-Hellman key exchange protocol, which can be regarded as a direct drop-in replacement for current widely-deployed Diffie-Hellman key exchange protocol (and its variants, e.g. elliptic curve Diffie-Hellman) without significant modifications to current security protocols and applications. There are some schemes follow the same idea of sending additional information - signal value other than public key to construct LWE/RLWE/MLWE-based key exchange/Key Encapsulation Mechanism (KEM) protocols, as NewHope [7], Frodo [17], Kyber [19], etc.

Roadmap. Section 5.2 recalls the Ding key exchange, including some notations and functions defined in the protocol. Then we discuss the parameter settings in the specific ONE-sample RLWE case in Section 5.3. Our cryptanalysis and proposed secure parameter sets are shown in Section 5.4. Finally we give the conclusion in Section 5.5

### 5.2 Ding Key Exchange Review

In this section, we simply recall the Ding key exchange, after give some notations and core functions being used in the protocol.

### 5.2.1 Core Functions in Ding Key Exchange.

We introduce several useful functions and lemmas that will be seen in Ding key exchange protocol in Section5.2.2. For the proof of lemmas, please refer to the original proposal in [31]. In this section, we use the notations defined in Chapter 2 and following additional ones. Let $U[a, b]$ be the uniform distribution over discrete set $\{a, a+1, \cdots, b-1, b\}$ over integers. Let $\lfloor x\rfloor$ be the floor function which outputs the greatest integer that is less than or equal to $x,\lceil x\rceil$ be ceiling function which outputs the least integer that is greater than or equal to $x,\lfloor x\rceil$ be the rounding function which rounds $x$ to nearest integer.

Lemma 5.1 ([80], lemma 2.5). For $\sigma>0, r \geq 1 / \sqrt{2 \pi}, \operatorname{Pr}\left[\|\mathbf{x}\|_{2}>r \sigma \sqrt{n} ; \mathbf{x} \stackrel{\$}{\leftarrow} D_{\mathbb{Z}^{n}, \sigma}\right]<$ $\left(\sqrt{2 \pi e r^{2}} \cdot e^{-\pi r^{2}}\right)^{n}$.

Lemma 5.2. For $\mathbf{a}, \mathbf{b} \in R_{q},\|\mathbf{a} \cdot \mathbf{b}\|_{\infty} \leq\|\mathbf{a}\|_{2} \cdot\|\mathbf{b}\|_{2}$.

Rounding function. For $x \in \mathbb{Z}_{q}, q>p>0$ be integers. $x$ is a coefficient of polynomial in $R_{q}, q, p$ are parameters of our protocol.

For the convenience of notation, we change the representation of $x \in\left\{-\frac{q-1}{2}, \cdots, \frac{q-1}{2}\right\}$ to $x \in\{0, \cdots, q-1\}$ before $\operatorname{Round}()$ runs. Function $\operatorname{Round}(x, p, q)$ is defined in algorithm 7

```
Algorithm 7 Round ( \(x, p, q\) )
Input: \(x \in \mathbb{Z}_{q}, p, q\)
Output: Rounded value \(x^{\prime}\) of \(x\)
    \(t \leftarrow\lfloor 2 q / p\rfloor, k \leftarrow\lfloor x / t\rfloor\)
    if \(x\) is odd number then
    \(x^{\prime} \leftarrow 2 k+1\)
    else \(x^{\prime} \leftarrow 2 k\)
    if \(x^{\prime}=p\) then
    \(r n d \stackrel{\$}{\leftarrow} U[0,1]\)
    if \(r n d=1\) then
        \(x^{\prime} \leftarrow x^{\prime}-2\)
        else \(x^{\prime} \leftarrow\left(x^{\prime}+2\right) \bmod (p+1)\)
```

Rounding function is defined for an integer $x \in \mathbb{Z}_{q}$. Rounding function for $\mathbf{a} \in R_{q}$ is computed by applying Round() for each coefficient $a_{i} \in \mathbb{Z}_{q}$ of $\mathbf{a} \in R_{q}$. In this document, we use the same notation Round() for both rounding functions over $\mathbb{Z}_{q}$ and $R_{q}$.

Recovering function. Recover() is a deterministic function. $q>p>0$ be integers. $x^{\prime}$ is one coefficient of rounded polynomial, $q, p$ are parameters of our protocol. Function $\operatorname{Recover}\left(x^{\prime}, p, q\right)$ is defined in algorithm 8 .

```
Algorithm \(8 \operatorname{Recover}\left(x^{\prime}, p, q\right)\)
Input: \(x^{\prime}, p, q\)
Output: Recovered value \(x^{\prime \prime}\) of \(x^{\prime}\)
    \(t \leftarrow\lfloor q / p\rfloor\)
    if \(x^{\prime}\) is odd number then
        \(x^{\prime \prime} \leftarrow x^{\prime} \cdot t+1\)
    else \(x^{\prime \prime} \leftarrow\left(x^{\prime}+1\right) \cdot t\)
```

In order to be consistent with theoretical analysis, we change representation of $x^{\prime \prime} \in$ $\{0, \cdots, q-1\}$ to $x^{\prime \prime} \in\left\{-\frac{q-1}{2}, \cdots, \frac{q-1}{2}\right\}$ after Recover() runs.

Recovering function is defined for an integer $x^{\prime}$. Recovering function for vector a is computed by applying Recover() for each coefficient $a_{i}$ in vector a. In this document, we use the same notation "Recover()" for both recovering functions over integer $x^{\prime}$ and vector $\mathbf{a}$.

Lemma 5.3. For parameter $p$ and $q$, let $t=\left\lceil\log _{2} q\right\rceil-\left\lceil\log _{2} p\right\rceil$, $\boldsymbol{x}=\left(x_{1}, x_{2}, \cdots, x_{n}\right)$ be a vector whose each coefficient is uniformly random sampled integer in $\mathbb{Z}_{q}, \boldsymbol{x}$, be a vector whose each coefficient $x_{i}^{\prime}=\operatorname{Recover}\left(\operatorname{Round}\left(x_{i}, p, q\right), p, q\right)$. Let $\boldsymbol{d}=\boldsymbol{x} \boldsymbol{-} \boldsymbol{x}$ ' be a vector whose each coefficient $d_{i}=x_{i}-x_{i}^{\prime}(i \in[1, n])$. Then $d_{i}$ is an even number with possible values in set $\left\{-2^{t},-2^{t}+2, \cdots, 2^{t}-2\right\}$. $\operatorname{Pr}\left[d_{i}=-2^{t}\right]=\operatorname{Pr}\left[d_{i}=-2^{t}+2\right]=\cdots=\operatorname{Pr}\left[d_{i}=2^{t}-2\right]=\frac{1}{2^{t}}$

With lemma 5.1 and 5.2, we have $4\|\mathbf{s e}\|_{\infty} \leq 4\|\mathbf{s}\|_{2} \cdot\|\mathbf{e}\|_{2} \leq 4(r \sigma \sqrt{n})^{2}=4 r^{2} \sigma^{2} n$, where $r \geq 1 / \sqrt{2 \pi}$ is defined in lemma 5.1 and $n$ is the degree of polynomial. With lemma5.3, we have $2\left\|\mathbf{d}^{\prime} \mathbf{s}\right\|_{\infty} \leq 2\left\|\mathbf{d}^{\prime}\right\|_{2} \cdot\|\mathbf{s}\|_{2}=2\left\|\mathbf{d}^{\prime}\right\|_{2} \cdot r \sigma \sqrt{n}$. Recall that error tolerance $\delta=\frac{q}{4}-2$. Therefore as long as $q \geq 4 \cdot\left[2+\left(4 r^{2} \sigma^{2} n\right)+\left(2\left\|\mathbf{d}^{\prime}\right\|_{2} \cdot r \sigma \sqrt{n}\right)\right]$, key exchange failure probability is estimated to be $\left(\sqrt{2 \pi e r^{2}} \cdot e^{-\pi r^{2}}\right)^{n}$.

Hint function. Hint functions $\sigma_{0}(x), \sigma_{1}(x)$ from $\mathbb{Z}_{q}$ to $\{0,1\}$ are defined as:

$$
\begin{aligned}
& \sigma_{0}(x)=\left\{\begin{array}{l}
0, x \in\left[-\left\lfloor\frac{q}{4}\right\rfloor,\left\lfloor\frac{q}{4}\right\rfloor\right] \\
1, \text { otherwise }
\end{array},\right. \\
& \sigma_{1}(x)=\left\{\begin{array}{l}
0, x \in\left[-\left\lfloor\frac{q}{4}\right\rfloor+1,\left\lfloor\frac{q}{4}\right\rfloor+1\right] \\
1, \text { otherwise }
\end{array}\right.
\end{aligned}
$$

Signal function. A signal function $\operatorname{Sig}()$ is defined as:
For any $y \in \mathbb{Z}_{q}, \operatorname{Sig}(y)=\sigma_{b}(y)$, where $b \stackrel{\$}{\leftarrow} U[0,1]$. If $\operatorname{Sig}(y)=1$, we say $y$ is in the outer region, otherwise $y$ is in the inner region.

Signal function is defined for an integer $x \in \mathbb{Z}_{q}$. Signal function for $\mathbf{a} \in R_{q}$ is computed by applying $\operatorname{Sig}()$ for each coefficient $a_{i} \in \mathbb{Z}_{q}$ of $\mathbf{a} \in R_{q}$. In this document, we use the same notation " $\operatorname{Sig}()$ " for both signal functions over $\mathbb{Z}_{q}$ and $R_{q}$.

Reconciliation function. $\quad \operatorname{Mod}_{2}()$ is a deterministic function with error tolerance $\delta$. $\operatorname{Mod}_{2}()$ is defined as: for any $x$ in $\mathbb{Z}_{q}$ and $w=\operatorname{Sig}(x), \operatorname{Mod}_{2}(x, w)=\left(x+w \cdot \frac{q-1}{2}\right.$ $\bmod q) \bmod 2$. Here we treat elements in $\mathbb{Z}_{q}$ as elements in $\mathbb{Z}$ before we perform the modulo 2 operation.

There are some others being used in Ding key exchange as hint function, signal function, reconciliation funtion, etc. Please refer to [31] for more details.

### 5.2.2 Ding Key Exchange

The protocol is illustrated in Figure 5.1 . Key exchange protocol is instantiated with following parameters:

- Modulus $q$
- Degree $n$ of $R_{q}$
- $\sigma$ of distribution $D_{\mathbb{Z}^{n}, \sigma}$ to sample $s$ and $e$
- Rounding parameter $p$


## Party $i$

seed $\stackrel{\$}{\leftarrow}\{0,1\}^{128}$
$a=$ Derive $\_\mathrm{a}() \in R_{q}$
Public key: $p_{i}=a \cdot s_{i}+2 e_{i} \in R_{q}$
Private key: $s_{i} \in R_{q}$
where $s_{i}, e_{i} \stackrel{\$}{\leftarrow} D_{\mathbb{Z}^{n}, \sigma}$
$p_{i}^{\prime}=\operatorname{Round}\left(p_{i}, p, q\right)$
$p_{j}^{\prime \prime}=\operatorname{Recover}\left(p_{j}^{\prime}, p, q\right) \in R_{q}$
$k_{i}=p_{j}^{\prime \prime} \cdot s_{i} \in R_{q}$
$s k_{i}=\operatorname{Mod}_{2}\left(k_{i}, w_{j}\right) \in\{0,1\}^{n}$

Party $j$
$a=$ Derive_ a()$\in R_{q}$
$p_{i}^{\prime}$, seed $P$ Private key: $s_{j} \in R_{q}$ where $s_{j}, e_{j} \stackrel{\stackrel{乌}{\leftarrow} D_{\mathbb{Z}^{n}, \sigma}}{ }$ $p_{j}^{\prime}=\operatorname{Round}\left(p_{j}, p, q\right)$
$p_{i}^{\prime \prime}=\operatorname{Recover}\left(p_{i}^{\prime}, p, q\right) \in R_{q}$
$k_{j}=p_{i}^{\prime \prime} \cdot s_{j} \in R_{q}$
$w_{j}=\operatorname{Sig}\left(k_{j}\right) \in\{0,1\}^{n}$
$s k_{j}=\operatorname{Mod}_{2}\left(k_{j}, w_{j}\right) \in\{0,1\}^{n}$

Figure 5.1: The Ding key exchange protocol

Proposition 5.4. From cryptanalysis perspective, the RLWE distribution with an even error polynomial in the Ding key exchange is no difference from the general RLWE instance.

Proof. Let $\mathbf{z}=\operatorname{Recover}(\operatorname{Round}(\mathbf{a} \cdot \mathbf{s}+\mathbf{2 e}, p, q), p, q)=\mathbf{a s}+\mathbf{2 e}+\mathbf{d}=\mathbf{a s}+\mathbf{2 f} \in R_{q}$, where $\mathbf{s}, \mathbf{e} \stackrel{\$}{\leftarrow} D_{\mathbb{Z}^{n}, \sigma}$ and $2 \mathbf{f}=2 \mathbf{e}+\mathbf{d}$. Hence we can regard $\mathbf{f}$ as error term $\mathbf{e}$ in the definition of RLWE above. The attack on our protocol is given $\mathbf{z}$ and $\mathbf{a}$, output private key s . This problem is equivalent to:

$$
\begin{aligned}
& \mathbf{z}=\mathbf{a} \cdot \mathbf{s}+2 \mathbf{f} \bmod q \\
\Leftrightarrow & 2^{-1} \mathbf{z}=2^{-1} \mathbf{a} \cdot \mathbf{s}+\mathbf{f} \bmod q \\
\Leftrightarrow & \mathbf{z}^{\prime \prime}=\mathbf{a}^{\prime \prime} \cdot \mathbf{s}+\mathbf{f} \bmod q .
\end{aligned}
$$

Standard deviation of term $\mathbf{f}$ is denoted as $\sigma_{f}$. Note that $\sigma_{f}$ is different from $\sigma$ notation as $\mathbf{f}$ no longer follows discrete Gaussian distribution (histogram shows similar shape as Gaussian distribution), therefore $\sigma_{f}$ is computed as the square root of variance.

### 5.3 Parameter Settings for ONE-sample RLWE Case

There are some algorithms to solve the underlying LWE problem: the Blum-KalaiWassermann (BKW) algorithm [16], the decoding attacks [13][56], the embedding attacks [49] [14], the Arora-Ge attack [12], etc. Thereinto, the BKW attack and AroraGe attack are not practical since they require at least sub-exponential number of samples. In cases given fixed number of samples in the implementation, amplifying samples leads a higher noise.

Multiple samples are considered available for the adversary in some existing RLWEbased key exchange schemes, as BCNS [18], NewHope [7], etc. It is very clear that for an RLWE-based ephemeral key exchange, an attack can only get one sample, however existing security analysis mostly relies on techniques which requires multiple RLWE samples. Each RLWE sample can be expanded to $n$ LWE samples by rotating elements in the convolution polynomial ring. For the case of only ONE-sample RLWE, when using the standard embedding method or the decoding attack, the polynomials are extracted to a lattice of $L_{(\mathbf{A}, q)}=\left\{\mathbf{v} \in \mathbb{Z}_{q}^{m} \mid \mathbf{v} \equiv \mathbf{A x}(\bmod q), \mathbf{x} \in D_{\sigma}^{n}\right\}$ while the lattice is trivial when $m \leq n$. Recently a new paper [72] developed techniques in solving standard LWE instances with a restricted number of samples. However it is not adapted in practical security analysis of RLWE key exchanges directly. Especially we can not adopt the LWE-estimator [6] directly because of the perturbations from the rounding/recovering functions in our key exchange scheme. We developed the security analysis of the dual embedding attack (we call "SIS attack" in this work) on solving ONE-sample RLWE case.

Further, in Table 5.1 we show the complexity of solving the standard LWE instance using SIS attack given $n$ and $2 n$ samples. We use Regev's parameter settings ( $n, \alpha=$ $\left.\frac{1}{\sqrt{2 \pi n} \log ^{2} n}, q \approx n^{2}\right)$ in the original LWE paper [69]. We estimate the hardness of standard LWE for $n=\{128,512,1024,2048\}$ using the LWE-estimator [6] and restrict the number of given samples to $n$ and $2 n$. From the table we can see that the gap of complexities is distinctly larger with $n$ increasing. Note that the $n$ and $2 n$ samples here can be seen as extracted from ONE-sample RLWE case and TWO-samples RLWE case respectively. Hence for the security analysis of RLWE instance, the available number of samples may lead a big gap for high dimensions.

Table 5.1: Hardness estimation for restricted number of LWE samples with Regev's parameter settings from LWE-estimator.

| $n$ | 128 |  | 512 |  | 1024 |  | 2048 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \#\{given samples \} | 128 | 512 | 512 | 1024 | 1024 | 2048 | 2048 | 4096 |
| \#\{used samples $\}$ | 128 | 228 | 512 | 919 | 1024 | 1853 | 2048 | 3821 |
| logarithmic complexity <br> (clock cycles) | 66.8 | 57.7 | 241.4 | 201.6 | 497.3 | 410.2 | 1043.8 | 851.5 |

### 5.4 Estimating Security of One RLWE Sample

### 5.4.1 Algorithms for Solving RLWE

There are several algorithms for solving RLWE. In Figure 5.2, we show several possible attacks on RLWE problem with only one given instance.


Figure 5.2: Possible attacks on search RLWE problem with only one instance. References [HKM15], [AGVW17], [ABPW13] and [BG14] are [44], [5], [9] and [14] respectively.

We explain how we choose appropriate attacks from available options:

- Firstly, exhaustive search is not efficient.
- Secondly, BKW algorithm can solve LPN problem with $2^{O(n / \log n)}$ samples and runtime. Since LWE is a descendant of LPN, BKW algorithm can also be adapted to solve LWE problem (both decision and search versions) with $2^{O(n)}$ complexity,
when modulus $q$ has polynomial size of dimension $n$. Amplifying technique is used in BKW algorithm to solve LPN problem and LWE problem [57, 44]. However, the analysis on amplifying BKW until now are asymptotical and there is no precise analysis on RLWE problem, i.e. amplifying BKW requires $O\left(n \log _{2}(n)\right)$ samples which will lead to much larger standard deviation of $e$.
- Thirdly, complexity analysis of "reduction+ENUM" method is not clear for large (> 1000) dimensional basis.
- Finally, for security analysis of our protocol, we adapt a conservative primal method: reduce RLWE problem to SIS problem, then reduce it to unique SVP problem. Then we process the basis using BKZ reduction algorithm with sieving algorithm as SVP oracle in BKZ subroutines.

We show the SIS attack on RLWE in Algorithm 9. This algorithm is an adaptation of the dual-embedding method mentioned in [72] and [14].

### 5.4.2 Phase Transition of Sieving Algorithm

Now we discuss the memory space consumption for sieving algorithms. If we convert the memory cost of sieving algorithm to the computational cost, the memory cost in the sieving overwhelms the computation one. In [15], the authors evaluate the Gauss Sieving and give the trade off between the runtime and memory space as equal as $2^{0.292 \beta+o(\beta)}$, where $\beta$ is the dimension of given basis or blocksize processed by sieving. Albrecht et al. replaced $o(\beta)$ by 16.4 based on the experiments in [51]. Note that the unit of space complexity here is the number of $\beta$-dimensional vectors sampled in sieving algorithm. We convert it to bits by multiplying $\beta$ under the assumption that the elements in the vectors are only 1 bit.

Due to the report of [66] in 2011, the total amount of the data in the world is around 295 exabytes $\approx 2^{68}$ bits and it grows to 16.1 zettabytes $\approx 2^{77}$ bits in 2016 [70]. Furthermore, it is expected to be $10=2^{3.3}$ times larger in the next 10 years [70]. Totally, the number of atoms in the earth is around $10^{49} \approx 2^{162}$ bits [33]. Hence there is a phase transition at $2^{77}$ (whole data) and $2^{162}$ (atoms in the earth), namely we can not perform the sieving physically. The currently used parameters for AES128-equivalent security in almost all

## Algorithm 9 The SIS Attack on Ring LWE Problem <br> Input: $m^{\prime}$ instances from RLWE key exchange: $(\mathbf{a}, \mathbf{b}=\mathbf{a} \cdot \mathbf{s}+\mathbf{e}) \in\left(R_{q}, R_{q}\right)$. Here $m^{\prime}=\operatorname{poly}(n), R_{q}=\mathbb{Z}_{q}[x] /\left(x^{n}+1\right)$ with $q$ as a prime, where secret polynomial $\mathbf{s}$ and error polynomial $\mathbf{e}$ are sampled from Gaussian distribution $D_{\mathbb{Z}^{n}, \sigma}$ with standard deviation $\sigma$. <br> Output: The polynomial e and s.t. $\mathbf{b}=\mathbf{a} \cdot \mathbf{s}+\mathbf{e} \in R_{q}$. <br> 1: Rewrite the RLWE instance to Short Integer Solution (SIS) instance by <br> (1) Write the polynomials $\mathbf{a}_{\mathbf{i}} \in R_{q}, \mathbf{b}_{\mathbf{i}} \in R_{q}, \mathbf{e}_{\mathbf{i}} \stackrel{\$}{\leftarrow} D_{\mathbb{Z}^{n}, \sigma} \in R_{q}$ for $i \in\left[1, m^{\prime}\right]$ and the only one $\mathrm{s} \in R_{q}$ as follows: <br> $$
\begin{aligned} & \mathbf{a}_{\mathbf{i}}=a_{i 1}+a_{i 2} x+\cdots+a_{i n} x^{n-1}, \mathbf{b}_{i}=b_{i 1}+b_{i 2} x+\cdots+b_{i n} x^{n-1}, \\ & \mathbf{e}_{\mathbf{i}}=e_{i 1}+e_{i 2} x+\cdots+e_{i n} x^{n-1} \text { and } \mathbf{s}=s_{1}+s_{2} x+\cdots+s_{n} x^{n-1} \end{aligned}
$$

to vector form as

$$
\begin{gathered}
\mathbf{a}_{\mathbf{i}}=\left(a_{i 1}, a_{i 2}, \cdots, a_{i n}\right) \in \mathbb{Z}_{q}^{1 \times n}, \mathbf{b}^{\prime}=\left(b_{11}, b_{12}, \cdots, b_{1 n}, \cdots, b_{m^{\prime}}, b_{m^{\prime} 2}, \cdots, b_{m^{\prime} n}\right)^{T} \in \mathbb{Z}_{q}^{m^{\prime} n \times 1}, \\
\mathbf{e}^{\prime}=\left(e_{11}, e_{12}, \cdots, e_{1 n}, \cdots, e_{m^{\prime} 1}, e_{m^{\prime} 2}, \cdots, e_{m^{\prime} n}\right)^{T} \stackrel{\$}{\leftarrow} D_{\mathbb{Z}^{m^{\prime} n}, \sigma} \in \mathbb{Z}_{q}^{m^{\prime} n \times 1}, \\
\mathbf{s}=\left(s_{1}, s_{2}, \cdots, s_{n}\right)^{T} \stackrel{\$}{\leftarrow} D_{\mathbb{Z}^{n}, \sigma} \in \mathbb{Z}_{q}^{n \times 1} .
\end{gathered}
$$

(2) Rotate polynomials $\mathbf{a}_{i}=a_{i 1}+a_{i 2} x+\cdots+a_{i n} x^{n-1} \in R_{q}$ to get matrices

$$
\mathbf{A}_{i}=\left(\begin{array}{ccccc}
a_{i 1} & a_{i 2} & \ldots & a_{i(n-1)} & a_{i n} \\
-a_{i n} & a_{i 1} & a_{i 2} & \ldots & a_{i(n-1)} \\
-a_{i(n-1)} & -a_{i n} & a_{i 1} & \ldots & a_{i(n-2)} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
-a_{i 2} & -a_{i 3} & -a_{i 4} & \ldots & a_{i 1}
\end{array}\right)
$$

Then compose $\mathbf{A}^{\prime}=\left[\mathbf{A}_{1} \mathbf{A}_{2} \cdots \mathbf{A}_{m^{\prime}}\right]^{T} \in \mathbb{Z}_{q}^{m^{\prime} n \times n}$.
(3) Derive $\mathbf{A} \in \mathbb{Z}_{q}^{m \times n}$ by sampling $m$-row vectors from $\mathbf{A}^{\prime} \in \mathbb{Z}_{q}^{m^{\prime} n \times n}$. Similarly, derive $\mathbf{b} \in \mathbb{Z}_{q}^{m}$ from $\mathbf{b}^{\prime} \in \mathbb{Z}_{q}^{m^{\prime} n \times 1}$ and $\mathbf{e} \in \mathbb{Z}_{q}^{m}$ from $\mathbf{e}^{\prime} \in \mathbb{Z}_{q}^{m^{\prime} n \times 1}$.
Then we get a randomly sampled normal LWE case as $(\mathbf{A}, \mathbf{b} \equiv \mathbf{A s}+\mathbf{e}(\bmod q)) \epsilon$ $\left(\mathbb{Z}_{q}^{m \times n}, \mathbb{Z}_{q}^{m}\right)$.
(4) Transform the randomly sampled LWE instance $(\mathbf{A}, \mathbf{b} \equiv \mathbf{A s}+\mathbf{e} \bmod q) \epsilon$ $\left(\mathbb{Z}_{q}^{m \times n}, \mathbb{Z}_{q}^{m}\right)$ from (3) to a SIS instance:
Given $(\mathbf{A}, \mathbf{b}) \in\left(\mathbb{Z}_{q}^{m \times n}, \mathbb{Z}_{q}^{m}\right)$, find a short vector $(\mathbf{s}|\mathbf{e}| 1) \in \mathbb{Z}_{q}^{m+n+1}$ s.t.

$$
\left(\mathbf{A}\left|I_{m}\right|-\mathbf{b}\right)(\mathbf{s}|\mathbf{e}| 1)^{T}=\mathbf{0} \bmod q .
$$

Set $\mathbf{A}^{\prime \prime}=\left(\mathbf{A}\left|I_{m}\right|-\mathbf{b}\right) \in \mathbb{Z}_{q}^{m \times(m+n+1)}$. Compute basis $B$ of $q$-ary lattice

$$
L_{\left(\mathbf{A}^{\prime \prime}, q\right)}^{\perp}=\left\{\mathbf{x} \in \mathbb{Z}^{m+n+1} \mid \mathbf{A}^{\prime \prime} \mathbf{x} \equiv \mathbf{0}(\bmod q)\right\} .
$$

Compute kernel $\operatorname{Ker}\left(\mathbf{A}^{\prime \prime}\right)$ of $\mathbf{A}^{\prime \prime}$ over $\mathbb{Z}^{(m+n+1) \times(n+1)}$.
3: For some matrix $\mathbf{A}^{*}$, construct basis $B=\left(\frac{\operatorname{Ker}\left(\mathbf{A}^{\prime \prime}\right)^{T}}{q \mathbf{I}_{m+n+1}}\right) \in \mathbb{Z}_{q}^{(m+2 n+2) \times(m+n+1)}$ and compute the HNF of $B$ as $B_{\mathrm{HNF}}=\left(\begin{array}{cc}q \mathbf{I}_{m} & \mathbf{0} \\ \mathbf{A}_{(n+1) \times m}^{*} & \mathbf{I}_{n+1}\end{array}\right) \in \mathbb{Z}^{(m+n+1) \times(m+n+1)}$.
4: Apply lattice reduction algorithm (LLL or BKZ) on basis $B_{\mathrm{HNF}}$ and get a reduced basis $\operatorname{Red}\left(B_{\mathrm{HNF}}\right)$. Inside of $\operatorname{Red}\left(B_{\mathrm{HNF}}\right)$, a short vector $\mathbf{v}=(\mathbf{s}|\mathbf{e}| 1)$ if it succeeded.


Figure 5.3: The space complexity of sieving algorithm.

NIST submissions are using the gigantic memory beyond the whole data in the world in 2016 due to the sieving algorithm [67]. The phase transition numbers are mentioned in NTRUEncrypt [46] and Lotus [68]. Thus NTRUEncrypt, Lotus and a few others are exceptionally using the enumeration-based method instead of the sieving algorithm.

In Figure 5.3 we give some references of required space to solve the SVP problem using sieving algorithm. We also show our estimation corresponding to dimensions of 366 and 831 in our parameter settings in Table 5.2. Simultaneously, we mark some records in ideal lattice challenge [29] which were solved by sieving algorithm: memory space of $2^{0.2 \beta}$ for $\beta=128$ [47] and memory $\{444341,2759903,4490083\}$ for $\beta=\{112,126,130\}$ in [85] respectively. Moreover, some lattice-based proposals to NIST, as uRound2, Lizard, Frodo, CRYSTALS, etc. [67] are also considered in Figure 5.3 for a reference.

### 5.4.3 Significance of Number of Samples in Practical Attack

At first we claim that because of the setting of our key exchange protocol: only one RLWE instance $(\mathbf{a}, \mathbf{b}=\mathbf{a} \cdot \mathbf{s}+\mathbf{e} \bmod q) \in\left(R_{q}, R_{q}\right)$ is given, Kannan's embedding technique [49] and Liu-Nguyen's decoding attack [56] cannot be adopted since the lattice $L_{(\mathbf{A}, q)}=\left\{\mathbf{v} \in \mathbb{Z}_{q}^{m} \mid \mathbf{v} \equiv \mathbf{A x}(\bmod q), \mathbf{x} \in D_{\sigma}^{n}\right\}$ is trivial when $m \leq n$. Therefore
our estimator should be different from some other key exchange schemes as NewHope [7] and Albrecht's estimator [5] etc. which regard RLWE and normal LWE problem as having the same difficulty without considering the number of available RLWE samples. From the discussion in section 5.3 and the estimations in Table 5.1, we observe that there is a big gap of hardness estimations between ONE-sample RLWE and multiple-samples RLWE. Note that indeed the lowest number $m$ of required LWE samples from the M.A. estimator (Section 5.4.4) are as follows: $m$ is 576 for $\left(n, q, \sigma_{f}\right)=(512,102833,4.92)$ and $m$ is 1097 for $\left(n, q, \sigma_{f}\right)=(1024,120833,4.72)$. Therefore, the optimal number in the M.A. estimator can be obtained only from "more than one RLWE samples" ( $m=576>n=512$ and $m=1097>n=1024$ ). Hence in practical attack, we can get only one $n$-dimensional RLWE instance, which can be amplified to $2 n+1$ without changing the distribution of error vectors, see Algorithm 9 . Therefore the lattice dimension of solving RLWE in our case is $d=2 n+1$.

### 5.4.4 Our Simulator

For security analysis of our parameter choices, we refer to the approach in bold text in Figure 5.2. At AsiaCrypt 2017 [5], Albrecht et al. re-estimated the hardness of LWE problem using Kannan's embedding and Bai-Gal's embedding respectively under estimation in NewHope [7] (denoted as "2016 estimate"). 2016 estimate states that if the Gaussian Heuristic and the GSA [73] hold for BKZ- $\beta$ reduced basis and

$$
\begin{equation*}
\sqrt{\beta / d} \cdot\|(\mathbf{e} \mid 1)\|_{2} \approx \sqrt{\beta} \sigma \leq \delta^{2 \beta-d} \cdot \operatorname{Vol}\left(L_{(\mathbf{A}, q)}\right)^{1 / d} . \tag{5.1}
\end{equation*}
$$

Then error e can be found by BKZ- $\beta$ with root Hermite Factor $\delta$. In our case, we assume f is the Gaussian distributed error vector plus the uniformly distributed perturbation sampled from a bounded set due to Rounding-Recovering functions and $(\mathbf{s}|\mathbf{f}| 1)$ is the target vector in our attack. So there is a gap between the distribution of $\mathbf{f}$ and the Gaussian distribution. However, given a same standard deviation $\sigma_{f}$, the expected length of vectors sampled from the hybrid distribution is bigger than the one sampled from Gaussian distribution on average, by a simple computation using the center limit theorem. Hence in our estimation we assume $\mathbf{f}$ is Gaussian distributed. We adapt the left side of the inequality $\sqrt{5.1}$ as $\sqrt{\beta / d} \cdot\|(\mathbf{s}|\mathbf{f}| 1)\|_{2} \approx \sqrt{\beta \cdot\left(\sigma_{e}^{2}+\sigma_{f}^{2}\right)}$.

Moreover, the Bai-Galbraith's rescaling technique in [14] may be considered on the "unbalanced" target vector ( $\mathbf{s}|\mathbf{f}| 1$ ). The idea is to make s the same standard deviation as $\sigma_{f}$, by multiplying a $\sigma_{f}$-decided parameter $\sigma_{f}^{\prime}$ on the former $n$ vectors in the constructed dual lattice basis. Consequently the volume of the lattice is increased by $\left(\sigma_{f}^{\prime}\right)^{n}$ s.t. the target root Hermite factor is raised, too. However, the rescaling technique is used in cryptanalysis when $\|\mathbf{e}\|_{2} \ll\|\mathbf{f}\|_{2}$, i.e. the secret vectors are sparse or sampled from uniform binary or ternary distributions in random. In our case, the secret is Gaussian distributed and the expected lengths difference between $\mathbf{f}$ and $\mathbf{e}$ is $3 \sim 5$. Hence the Bai-Galbraith's rescaling technique will not improve the security level substantially and we do not involve this technique in our work.

Using SIS embedding approach to attack the protocol, we can get $n$ samples by iterating only one given instance $z^{\prime \prime}=a^{\prime \prime} s+f \in R_{q}$, therefore we need to evaluate the complexity of processing a $d=2 n+1$ dimension basis. For BKZ reduction runtime estimation, we will give the result of progressive BKZ and Albrecht's BKZ with sieving estimator.

Step 1. A short vector $\left\|\mathbf{b}_{1}\right\|_{2}=\delta^{d} \cdot \operatorname{det}(B)$ is assumed to be inside of the BKZ- $\beta$ reduced basis $B$ of dimension $d$ [23], where the root Hermite Factor is

$$
\begin{equation*}
\delta=\left(\left((\pi \beta)^{1 / \beta} \beta\right) /(2 \pi e)\right)^{\frac{1}{2(\beta-1)}} \tag{5.2}
\end{equation*}
$$

We pre-compute the expected root Hermite factor $\delta$ for $\beta=10, \cdots, n$ and rewrite inequality (5.1) as

$$
\begin{equation*}
\sqrt{\beta \cdot\left(\sigma_{e}^{2}+\sigma_{f}^{2}\right)} \leq \delta^{2 \beta-d} \cdot \operatorname{Vol}\left(L_{(\mathbf{A}, q)}\right)^{1 / d} . \tag{5.3}
\end{equation*}
$$

To compute the target $\beta$ in the progressive BKZ simulator, we use the correspondence between $\delta$ and the GSA constant $r$ : Given a $d$-dimensional basis, in order to use progressive BKZ simulator, we need target $\beta_{t}$ for our parameter choice. At this stage, from the Proposition 2.20 in Section 2.2, we can get the target GSA constant $r_{t}=$ $\delta^{-4 d /(d-1)}$. Therefore we can compute the terminating blocksize $\beta_{t}$ in progressive BKZ corresponding to $r_{t}$ by equation (3.10).

In our case, $d=2 n+1$ is the dimension of lattice at step 2 in Algorithm 9 and also $\operatorname{Vol}\left(L_{(\mathbf{A}, q)}\right)=q^{n}$. Therefore we can adapt inequality (5.3) to

$$
\begin{equation*}
\sqrt{\beta \cdot\left(\sigma_{e}^{2}+\sigma_{f}^{2}\right)} \leq \delta^{2 \beta-2 n-1} \cdot q^{n /(2 n+1)} . \tag{5.4}
\end{equation*}
$$

Since $\sigma_{f}$ can be experimentally derived from $\sigma_{e}$, we can compute lower bound of $\sigma_{f}$ in $\operatorname{RLWE}\left(n, q, \sigma_{f}\right)$ which covers security of AES-128/192/256 using equations 5.7), (5.2) and (5.4). Note that $f$ no longer follows discrete Gaussian distribution (histogram shows similar shape as Gaussian distribution). Therefore we take a heuristic approach to estimate $\sigma_{f}$.

Step 2. We compute the complexity of BKZ- $\beta$ with sieving SVP oracle estimated as $8 d \cdot 2^{0.292 \beta+16.4}$ double precision floating point operations [15, 3]. We can easily translate this to complexity of bit unit by

$$
\begin{equation*}
T_{\text {sieving-BKZ }}=8 d \cdot 2^{0.292 \beta+16.4} \cdot 64 \text { (bits). } \tag{5.5}
\end{equation*}
$$

Simultaneously, $T_{B K Z}$ can also be replaced by progressive BKZ simulator explained in section 3.7. We run the progressive BKZ simulator for both $n=512$ and $n=1024$ cases. Considering the number of iterations for each fixed blocksize in BKZ, we get following two fitting functions to estimate the runtime of two cases respectively.

$$
\log _{2}\left(\operatorname{Time}_{p B K Z}(\text { secs })\right)= \begin{cases}0.003924 \cdot \beta^{2}-0.568 \cdot \beta+41.93 & (n=512)  \tag{5.6}\\ 0.004212 \cdot \beta^{2}-0.6886 \cdot \beta+55.49 & (n=1024)\end{cases}
$$

Then we compute the complexity of bit unit by:

$$
\begin{equation*}
T_{p B K Z}=\text { Time }_{p B K Z} \times 2.7 \times 10^{9} \times 64 \text { (bits). } \tag{5.7}
\end{equation*}
$$

on our Intel(R) Xeon(R) CPU E5-2697 v2 @ 2.70GHz server.
We generate 1,000 and 2,000 as $+2 e$ samples for parameter choice $(n, \sigma, q, p)=$ $(1024,2.6,120833,7552)$ and $(n, \sigma, q, p)=(512,4.19,120833,7552)$. For each sample, we apply Round() and Recover() functions, giving us

$$
\mathbf{z}=\operatorname{Recover}(\operatorname{Round}(\mathbf{a} \cdot \mathbf{s}+2 \mathbf{e}, p, q), p, q)=\mathbf{a} \cdot \mathbf{s}+2 \mathbf{f}
$$

With $\frac{\mathbf{z} \text {-as }}{2}=\mathbf{f}$, we compute standard deviation $\sigma_{f}$. Results are given in Table 5.2, where the parameter settings can ensure $2^{-60}$ failure probability.

Table 5.2: Our simulation data and parameter settings covering security of AES128/192/256

| Security level <br> $(n, q, \sigma)$ | AES-128 <br> $(512,120833,4.19)$ |  | AES-192 and AES-256 <br> $(1024,120833,2.6)$ |  |
| :---: | :---: | :---: | :---: | :---: |
| Method | pBKZ | 2016 estimate | pBKZ | 2016 estimate |
| Logarithmic <br> computational <br> complexity | 319.14 | 142.27 | 1473.09 | 279.05 |
| Blocksize | 330 | 366 | 660 | 831 |
| GSA Const. | 0.983 |  | 0.991 |  |
| $\sigma($ for $s$ and $e)$ of <br> our parameter choice | 4.19 |  | 2.6 |  |
| $\sigma_{f}$ | 4.92 |  | 4.72 |  |

Due to the uncertainty simulation for runtime with large dimension and large $\beta$ ( $>1000$ and $>200$ respectively), we are not sure about the simulation results for our key exchange protocol. We will leave it as future work. However, our parameter choices can cover results from pBKZ simulator. Therefore we show results from pBKZ simulator in Table 5.2 as well.

The 2016 estimate for AES-128 and AES-192/256 security gives 142.27 and 279.05 bit operations respectively. As we discussed in section 5.4.2, the sieving algorithm actually requires exponential large memory $\left(\beta \cdot 2^{0.292 * \beta+o(\beta)}\right)$. Practically such a size memory's access will increase the computation cost by at least one magnitude (x10), therefore we conclude that our parameter choices with $n=512$ can achieve at least 145.59 bits security, $n=1024$ can achieve at least 282.37 bits security. With results given in Table 5.2, we claim that parameter choices given in Ding Key Exchange proposal to NIST cover security of AES-128/192/256.

### 5.4.5 Statistically Analyzing the Gaussian Distribution and the Hybrid Distribution in DKE

We call the error distribution in the above analysis as "hybrid", which includes the original Gaussian distribution from LWE and the uniform distribution from rounding function. In this section, we will show that for our parameter settings, the vectors sampled from hybrid distribution is no shorter than the one sampled from Gauss (which we used in our analysis). Namely, the RLWE problem with proposed parameters in practical attack is no easier than our analysis based on the pure Gaussian distribution thereof.
 independent. Note that $\sigma_{1}=\sigma / \sqrt{2 \pi}$ with $\sigma$ the parameter for $s$ and $e$ in Ding Key Exchange. Then we can get

$$
\mathbb{E}\left(X^{2}\right)=\sigma_{1}^{2} \text { and } \mathbb{E}\left(i^{2}\right)=\frac{1}{16}\left((-8)^{2}+(-7)^{2}+\cdots+7^{2}\right)=21.5 .
$$

Due to the Law of Large Numbers (LLN) and Central Limit Theorem (CLT), the expected length of a $n$-dimensional vector $\mathbf{x}$ composed by elements $X^{\prime}$ is

$$
\exp (\|\mathbf{x}\|)=\sqrt{n \cdot \mathbb{E}\left(X^{\prime 2}\right)}=\sqrt{n \cdot\left(\mathbb{E}\left(X^{2}\right)+\mathbb{E}(2 i X)+\mathbb{E}\left(i^{2}\right)\right)}=\sqrt{n \cdot\left(\sigma_{1}^{2}+21.5\right)}
$$

Table 5.3: The expected length of vectors sampled from the hybrid distribution and the Gaussian distribution.

| Dimension $n$ | Hybrid | Gauss |
| :---: | :---: | :---: |
| 512 | $4.928 \cdot \sqrt{n}$ | $4.92 \cdot \sqrt{n}$ |
| 1024 | $4.75 \cdot \sqrt{n}$ | $4.72 \cdot \sqrt{n}$ |

Simultaneously, we can also compute the theoretical value for $\sigma_{f}=\sqrt{\mathbb{V}\left(X^{\prime}\right)}$ by the following results.

$$
\begin{aligned}
\mathbb{E}\left(X^{\prime}\right) & =\mathbb{E}(X)+\mathbb{E}(i)=\frac{1}{16}\left((-8-7-6 \cdots+6+7)=-\frac{1}{2} ;\right. \\
\mathbb{V}\left(X^{\prime}\right) & =\mathbb{E}\left(X^{\prime 2}\right)-\mathbb{E}\left(X^{\prime}\right)^{2} \\
& =\mathbb{E}\left(X^{2}+2 i x+i^{2}\right)-\frac{1}{4} \\
& =\sigma_{1}^{2}+0+21.5-\frac{1}{4} \\
& =\sigma_{1}^{2}+21.25 .
\end{aligned}
$$

The theoretical value of $\sigma_{f}$ for dimensions 512 and 1024 are 4.903 and 4.725, which are extremely close to the experimental results given in Table 5.2 .

### 5.5 Conclusion

In this chapter, we did cryptanalysis for the Ding key exchange using the progressive BKZ simulator and the : give secure parameter settings under NIST security category I, III and V. We use the Short Integer Solution(SIS) attack and our analysis procedure depending on the progressive BKZ simulation [10] and M.A. estimator [5]. Moreover, the overwhelming storage cost for sieving algorithm is also considered, which is used as SVP oracle of BKZ algorithm in M.A. estimator.

## Chapter 6

## Conclusion

In this thesis, we focus on the BKZ reduction algorithms and their applications in latticebased cryptography. Firstly, we proposed an improved progressive BKZ (pBKZ) and a relevant simulating algorithm to estimate its computational cost. The experimental results showed the efficiency of our algorithm and the accuracy of the simulator. Furthermore, we won several Darmstadt challenges, including the SVP Challenge, the Approximate Ideal Lattice Challenge and the LWE Challenge, which indicate the impressive capability of our progressive BKZ. We also estimated the practical hardness of the learning with errors problem (LWE) using this proposed progressive BKZ, and gave a method based on the experimental results to decide the proper number of necessary samples $m$ and the size of the embedding factor $M$ in the attack. Simultaneously, using our method and pBKZ simulator we estimated the computational cost of some rest LWE challenge instances. In the end, we analyzed the Ring LWE based Ding key exchange protocol, which is a proposal to NIST PQC standardization project. To insure the error rate of key exchange protocol under $2^{-60}$, we also gave several proper parameter sets providing the security of AES-128/192/256 respectively, which satisfies NIST's security category I, III and V respectively.
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[^0]:    ${ }^{1}$ We published our implementation of our BKZ on the NICT webpage. Please go to pbkz-info@ml.nict.go.jp for the details.

[^1]:    ${ }^{2}$ If we treat a larger dimension $m \gg n$, we need to consider an additional term $O(m n)$ of computational cost.

