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#### Abstract

We consider an online combinatorial prediction problem where each combinatorial concept is represented as a vertex of a polyhedron described by a submodular function (base polyhedron). In general, there are exponentially many vertices in the base polyhedron. We propose polynomial time algorithms with regret bounds. In particular, for cardinalitybased submodular functions, we give $O\left(n^{2}\right)$-time algorithms.


## 1 Introduction

Online learning of combinatorial or structured concepts have gained much attention these days $[8,2,11,15]$. Such combinatorial concepts includes shortest paths, $k$-sets, spanning trees, permutations, and so on. In typical settings, we assume a finite set $\mathcal{C}$ of combinatorial concepts where each concept can be represented as a vector in $\mathbb{R}^{n}$ for some fixed $n$, i.e., $\mathcal{C} \subseteq \mathbb{R}^{n}$. Then we consider the following protocol: For each trial $t=1, \ldots, T$, (i) the player predicts $\boldsymbol{c}_{t} \in \mathcal{C}$, (ii) the adversary returns a loss vector $\boldsymbol{\ell}_{t} \in[0,1]^{n}$, and (iii) the player incurs loss $\boldsymbol{c}_{t} \cdot \boldsymbol{\ell}_{t}$. The goal of the player is to minimize the regret: $\sum_{t=1}^{T} \boldsymbol{c}_{t} \cdot \boldsymbol{\ell}_{t}-\min _{\boldsymbol{c} \in \mathcal{C}} \sum_{t=1}^{T} \boldsymbol{c} \cdot \boldsymbol{\ell}_{t}$.

There are some approaches to attack this type of problems. A naive approach to minimize the regret in the above problem is to apply Hedge algorithm [6]. Hedge algorithm combines experts predictions, where each expert corresponds to each concept in $\mathcal{C}$. In general, however, the size of $\mathcal{C}$ is exponentially large w.r.t. $n$. Therefore, a straightforward implementation of Hedge algorithm is inefficient. There are some efficient online prediction methods for combinatorial concepts, for example, PermELearn [8] and Component Hedge [11] and Comband in bandit setting [2]. These methods consist of abstract subroutines.

Among subroutines, projection and decomposition are important and used in many online learning algorithms (see, e.g., $[17,8,11]$ ). Here, the projection routine, given a point, outputs its projection onto the convex hull of combinatorial concepts and the decomposition routine, given finds a liner combination of combinatorial concepts given a point of the convex hull. So far, for particular combinatorial concepts, we need to design projection and decomposition subroutines individually.

In this paper, we investigate a unified and efficient projection and decomposition algorithms for a wide class of combinatorial concepts. The class we consider is the set of vertices (extreme points) of a polyhedron described by a submodular function $f$. In submodular function literature, the polyhedron is called (submodular) base polyhedron and denoted as $B(f)$ (we will give the definition later). That is, we consider the situation where $\mathcal{C}$ is the set of extreme points in $B(f)$. The base polyhedron $B(f)$ is defined using $2^{n}$ linear constraints and it is known that there are at most $n$ ! vertices [7]. Examples of our problems include experts, $k$ sets [14], permutahedron [15], spanning trees [2, 11], truncated permutahedron, and $k$-forest. To the best of our knowledge, the last two problems are new for the online learning literature.

We propose projection and decomposition algorithms for the base polyhedron $B(f)$. The running times of the algorithms are both $O\left(n^{6}+n^{5} E O\right)$ ), where $E O$ denotes the unit time to evaluate the submodular function. Furthermore, for cardinality-based submodular functions, we derive $O\left(n^{2}\right)$-time projection and decomposition algorithms. Such examples include $k$-sets and (truncated) permutahedron.

Our projection algorithms are designed for Euclidean distance and unnormalized relative entropy. So, we can combine them with Online Gradient Descent(OGD) [17] or Hedge [6], respectively. Combined with our projection and decomposition algorithms for $B(f)$, their regret bounds become $O\left(D_{\text {euc }} \sqrt{n T}\right)$ and $O\left(\sqrt{L^{*} f([n]) \ln n}+f([n]) \ln n\right)$, respectively, where $D_{\text {euc }}=\max _{\boldsymbol{c}, \boldsymbol{c}^{\prime} \in B(f)} \| \boldsymbol{c}-$ $\boldsymbol{c}^{\prime} \|_{2}$, and $L^{*}=\min _{\boldsymbol{c} \in B(f)} \sum_{t=1}^{T} \boldsymbol{c} \cdot \ell_{t}$.

Our contribution is to provide a unified view and efficient prediction strategies for an online prediction problem with exponentially many candidates by using rich theory of submodular function. Further, our $O\left(n^{2}\right)$-time algorithms for cardinality-based submodular functions are non-trivial for submodular optimization as well.

We discuss the relationship between previous and our results. First, we compare Follow the perturbed leader (FPL, [10]) with our algorithms. FPL uses an algorithm which solves "offline" linear optimization. It is well known that linear optimization over the base polyhedron is tractable and solved in $O(n \log n)$ time [4, 7]. So, the running time of FPL for our problem is $O(n \log n)$ at each trial. On the other hand, the regret of FPL is $O\left(D_{1} \sqrt{n T}\right)$, where $D_{1}=\max _{\boldsymbol{c}, \boldsymbol{c}^{\prime} \in \mathcal{C}}\left\|\boldsymbol{c}-\boldsymbol{c}^{\prime}\right\|_{1}$, which is worse than ours.

Next, we consider an algorithm proposed by [9] which converts an offline linear approximate optimization algorithm into the online one. This algorithm has an approximate projection subroutine. But the running time of the projection subroutine is $O(T n \log n)$, which depends on $T$.

Component Hedge ( $\mathrm{CH},[11]$ ) is also an efficient algorithm for predicting among exponentially many combinatorial concepts. CH represents a combinatorial concept as a matrix and solves an entropy minimization problem with linear constraints at each trial. CH has more known applications such as directed spanning trees, paths and so on. However, the class of concepts for which CH can deal with seems incomparable with ours. In an algorithmic sense, our algorithm
has advantages for some concepts. For example, for permutahedron and its truncated one, it can be shown that CH requires $O\left(n^{2}\right)$ memory whereas ours uses $O(n)$ memory (see [15] for related discussion).

## 2 Preliminaries

For any fixed positive integer $n$, we denote by $[n]$ the set $\{1, \ldots, n\}$. A function $f: 2^{[n]} \rightarrow \mathbb{R}$ is submodular if for any $A, B \subset[n], f(A \cup B)+f(A \cap B) \leq$ $f(A)+f(B)$. For simplicity, we assume that $f(\emptyset)=0$. Given a submodular function $f$, the base polyhedron is defined as

$$
B(f)=\left\{\boldsymbol{x} \in \mathbb{R}^{n} \mid \sum_{i \in S} x_{i} \leq f(S), \text { for any } S \subset[n], \text { and } \sum_{i=1}^{n} x_{i}=f([n])\right\}
$$

A point in $B(f)$ is an extreme point if it is not represented as a convex combination of other two points in $B(f)$. Let $\mathcal{C}$ be the set of extreme points in $B(f)$. In general, there can be exponentially many extreme points in $B(f)$. In this paper, for any submodular function $f$, we assume an oracle that returns the value $f(S)$ for any input $S$.

### 2.1 Examples

We illustrate some examples of our problems. In particular, the last two problems are new applications which are not previously studied.

Experts problem The classical expert problem [6] is an example of our problem. In the expert problem, we are given $n$ experts and the player would like to predict as well as the best expert in hindsight. Here each expert $i$ is represented as $n$-dimensional unit vector $\boldsymbol{e}_{i}$ whose $i$-th component is 1 and other components are 0 . Then, the corresponding submodular function $f$ is the constant function $f(S)=1$, which is submodular.
$k$-sets The problem of $k$-sets is a generalization of Experts problem, where each combinatorial concept corresponds to a set of $k$ experts among $n$ experts. This problem was first considered by [14]. Each $k$-set is represented as a sum of $k$ different unit vectors. Then, $\mathcal{C}=\left\{\boldsymbol{x} \in\{0,1\}^{n} \mid \sum_{i}^{n} x_{i}=k\right\}$. Let $f: 2^{[n]} \rightarrow \mathbb{R}$ such that $f(S)=g(|S|)$, where $g(i)=i$, if $i \leq k$ and $g(i)=k$, if $i>k$. This function is submodular since any concave function of $|S|$ is submodular (see, e.g., [7]).

Spanning trees Online prediction problems of undirected or directed spanning trees are studied in [2] and [11]. In this paper, we consider undirected spanning trees. Let $G=(V, E)$ be an undirected graph. Let $f: 2^{E} \rightarrow R$ such that $f(A)=$ $|V(A)|-s(A)$, where $V(A)$ is the set of vertices of the subgraph induced by the set $A$ of edges, and $s(A)$ is the number of the connected components of the subgraph $[5,3]$. Especially, the base polyhedron is called spanning tree polyhedron and $\mathcal{C}=\left\{\boldsymbol{x} \in\{0,1\}^{|E|} \mid\right.$ the set of edges $\left\{e \mid x_{e}=1\right\}$ forms a spanning tree of $\left.G\right\}$.

Permutahedron Let $\mathcal{C}=\left\{\left(i_{1}, \ldots, i_{n}\right) \mid\left(i_{1}, \ldots, i_{n}\right)\right.$ is a permutation of $\{1, \ldots$, $n\}\}$. Each permutation corresponds to an element of $S_{n}$. The corresponding submodular function is $f(S)=\sum_{i=1}^{|S|}(n+1-i)$. The base polyhedron $B(f)$ is called Permutahedron (see, e.g., $[16,7]$ ). This concept class relates to an online scheduling problem of $n$ jobs with a single processor where the sum of flow time of each job is to be minimized [15] . A different representation of permutations and the related problem was also considered by [8].

Truncated permutahedron For $k<n$, let $\mathcal{C}=\left\{\left(i_{1}, \ldots, i_{n}\right) \mid\left(i_{1}, \ldots, i_{n}\right)\right.$ is a permutation of $1,2, \ldots, n-k$, and $k(n-k) \mathrm{s}\}$. For example, $(2,2,2,1)$ is a member of $\mathcal{C}$ for $n=4$ and $k=2$. The corresponding function is $f(S)=(n-k)|S|$ if $|S| \leq k$ and $f(S)=(n-k) k+\sum_{j=k+1}^{|S|}(n+1-j)$, otherwise. This concept class is also related to a generalized version of the online scheduling problem [15] where the flow times of the first $k$ jobs are neglected.
$k$-forest Let $\mathcal{C}$ denote the set of $k$-forests in a graph $G=(V, E)$, where $F \subset$ $E$ is a $k$-forest if $|F|=k$ and $F$ does not contain a cycle in $G$. It is known that $\mathcal{C}$ is a bases family of a truncation of a graphic matroid, that is known to be another matroid. The corresponding function is $f(X)=\min \{k, \max \{|F| \mid$ $F \subseteq X$ is a forest $\}\}$.

### 2.2 Extreme points of the base polyhedron

In this subsection, we will see the correspondence between the permutations of $[n]$ and the extreme points of the base polyhedron $B(f)$.

Given a permutation $\boldsymbol{\sigma}=\left(i_{1}, \ldots, i_{n}\right)$ of $[n]=\{1, \ldots, n\}$, the greedy algorithm of [4] generates a point $\boldsymbol{c}^{\sigma} \in \mathbb{R}^{n}$ determined by

$$
c_{j}^{\boldsymbol{\sigma}}=f\left(\left\{j^{\prime} \in[n]: i_{j^{\prime}} \leq i_{j}\right\}\right)-f\left(\left\{j^{\prime} \in[n]: i_{j^{\prime}}<i_{j}\right\}\right) \text { for each } j \in[n]
$$

Then $\boldsymbol{c}^{\boldsymbol{\sigma}}$ is an extreme point of $B(f)$. We will say that $\boldsymbol{c}^{\boldsymbol{\sigma}}$ is an extreme point of $B(f)$ generated by $\boldsymbol{\sigma}$. Conversely, for each extreme point $\boldsymbol{c}$ of $B(f)$, there is a permutation that generates $\boldsymbol{c}$.

### 2.3 Bregman divergence

Let $\Phi: \Gamma \rightarrow \mathbb{R}$ be a strictly convex function defined on a closed convex set $\Gamma \subseteq \mathbb{R}^{n}$. The Bregman divergence $\Delta_{\Phi}$ with respect to $\Phi$ is defined as $\Delta_{\Phi}(\boldsymbol{p}, \boldsymbol{q})=\Phi(\boldsymbol{p})-\Phi(\boldsymbol{q})-\nabla \Phi(\boldsymbol{q}) \cdot(\boldsymbol{p}-\boldsymbol{q})$. The function $\Phi$ is separable if there exists functions $\phi_{i}: \Gamma_{i} \rightarrow \mathbb{R}$ for $i=1,2 ., \ldots, n$ such that $\Gamma=\Gamma_{1} \times \Gamma_{2} \times \cdots \times \Gamma_{n}$ and for any $\boldsymbol{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \Gamma, \Phi(\boldsymbol{x})=\sum_{i=1}^{n} \phi_{i}\left(x_{i}\right)$. In particular, if all $\phi_{i}$ 's are the same, then the function $\Phi$ is said to be uniformly separable. In this paper, we will sometimes consider two particular uniformly separable convex functions, the 2-norm function: $\Phi_{\mathrm{EUC}}(\boldsymbol{x})=\frac{1}{2}\|\boldsymbol{x}\|_{2}^{2}$ defined on $\mathbb{R}^{n}$, and the unnormalized negative entropy function: $\Phi_{\mathrm{URE}}(\boldsymbol{x})=\sum_{i=1}^{n} x_{i} \ln x_{i}-\sum_{i=1}^{n} x_{i}$ defined on $\mathbb{R}_{>0}^{n}$.

It is well known that these functions define the Euclidean distance and the unnormalized relative entropy, respectively. That is, $\Delta_{\mathrm{EUC}}(\boldsymbol{x}, \boldsymbol{z}) \stackrel{\text { def }}{=} \Delta_{\Phi_{\mathrm{EUC}}}(\boldsymbol{x}, \boldsymbol{z})=$ $\frac{1}{2} \sum_{i=1}^{n}\left(x_{i}-z_{i}\right)^{2}$, and $\Delta_{\mathrm{URE}}(\boldsymbol{x}, \boldsymbol{z}) \stackrel{\text { def }}{=} \Delta_{\Phi_{\mathrm{URE}}}(\boldsymbol{x}, \boldsymbol{z})=\sum_{i=1}^{n} x_{i} \ln \frac{x_{i}}{z_{i}}+\sum_{i=1}^{n} z_{i}-$ $\sum_{i=1}^{n} x_{i}$.

## 3 Algorithm

In this section, we propose an algorithm that predicts extreme points of the base polyhedron $B(f)$ and prove its regret bounds.

### 3.1 Main Structure

The main structure of the algorithm we use is shown in Algorithm 1. The algorithm is Regularized Follow the Leader (RFTL) [?], which is a generalization of Hedge or Online Gradient Decent(OGD, [17]) using Bregman divergence, combined with our subroutines Projection ${ }_{\Phi}$ and Decomposition.

At each trial $t$, our version of RFTL runs Decomposition and get $\boldsymbol{c}_{t} \in \mathcal{C}$ randomly so that $\mathbf{E}\left[\boldsymbol{c}_{t}\right]=\boldsymbol{x}_{t}$. Then, RFTL updates $\boldsymbol{x}_{t}$ to $\boldsymbol{x}_{t+\frac{1}{2}}$. Finally, RFTL computes the projection $\boldsymbol{x}_{t+1}$ of $\boldsymbol{x}_{t+\frac{1}{2}}$ onto the base polyhedron $B(f)$ using the procedure Projection $_{\Phi}$. Using RFTL itself is standard, but we need to design efficient procedures for projection and decomposition.

```
Algorithm 1 RFTL with Projection and Decomposition
    1. Let \(\boldsymbol{x}_{1}\) be any point in \(B(f)\).
    2. For \(t=1, \ldots, T\)
    (a) Run Decomposition \(\left(\boldsymbol{x}_{t}\right)\) and get \(\boldsymbol{c}_{t} \in \mathcal{C}\) randomly so that \(\mathbf{E}\left[\boldsymbol{c}_{t}\right]=\boldsymbol{x}_{t}\).
    (b) Predict \(\boldsymbol{c}_{t}\) and incur a loss \(\boldsymbol{c}_{t} \cdot \boldsymbol{\ell}_{t}\).
    (c) Update \(\boldsymbol{x}_{t+\frac{1}{2}}\) as \(\boldsymbol{x}_{t+\frac{1}{2}}=\nabla \Phi^{-1}\left(\nabla \Phi\left(\boldsymbol{x}_{t}\right)-\eta \boldsymbol{\ell}_{t}\right)\).
    (d) Run Projection \({ }_{\Phi}\left(\boldsymbol{x}_{t+\frac{1}{2}}\right)\) and get \(\boldsymbol{x}_{t+1}\), the projection of \(\boldsymbol{x}_{t+\frac{1}{2}}\) onto the base
        polyhedron \(B(f)\). That is, \(\boldsymbol{x}_{t+1}=\arg \inf _{\boldsymbol{x} \in B(f)} \Delta_{\Phi}\left(\boldsymbol{x}, \boldsymbol{x}_{t+\frac{1}{2}}\right)\).
```

The following theorem is known.
Theorem $1([6,17, ?])$ Let $\mathcal{C}$ be the set of extreme points in $B(f)$.

1. For $\Phi=\Phi_{E U C}$, the expected regret of RFTL is $O\left(D_{\text {euc }} \sqrt{n T}\right)$ for some $\eta$, where $D_{\text {euc }}=\max _{\boldsymbol{c}, \boldsymbol{c}^{\prime} \in \mathcal{C}}\left\|\boldsymbol{c}-\boldsymbol{c}^{\prime}\right\|_{2}$.
2. For $\Phi=\Phi_{U R E}$, the expected regret of RFTL is $O\left(\sqrt{L^{*} D_{\text {ure }}}+D_{\text {ure }}\right)$ for some $\eta$ and $\boldsymbol{x}_{1} \in B(f)$, where $D_{\text {ure }}=\max _{\boldsymbol{c} \in \mathcal{C}} \Delta_{\Phi_{U R E}}\left(\boldsymbol{c}, \boldsymbol{x}_{1}\right)$ and $L^{*}=$ $\min _{\boldsymbol{c} \in \mathcal{C}} \sum_{t=1}^{T} \boldsymbol{c} \cdot \boldsymbol{\ell}_{t}$.

| problem | Hedge | OGD |
| :--- | :---: | :---: |
| Experts | $O\left(\sqrt{L^{*} \ln n}\right)$ | $O(\sqrt{n T})$ |
| $k$-sets | $O\left(\sqrt{L^{*} k \ln (n / k)}+k \ln (n / k)\right)$ | $O(\sqrt{k n T})$ |
| Spanning Trees | $O\left(\sqrt{L^{*} n \ln n}+n \ln n\right)$ | $O(n \sqrt{T})$ |
| Permutahedron | $O\left(n \sqrt{L^{*} \ln n}+n^{2} \ln n\right)$ | $O\left(n^{2} \sqrt{T}\right)$ |
| Truncated Perm. $O\left(\sqrt{L^{*}\left(n^{2}-k^{2}\right) \ln n}+\left(n^{2}-k^{2}\right) \ln n\right) O((n-k) \sqrt{n(n+k) T})$ |  |  |
| $k$-forest | $O\left(\sqrt{L^{*} k \ln (n / k)}+k \ln (n / k)\right)$ | $O(\sqrt{k n T})$ |

Table 1. The regrets of combinatorial concepts obtained using our projection and decomposition algorithms.

For particular combinatorial concepts, we summarize their regret bounds in Table 1.

To complete our analysis, we specify the procedures Projection $_{\Phi}$ for separable strictly convex function $\Phi$ and Decomposition, respectively, in the following subsections. We will see that both of the two procedures are no harder than the submodular function minimization problem. For a submodular function $f: 2^{[n]} \rightarrow \mathbb{R}$ with $f(\emptyset)=0$, the submodular function minimization (SFM) is a problem of finding a subset $S \subseteq[n]$ with $f(S)$ minimum. Many combinatorial SFM algorithms are known (see [?]), and the fastest known strongly polynomial algorithm of [13] runs in $O\left(n^{6}+n^{5} E O\right)$ time, where $E O$ is the unit time to evaluate the value of the submodular function. We will show that both of the procedures Projection $_{\Phi}$ and Decomposition can be implemented to run in $O\left(n^{6}+n^{5} E O\right)$ time.

### 3.2 Projection

For any given point $\boldsymbol{z} \in \mathbb{R}^{n}$, the procedure $\operatorname{Projection}_{\Phi}$ in Algorithm 1 computes the projection of $\boldsymbol{z}$ onto the base polyhedron $B(f)$. We propose an efficient construction of this procedure. Formally, the projection problem is stated as follows:

$$
\begin{align*}
\operatorname{Projection}_{\Phi}(\boldsymbol{z})= & \arg \inf _{\boldsymbol{x} \in B(f)} \Delta_{\Phi}(\boldsymbol{x}, \boldsymbol{z}) \\
& \text { sub. to: } \sum_{j \in S} x_{j} \leq f(S), \forall S \subset[n], \text { and } \sum_{j=1}^{n} x_{j}=f([n]), \tag{1}
\end{align*}
$$

where $\Phi(\boldsymbol{x})$ is separable. This convex optimization problem with exponentially many constraints can be solved efficiently using the parametric submodular algorithm of [12], which is a parametric extension of the SFM algorithm of [13].

Theorem 2 ([12]) There is an algorithm that solves problem (1) for separable strictly convex functions $\Phi$ in time $O\left(n^{6}+n^{5} E O\right)$.

### 3.3 Decomposition

For any given point $\boldsymbol{x}$ in the base polyhedron $B(f) \subseteq \mathbb{R}^{n}$, the procedure Decomposition in Algorithm 1 finds extreme points $\boldsymbol{c}^{\sigma^{1}}, \ldots, \boldsymbol{c}^{\boldsymbol{\sigma}^{K}}$ in $B(f)$ and $\lambda_{1}, \ldots, \lambda_{K} \in \mathbb{R}_{>0}$ such that $\sum_{i=1}^{K} \lambda_{i} \boldsymbol{c}^{\sigma^{i}}=\boldsymbol{x}$ and $\lambda_{1}+\cdots+\lambda_{K}=1$, where each $\boldsymbol{c}^{\boldsymbol{\sigma}^{i}}$ is an extreme point of $B(f)$ generated by a permutation $\boldsymbol{\sigma}^{i}$ of [ $n$ ] via the greedy algorithm of [4]. In other words, this procedure represents $\boldsymbol{x}$ as a convex combination of extreme points of $B(f)$. Carathéodory's Theorem guarantees that $\boldsymbol{x} \in B(f)$ can be represented as a convex combination of at most $n$ extreme points of $B(f)$.

To describe the procedure Decomposition, let us briefly review a common framework of algorithms for SFM. For a submodular function $f^{\prime}: 2^{[n]} \rightarrow \mathbb{R}$ with $f^{\prime}(\emptyset)=0$, the result of [4] implies

$$
\begin{equation*}
\min _{S}\left\{f^{\prime}(S): S \subseteq[n]\right\}=\max _{\boldsymbol{z}}\left\{\sum_{j=1}^{n} \min \left\{0, z_{j}\right\}: \boldsymbol{z} \in B\left(f^{\prime}\right)\right\} \tag{2}
\end{equation*}
$$

In many combinatorial SFM algorithms, including Orlin's algorithm ([13]), we finally obtain a minimizer $S^{*} \subseteq[n]$ and a maximizer $\boldsymbol{z}^{*} \in B\left(f^{\prime}\right)$ of (2). Moreover, we obtain $z^{*} \in B\left(f^{\prime}\right)$ as a convex combination of at most $n$ extreme points of $B\left(f^{\prime}\right)$. By the use of this fact, we can give an efficient construction of the procedure Decomposition.

For a given point $\boldsymbol{x} \in B(f)$, the function $f_{\boldsymbol{x}}: 2^{[n]} \rightarrow \mathbb{R}$ defined by $f_{\boldsymbol{x}}(S)=$ $f(S)-\sum_{j \in S} x_{j}(S \subseteq[n])$ is submodular and satisfies $f_{\boldsymbol{x}}(\emptyset)=0$. For each permutation $\boldsymbol{\sigma}$ of $[n]$, let $\boldsymbol{c}^{\boldsymbol{\sigma}}$ be extreme points in $B(f)$ generated by $\boldsymbol{\sigma}$, and let $\boldsymbol{c}_{\boldsymbol{x}}^{\boldsymbol{\sigma}}$ be extreme points in $B\left(f_{\boldsymbol{x}}\right)$ generated by $\boldsymbol{\sigma}$. Then it holds that $\boldsymbol{c}_{\boldsymbol{x}}^{\boldsymbol{\sigma}}=\boldsymbol{c}^{\boldsymbol{\sigma}}-\boldsymbol{x}$. In view of the definition of the base polyhedron, we have that $\min _{S \subseteq[n]} f_{\boldsymbol{x}}(S)=0$ and the $n$-dimensional zero vector $\mathbf{0}_{n}$ is in $B\left(f_{\boldsymbol{x}}\right)$. Therefore, $\boldsymbol{z}=\mathbf{0}_{n}$ is the unique optimal solution to the right hand side of (2) with $f^{\prime}=f_{\boldsymbol{x}}$.

Now we describe the procedure Decomposition. Initially, we apply some combinatorial SFM algorithm, e. g. Orlin's algorithm ([13]), to the submodular function $f_{\boldsymbol{x}}$. Then we obtain permutations $\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{K}$ of $[n]$ and $\lambda_{1}, \ldots, \lambda_{K} \in \mathbb{R}_{>0}$ such that $\sum_{i=1}^{K} \lambda_{i} \boldsymbol{c}_{\boldsymbol{x}}^{\boldsymbol{\sigma}^{i}}=\mathbf{0}, \lambda_{1}+\cdots+\lambda_{K}=1$, and $K \leq n$. As for the function $f$, these permutations $\boldsymbol{\sigma}^{1}, \ldots, \boldsymbol{\sigma}^{K}$ and positive coefficients $\lambda_{1}, \ldots, \lambda_{K}$ generate another point $\sum_{i=1}^{K} \lambda_{i} \boldsymbol{c}^{\boldsymbol{\sigma}^{i}}$. For this point, we obtain

$$
\sum_{i=1}^{K} \lambda_{i} \boldsymbol{c}^{\boldsymbol{\sigma}^{i}}=\sum_{i=1}^{K} \lambda_{i}\left(\boldsymbol{c}_{\boldsymbol{x}}^{\boldsymbol{\sigma}^{i}}+\boldsymbol{x}\right)=\sum_{i=1}^{K} \lambda_{i} \boldsymbol{c}_{\boldsymbol{x}}^{\boldsymbol{\sigma}^{i}}+\sum_{i=1}^{K} \lambda_{i} \boldsymbol{x}=\boldsymbol{x} .
$$

Thus we have a required representation of $\boldsymbol{x}$. This gives the following.

Theorem 3 For any $\boldsymbol{x} \in B(f)$, there is an algorithm that gives a convex combination representation of $\boldsymbol{x}$ using at most $n$ extreme points of $B(f)$ in $O\left(n^{6}+n^{5} E O\right)$ time.

## 4 Algorithm for cardinality-based submodular functions

In this section, we propose more efficient projection and decomposition algorithms when the underlying submodular function $f$ is cardinality-based, i.e., $f(S)=g(|S|)$ for some $g: \mathbb{N} \rightarrow \mathbb{R}$. For projection, however, we only consider the Euclidean distance and the unnormalized relative entropy, rather than any Bregman divergence $\nabla_{\Phi}$ for a separable function $\Phi$ as in the previous section.

A cardinality-based submodular function $f$ has the following nice property: For any point $\boldsymbol{x} \in B(f)$ and any $i, j \in[n]$, the vector $\boldsymbol{x}^{\prime}$ obtained by exchanging $x_{i}$ and $x_{j}$ in $\boldsymbol{x}$ is also contained in $B(f)$. A submodular function having this property is said to be exchangeable.

The following lemma says that for any exchangeable submodular function $f$, the projection onto $B(f)$ preserves the order of indices of vector with respect to the inequality relation.

Lemma 1 Let $\boldsymbol{x}^{*}$ be the projection of $\boldsymbol{z}$ in (1) under the Bregman divergence $\nabla_{\Phi}$ for a strictly convex and uniformly separable function $\Phi$. Assume that the submodular function $f$ is exchangeable and $z_{1} \geq \cdots \geq z_{n}$. Then, it holds that $x_{1}^{*} \geq x_{2}^{*} \geq \cdots \geq x_{n}^{*}$.

Proof. Suppose on the contrary that $x_{i}^{*}<x_{j}^{*}$ for some $i<j$. Let $\widehat{\boldsymbol{x}}$ be the point obtained by exchanging $x_{i}^{*}$ and $x_{j}^{*}$ in $\boldsymbol{x}^{*}$. Then, by definition, we have $\widehat{\boldsymbol{x}} \in B(f)$. Furthermore, observe that

$$
\begin{aligned}
\Delta_{\Phi}\left(\boldsymbol{x}^{*}, \boldsymbol{z}\right)-\Delta_{\Phi}(\hat{\boldsymbol{x}}, \boldsymbol{z})= & \Phi\left(\boldsymbol{x}^{*}\right)-\Phi(\hat{\boldsymbol{x}})-\nabla \Phi(\boldsymbol{z}) \cdot\left(\boldsymbol{x}^{*}-\hat{\boldsymbol{x}}\right) \\
= & \phi\left(x_{i}^{*}\right)+\phi\left(x_{j}^{*}\right)-\phi\left(x_{i}^{*}\right)-\phi\left(x_{j}^{*}\right) \\
& -\left(\phi^{\prime}\left(z_{i}\right)\left(x_{i}^{*}-x_{j}^{*}\right)-\phi^{\prime}\left(z_{j}\right)\left(x_{j}^{*}-x_{i}^{*}\right)\right) \\
= & \left(x_{j}^{*}-x_{i}^{*}\right) \cdot\left(\phi^{\prime}\left(z_{i}\right)-\phi^{\prime}\left(z_{j}\right)\right) \geq 0,
\end{aligned}
$$

which contradicts the assumption that $\boldsymbol{x}^{*}$ is the projection.
In the following, we assume that $z_{1} \geq \cdots \geq z_{n}$ without loss of generality (this can be achieved by sorting). Lemma 1 implies that for any $S \subseteq[n], \sum_{i \in S} x_{i}^{*} \leq$ $\sum_{j=1}^{|S|} x_{j}^{*}$, which means that, if the right hand side is bounded by $f(S)=g(|S|)$, the left hand side is also bounded by $g(|S|)$. Therefore, the projection problem (1) is equivalent to the following problem with only $n$ constraints:

$$
\begin{align*}
& \min _{\boldsymbol{x}} \Delta_{\Phi}(\boldsymbol{x}, \boldsymbol{z}) \\
\text { sub.to: } & \sum_{i=1}^{j} x_{i} \leq g(j),(\text { for } j=1, \ldots, n-1), \text { and } \sum_{i=1}^{n} x_{i}=g(n) . \tag{3}
\end{align*}
$$

Now we propose an efficient implementation of $\operatorname{Projection}_{\Phi}$ that solves the problem (3).

```
Algorithm 2 Projection under Euclidean distance
Input: \(\boldsymbol{z} \in \mathbb{R}^{n}\) satisfying that \(z_{1} \geq z_{2} \geq \cdots \geq z_{n}\).
Output: projection \(\boldsymbol{x}\) of \(\boldsymbol{z}\) onto \(B(f)\).
    1. Let \(i_{0}=0\).
    2. For \(t=1, \ldots\),
    (a) Let \(C^{t}(i)=\frac{g(i)-g\left(i_{t-1}\right)-\sum_{j=i_{t-1}+1}^{i} z_{j}}{i-i_{t-1}}\), for \(i=1, \ldots, n\)
        and \(i_{t}=\arg \min _{i: i_{t-1}+1 \leq i \leq n} C^{t}(i)\),
        if there are multiple minimizers, choose the largest one as \(i_{t}\).
    (b) Set \(x_{i}=z_{i}+C^{t}\left(i_{t}\right)\), for \(i_{t-1}+1 \leq i \leq i_{t}\).
    (c) If \(i_{t}=n\), then break.
3. Output \(\boldsymbol{x}\).
```


### 4.1 Projection under Euclidean distance

First we give an algorithm which computes Projection $_{\Phi_{\text {EUC }}}$ under Euclidean distance. We show the algorithm in Algorithm 2. Then we prove the following.

Theorem 4 (i) Given $\boldsymbol{z}$, Algorithm 2 outputs the projection of $\boldsymbol{x}$ onto the base polyhedron $B(f)$. (ii) The time complexity of Algorithm 2 is $O\left(n^{2}\right)$.

Proof. By KKT condition(see, e.g., [1]), $\boldsymbol{x}^{*}$ is the solution of the problem (3) if and only if there exists $\alpha_{1}, \ldots, \alpha_{n-1}$ and $\eta$ such that

$$
\begin{align*}
& x_{i}^{*}=z_{i}-\sum_{j=1}^{i} \alpha_{j}-\eta,(\text { for } i=1, \ldots, n-1), \text { and } x_{n}^{*}=z_{n}-\eta, \\
& \sum_{i=1}^{n} x_{i}^{*}=g(n), \\
& \alpha_{i}\left(\sum_{j=1}^{i} x_{j}^{*}-g(i)\right)=0, \alpha_{i} \geq 0, \sum_{j=1}^{i} x_{j}^{*} \leq g(i)(\text { for } i=1, \ldots, n-1) . \tag{4}
\end{align*}
$$

Now we show that there indeed exists $\alpha_{1}, \ldots, \alpha_{n-1}$ such that the output $\boldsymbol{x}$ of Projection $_{\Phi_{E U C}}(\boldsymbol{z})$ satisfies the optimality conditions (4), which suffices to prove the first statement. To do so, first we show that $C^{t-1}\left(i_{t-1}\right) \leq C^{t}\left(i_{t}\right)$ for each iteration $t$. By the definition of $C^{t-1}\left(i_{t-1}\right)$, we have $C^{t-1}\left(i_{t-1}\right) \leq C^{t-1}\left(i_{t}\right)$. Observe that

$$
\begin{aligned}
C^{t-1}\left(i_{t}\right) & =\frac{g\left(i_{t}\right)-g\left(i_{t-2}\right)-\sum_{j=i_{t-2}+1}^{i_{t}} z_{j}}{i_{t}-i_{t-2}} \\
& =\frac{g\left(i_{t}\right)-g\left(i_{t-1}\right)-\sum_{j=i_{t-1}+1}^{i_{t}} z_{j}+g\left(i_{t-1}\right)-g\left(i_{t-2}\right)-\sum_{j=i_{t-2}+1}^{i_{t-1}} z_{j}}{\left(i_{t}-i_{t-1}\right)+\left(i_{t-1}-i_{t-2}\right)} \\
& =\frac{\left(i_{t}-i_{t-1}\right)\left(C^{t}\left(i_{t}\right)\right)+\left(i_{t-1}-i_{t-2}\right)\left(C^{t-1}\left(i_{t-1}\right)\right)}{\left(i_{t}-i_{t-1}\right)+\left(i_{t-1}-i_{t-2}\right)} .
\end{aligned}
$$

Since $C^{t-1}\left(i_{t-1}\right) \leq C^{t-1}\left(i_{t}\right)$,

$$
\frac{\left(i_{t}-i_{t-1}\right)\left(C^{t-1}\left(i_{t-1}\right)\right)}{\left(i_{t}-i_{t-1}\right)+\left(i_{t-1}-i_{t-2}\right)} \leq \frac{\left(i_{t}-i_{t-1}\right)\left(C^{t}\left(i_{t}\right)\right)}{\left(i_{t}-i_{t-1}\right)+\left(i_{t-1}-i_{t-2}\right)} .
$$

By simplifying this, we get $C^{t-1}\left(i_{t-1}\right) \leq C^{t}\left(i_{t}\right)$, as desired.
Then we determine each $\alpha_{i_{t}}$ so that $-\alpha_{i_{t}}+C^{t+1}\left(i_{t+1}\right)=C^{t}\left(i_{t}\right)$, i.e., $\alpha_{i_{t}}=$ $C^{t+1}\left(i_{t+1}\right)-C^{t}\left(i_{t}\right)$ and fix $\eta$ to be $C^{T}(n)$, where $T$ satisfies $i_{T}=n$. Note that since $C^{t}\left(i_{t}\right) \leq C^{t+1}\left(i_{t+1}\right)$, each $\alpha_{i_{t}}$ is strictly positive. For other $i \notin\left\{i_{1}, \ldots, i_{T}\right\}$, we set $\alpha_{i}=0$. Then, each $x_{i_{t}}$ can be expressed as
$x_{i_{t}}=z_{i}+C^{t}\left(i_{t}\right)=z_{i}-\left(\alpha_{i_{t}}+\alpha_{i_{t+1}}+\cdots+\alpha_{i_{T}}\right)-\eta=z_{i}-\left(\alpha_{i_{t}}+\alpha_{i_{t}+1}+\cdots+\alpha_{i_{n-1}}\right)-\eta$.
Similarity, for other $i$ such that $i_{t-1}<i<i_{t}$, we have
$x_{i}=z_{i}+C^{t}\left(i_{t}\right)=z_{i}-\left(\alpha_{i_{t}}+\alpha_{i_{t}+1}+\cdots+\alpha_{n-1}\right)-\eta=z_{i}-\left(\alpha_{i}+\alpha_{i+1}+\cdots+\alpha_{n-1}\right)-\eta$.
To check if the specified $\alpha_{i} \mathrm{~s}$ and $\eta$ satisfies the optimality conditions (4), observe that (i) for each $i_{t}$,

$$
\sum_{j=1}^{i_{t}} x_{j}=\sum_{j=1}^{i_{t-1}} x_{j}+\sum_{j=i_{t-1}+1}^{i_{t}}\left(z_{j}+C^{t}\left(i_{t}\right)\right)=g\left(i_{t-1}\right)+\left(g\left(i_{t}\right)-g\left(i_{t-1}\right)\right)=g\left(i_{t}\right)
$$

and $\alpha_{i_{t}}>0$, and (ii) for each $i$ such that $i_{t-1}<i<i_{t}$,

$$
\begin{aligned}
\sum_{j=1}^{i} x_{j}=\sum_{j=1}^{i_{t-1}} x_{j}+\sum_{j=i_{t-1}+1}^{i}\left(z_{j}+C^{t}\left(i_{t}\right)\right) & \leq \sum_{j=1}^{i_{t-1}} x_{j}+\sum_{j=i_{t-1}+1}^{i}\left(z_{j}+C^{t}(i)\right) \\
& =g\left(i_{t-1}\right)+\left(g(i)-g\left(i_{t-1}\right)\right)=g(i)
\end{aligned}
$$

and $\alpha_{i}=0$.
Finally, the algorithm terminates in time $O\left(n^{2}\right)$ since the number of iteration is at most $n$ and each iteration takes $O(n)$ time, which proves the second statement of the lemma.

### 4.2 Projection under unnormalized relative entropy

Next we propose an algorithm for Projection $_{\Phi_{U R E}}$. We construct the projection algorithm by generalizing the one used for permutahedron [15] . Note that the algorithm is also a generalization of the capping algorithm in [14]. The algorithm shown in Algorithm 3 outputs the solution which satisfies the optimality conditions, and following theorem holds.

Theorem 5 (i) Given $\boldsymbol{z}$, the Algorithm 3 outputs the projection of $\boldsymbol{x}$ onto the base polyhedron $B(f)$. (ii) The time complexity of Algorithm 3 is $O\left(n^{2}\right)$.

The proof is also a generalization of the proof in [15] and omitted due to the space constraints.

```
Algorithm 3 Projection under unnormalized relative entropy
Input: \(\boldsymbol{z} \in \mathbb{R}^{n}\) satisfying that \(z_{1} \geq z_{2} \geq \cdots \geq z_{n}\).
Output: projection \(\boldsymbol{x}\) of \(\boldsymbol{z}\) onto \(B(f)\).
    1. Let \(i_{0}=0\).
    2. For \(t=1, \ldots\),
    (a) Let \(C^{t}(i)=\frac{g(i)-g\left(i_{t-1}\right)}{\sum_{j=i_{t-1}+1}^{i} z_{j}}\), for \(i=1, \ldots, n\)
        and \(i_{t}=\arg \min _{i: i_{t-1}+1 \leq i \leq n} C^{t}(i)\),
        if there are multiple minimizers, choose the largest one as \(i_{t}\).
    (b) Set \(x_{i}=z_{i} C^{t}\left(i_{t}\right)\), for \(i_{t-1}+1 \leq i \leq i_{t}\).
    (c) If \(i_{t}=n\), then break.
3. Output \(x\).
```


### 4.3 Decomposition

In this subsection, we describe how to represent a point $\boldsymbol{x} \in B(f)$ by a convex combination of extreme points of $B(f)$. More precisely, we are concerned with the following randomized rounding problem; given a point $\boldsymbol{x} \in B(f)$, output an extreme point $X$ of $B(f)$ with a probability such that $E[X] \stackrel{\text { def }}{=}$ $\sum_{j=1}^{k} \operatorname{Pr}\left[X=\boldsymbol{c}^{j}\right] \cdot \boldsymbol{c}^{j}=\boldsymbol{x}$ for an appropriate $k>0$.

As a preliminary step, we explain the following Propositions 6,7 , and 8 , which are well-known facts (see e.g., [7]). Let $a \in \mathbb{R}_{>0}$ be a constant satisfying $a>g(n-1)-g(n)$, and we define $\tilde{f}: 2^{[n]} \rightarrow \mathbb{R}$ by $\tilde{f}(S) \stackrel{\text { def }}{=} f(S)+a|S|$ for any $S \subseteq[n]$. Notice that $\tilde{f}$ is clearly a cardinality based function; let $\tilde{g}(z) \stackrel{\text { def }}{=}$ $g(z)+a \cdot z$ then $\tilde{f}(S)=\tilde{g}(|S|)$ holds.
Proposition 6 The function $\tilde{f}$ is cardinality based submodular, as well as monotone increasing, i.e., $\tilde{g}(i)<\tilde{g}(i+1)$ for each $i \in[n-1]$.
Note that $\tilde{f}(\emptyset)=0$, and $\tilde{f}(S)>0$ hold for any $S(\emptyset \subset S \subseteq[n])$.
Proposition $\mathbf{7} A$ point $\boldsymbol{x}$ is in $B(f)$ if and only if $\tilde{\boldsymbol{x}} \stackrel{\text { def }}{=} \boldsymbol{x}+a \mathbf{1}$ is in $B(\tilde{f})$. $A$ point $\boldsymbol{c}$ is an extreme point of $B(f)$ if and only if $\tilde{\boldsymbol{c}} \stackrel{\text { def }}{=} \boldsymbol{c}+a \mathbf{1}$ is an extreme point of $B(\tilde{f})$.

Proposition 8 Suppose $\boldsymbol{x} \in B(f)$ satisfies $\boldsymbol{x}=\sum_{j=1}^{k} \lambda_{j} \boldsymbol{c}^{j}$ for $\lambda_{j}>0(j \in[k])$ satisfying $\sum_{j=1}^{k} \lambda_{j}=1$ and $\boldsymbol{c}^{j} \in B(f)(j \in[k])$. Then, $\tilde{\boldsymbol{x}} \xlongequal{\text { def }} \boldsymbol{x}+a \mathbf{1} \in B(\tilde{f})$ satisfies $\tilde{\boldsymbol{x}}=\sum_{j=1}^{k} \lambda_{j} \tilde{\boldsymbol{c}}^{j}$ where $\tilde{\boldsymbol{c}}^{j} \xlongequal{\text { def }} \boldsymbol{c}^{j}+a \mathbf{1} \in B(\tilde{f})$.

Now, let $\tilde{f}: 2^{[n]} \rightarrow \mathbb{R}_{\geq 0}$ be a cardinality based submodular function which is monotone increasing, then we consider the randomized rounding problem; given a point $\tilde{\boldsymbol{x}} \in B(\tilde{f})$, output an extreme point $X$ of $B(\tilde{f})$ with a probability such that $E[X] \stackrel{\text { def }}{=} \sum_{j=1}^{k} \operatorname{Pr}\left[X=\tilde{\boldsymbol{c}}^{j}\right] \cdot \tilde{\boldsymbol{c}}^{j}=\tilde{\boldsymbol{x}}$ for an appropriate $k>0$. By Proposition 8 , it is easily transformed into the case from a general cardinality
based submodular function. Without loss of generality, we may assume that $\tilde{x}_{1} \geq$ $\cdots \geq \tilde{x}_{n}$ in the following. We remark that our randomized rounding algorithm is a generalization of [15] for the permutahedron, in a sense.

To begin with, we define special points in $B(\tilde{f})$, which we call partially averaged points. Suppose $\tilde{\boldsymbol{q}} \in B(\tilde{f})$ satisfies that $\tilde{q}_{1} \geq \tilde{q}_{2} \geq \cdots \geq \tilde{q}_{n}$, then, $\tilde{\boldsymbol{q}}$ is a partially averaged point if $\sum_{j=1}^{i} \tilde{q}_{j}=\tilde{g}(i)$ holds for each $i \in[n]$ satisfying $\tilde{q}_{i}>\tilde{q}_{i+1}$. Notice that if $\tilde{q}_{i}>\tilde{q}_{i+1}=\cdots=\tilde{q}_{j}>\tilde{q}_{j+1}$ hold for $i, j \in[n]$ then $q_{i+1}=\cdots=q_{j}=(\tilde{g}(j)-\tilde{g}(i)) /(j-i)$. This means that the partially averaged point is uniquely determined only by a sequence of equalities $(=) /$ inequalities $(>)$. We simply say "a partially averaged point of $\tilde{\boldsymbol{x}}$ " $(\tilde{\boldsymbol{x}} \in B(\tilde{f}))$ as a partially averaged point determined by a sequence of equalities/inequalities derived from $\tilde{x}_{1} \geq \tilde{x}_{2} \geq \cdots \geq \tilde{x}_{n}$ of $\tilde{\boldsymbol{x}}$.

Proposition 9 Suppose $\tilde{\boldsymbol{q}} \in B(\tilde{f})$ is a partially averaged point satisfying $\tilde{q}_{1} \geq$ $\tilde{q}_{2} \geq \cdots \geq \tilde{q}_{n}$. Let $\Pi \stackrel{\text { def }}{=}\left\{\boldsymbol{\sigma} \in \operatorname{Sym}(n) \mid \tilde{q}_{\sigma(1)} \geq \tilde{q}_{\sigma(2)} \geq \cdots \geq \tilde{q}_{\sigma(n)}\right\}$, and let $\tilde{\boldsymbol{c}}^{\boldsymbol{\sigma}}=\left(\tilde{c}_{1}^{\boldsymbol{\sigma}}, \ldots, \tilde{c}_{n}^{\boldsymbol{\sigma}}\right)$ for $\boldsymbol{\sigma} \in \Pi$ denote the extreme point defined by hyperplanes $\sum_{j=1}^{i} \tilde{c}_{\sigma(j)}^{\boldsymbol{\sigma}}=\tilde{g}(i)$ for all $i \in[n]$. Note that $\boldsymbol{\sigma} \neq \boldsymbol{\sigma}^{\prime}$ does not imply $\tilde{\boldsymbol{c}}^{\boldsymbol{\sigma}} \neq \tilde{\boldsymbol{c}}^{\boldsymbol{\sigma}^{\prime}}$ in general. Then, $\tilde{\boldsymbol{q}}=\frac{1}{|\Pi|} \sum_{\boldsymbol{\sigma} \in \Pi} \tilde{\boldsymbol{c}}^{\sigma}$.

Proof. Suppose $i \in[n-1]$ satisfies $\tilde{q}_{i}>\tilde{q}_{i+1}$. Since any $\boldsymbol{\sigma} \in \Pi$ satisfies $\tilde{q}_{\sigma(1)} \geq$ $\tilde{q}_{\sigma(2)} \geq \cdots \geq \tilde{q}_{\sigma(n)}$, we see that $\{\sigma(1), \ldots, \sigma(i)\}=[i]$ holds for any $\boldsymbol{\sigma} \in \Pi$. This implies that $\sum_{j=1}^{i} \tilde{c}_{j}^{\sigma}=\sum_{j=1}^{i} \tilde{c}_{\sigma(j)}^{\sigma}=\tilde{g}(i)$. Since $\tilde{\boldsymbol{q}}$ is a partially averaged point, remember that $\sum_{j=1}^{i} \tilde{q}_{j}=\tilde{g}(i)$ holds, too.

Next, suppose $\tilde{q}_{i}>\tilde{q}_{i+1}=\cdots=\tilde{q}_{j}>\tilde{q}_{j+1}$ hold for $i, j \in[n]$. From the above arguments, we see that $\sum_{k=i+1}^{j} \tilde{c}_{k}^{\sigma}=\tilde{g}(j)-\tilde{g}(i)$ holds for any $\boldsymbol{\sigma} \in \Pi$. For an arbitrary $\boldsymbol{\sigma} \in \Pi$, let $\boldsymbol{\sigma}^{\prime} \in \operatorname{Sym}(n)$ satisfy $\sigma^{\prime}(k)=\sigma(k)$ for each $k(k \leq i$ or $k>j)$, then $\boldsymbol{\sigma}^{\prime}$ is also in $\Pi$. Thus, let $\tilde{\boldsymbol{r}} \stackrel{\text { def }}{=} \frac{1}{|\Pi|} \sum_{\boldsymbol{\sigma} \in \Pi} \tilde{\boldsymbol{c}}^{\boldsymbol{\sigma}}$ for convenience, then we see that $\tilde{r}_{i+1}=\cdots=\tilde{r}_{j}=(\tilde{g}(j)-\tilde{g}(i)) /(j-i)$ hold. Since $\tilde{\boldsymbol{q}}$ is a partially averaged point, remember that $\tilde{q}_{i+1}=\cdots=\tilde{q}_{j}=(\tilde{g}(j)-\tilde{g}(i)) /(j-i)$ hold, too.

Proposition 9 and its proof immediately suggest an algorithm for randomized rounding of a partially averaged point; generate $\sigma \in \Pi$ uniformly at random, and output $\tilde{\boldsymbol{c}}^{\sigma}$. It's running time is $O(n)$, clearly.

Now, we explain our Algorithm 4, which provides a convex combination of partially average points representing $\tilde{\boldsymbol{x}} \in B(\tilde{f})$, i.e., given $\tilde{\boldsymbol{x}} \in B(\tilde{f})$, find partially average points $\tilde{\boldsymbol{q}}^{1}, \ldots, \tilde{\boldsymbol{q}}^{K}$ and $\lambda_{1}, \ldots, \lambda_{K} \in \mathbb{R}_{>0}$ such that $\sum_{i=1}^{K} \lambda_{i} \tilde{\boldsymbol{q}}^{i}=\tilde{\boldsymbol{x}}$ and $\sum_{i=1}^{K} \lambda_{i}=1$. Once we obtain such a convex combination, it is clear to obtain an algorithm for randomized rounding into partially average points. Combining the above arguments concerning Proposition 9, we obtain a desired algorithm. We will prove the following lemma on Algorithm 4.

Theorem 10 Algorithm 4 provides a convex combination of at most $n$ partially averaged points representing an arbitrarily given $\tilde{\boldsymbol{x}} \in B(\tilde{f})$. Its running time is $O\left(n^{2}\right)$.

```
Algorithm 4 Decomposition by partially average points
Input: \(\tilde{\boldsymbol{x}} \in B(\tilde{f})\) satisfying that \(\tilde{x}_{1} \geq \tilde{x}_{2} \geq \cdots \geq \tilde{x}_{n}\).
Output: Partially average points \(\tilde{\boldsymbol{q}}^{1}, \ldots, \tilde{\boldsymbol{q}}^{K}\) and \(\lambda_{1}, \ldots, \lambda_{K} \in \mathbb{R}_{>0}\) s.t. \(\sum_{i=1}^{K} \lambda_{i} \tilde{\boldsymbol{q}}^{i}=\)
\(\tilde{\boldsymbol{x}}, \sum_{i=1}^{K} \lambda_{i}=1\).
    1. Let \(\tilde{\boldsymbol{x}}^{1}=\tilde{\boldsymbol{x}}\) and \(\lambda=1\).
    2. For \(t=1, \ldots\),
    (a) Find a partially averaged point \(\tilde{\boldsymbol{q}}^{t}\) for \(\tilde{\boldsymbol{x}}^{t}\).
    (b) Let \(\lambda_{t}=\min \left\{\lambda, \min _{i \in[n-1]}\left\{\left.\frac{\tilde{x}_{i}^{t}-\tilde{x}_{i+1}^{t}}{\tilde{q}_{i}^{t}-\tilde{q}_{i+1}^{t}} \right\rvert\, \tilde{q}_{i}^{t} \neq \tilde{q}_{i+1}^{t}\right\}\right\}\).
    (c) Let \(\tilde{\boldsymbol{x}}^{t+1}=\tilde{\boldsymbol{x}}^{t}-\lambda_{t} \tilde{\boldsymbol{q}}^{t}\) and let \(\lambda=\lambda-\lambda_{t}\).
    (d) If \(\lambda=1\) then let \(K=t\) and break.
    3. Output \(\tilde{\boldsymbol{q}}^{1}, \ldots \tilde{\boldsymbol{q}}^{K}\) and \(\lambda_{1}, \ldots, \lambda_{K}\).
```

To show Theorem 10, we show the following lemmas.
Lemma 2 At any iteration t in Algorithm 4, $\tilde{\boldsymbol{x}}^{t}$ satisfies that $\tilde{x}_{i}^{t} \geq \tilde{x}_{i+1}^{t}$ for any $i \in[n-1]$.

Proof. We give an inductive proof with respect to $t$. In case of $t=1$, it is clear. In case of $t>1$, we assume $\tilde{x}_{i}^{t-1} \geq \tilde{x}_{i+1}^{t-1}$ holds for any $i \in[n-1]$. If $\tilde{x}_{i}^{t-1}=\tilde{x}_{i+1}^{t-1}$, then $\tilde{q}_{i}^{t-1}=\tilde{q}_{i+1}^{t-1}$ holds, from the definition of $\tilde{\boldsymbol{q}}^{t-1}$. Thus

$$
\tilde{x}_{i}^{t}=\tilde{x}_{i}^{t-1}-\lambda_{t-1} \tilde{q}_{i}^{t-1}=\tilde{x}_{i+1}^{t-1}-\lambda_{t-1} \tilde{q}_{i+1}^{t-1}=\tilde{x}_{i+1}^{t}
$$

and we obtain the claim. If $\tilde{x}_{i}^{t-1}>\tilde{x}_{i+1}^{t-1}$, then $\tilde{q}_{i}^{t-1}>\tilde{q}_{i+1}^{t-1}$ holds, and

$$
\tilde{x}_{i}^{t+1}-\tilde{x}_{i+1}^{t+1}=\tilde{x}_{i}^{t}-\tilde{x}_{i+1}^{t}-\lambda_{t}\left(\tilde{q}_{i}^{t}-\tilde{q}_{i+1}^{t}\right)=\left(\tilde{q}_{i}^{t}-\tilde{q}_{i+1}^{t}\right)\left(\frac{\tilde{x}_{i}^{t}-\tilde{x}_{i+1}^{t}}{\tilde{q}_{i}^{t}-\tilde{q}_{i+1}^{t}}-\lambda_{t}\right) \geq 0
$$

where the last inequality comes from the definition of $\lambda_{t}$, followed by $\lambda_{t} \leq$ $\min _{i \in[n-1]}\left\{\left(\tilde{x}_{i+1}^{t}-\tilde{x}_{i}^{t}\right) /\left(\tilde{q}_{i+1}^{t}-\tilde{q}_{i}^{t}\right) \mid \tilde{q}_{i+1}^{t} \neq \tilde{q}_{i}^{t}\right\}$.

Lemma 3 In Algorithm 4, $\tilde{\boldsymbol{x}}^{K+1}\left(=\tilde{\boldsymbol{x}}^{K}-\lambda^{K} \tilde{\boldsymbol{q}}^{K}\right)=0$ holds.
Proof. Without loss of generality, we may assume that $\tilde{x}_{1} \geq \tilde{x}_{2} \geq \cdots \geq \tilde{x}_{n}$, for simplicity of notations. First we show $\tilde{\boldsymbol{x}}^{K+1} \geq 0$. Since Lemma 2, if there exists $j \in[n]$ satisfying that $\tilde{x}_{j}^{K+1}<0$, then $\tilde{x}_{n}^{K+1}<0$ holds. Thus it is enough to show $\tilde{x}_{n}^{K+1} \geq 0$. Let $i^{*}=\min \left\{j \in[n] \mid \tilde{x}_{j}^{K}=\tilde{x}_{n}^{K}\right\}$. Then we have $\tilde{x}_{i^{*}}^{K}=\tilde{x}_{i^{*}+1}^{K}=\cdots=$ $\tilde{x}_{n}^{K}$ and $\tilde{q}_{i^{*}}^{K}=\tilde{q}_{i^{*}+1}^{K}=\cdots=\tilde{q}_{n}^{K}$. Hence, we get $\tilde{x}_{i^{*}}^{K+1}=\tilde{x}_{i^{*}+1}^{K+1}=\cdots=\tilde{x}_{n}^{K+1}$. In case of $i^{*} \geq 2, \tilde{x}_{i^{*}-1}^{t}>\tilde{x}_{i^{*}}^{t}$ holds for any $t \in[K]$, meaning that $\tilde{q}_{i^{*}-1}^{t}>\tilde{q}_{i^{*}}^{t}$ holds for any $t \in[K]$. Thus we can see that $\sum_{j=i^{*}}^{n} \tilde{q}_{j}^{t}=\tilde{g}(n)-\tilde{g}\left(i^{*}-1\right)$ holds for any $t \in[K]$, from the definition of $\tilde{\boldsymbol{q}}^{t}$. Then we obtain

$$
\sum_{j=i^{*}}^{n} \sum_{t=1}^{K} \lambda_{t} \tilde{q}_{j}^{t}=\sum_{t=1}^{K} \lambda_{t}\left(\tilde{g}(n)-\tilde{g}\left(i^{*}-1\right)\right)=\tilde{g}(n)-\tilde{g}\left(i^{*}-1\right) \leq \sum_{j=i^{*}}^{n} \tilde{x}_{j}
$$

where the last inequality is due to constraints of $B(\tilde{f}) \sum_{j=1}^{i^{*}-1} \tilde{x}_{j} \leq \tilde{g}\left(i^{*}-1\right)$ and $\sum_{j=1}^{n} \tilde{x}_{j}=\tilde{g}(n)$. Thus we obtain that $\sum_{j=i^{*}}^{n} \tilde{x}_{j}^{K+1}=\sum_{j=i^{*}}^{n}\left(\tilde{x}_{j}-\sum_{t=1}^{K} \lambda_{t} \tilde{q}_{j}^{t}\right) \geq$ 0 . As discussed above, $\tilde{x}_{i^{*}}^{K+1}=\tilde{x}_{i^{*}+1}^{K+1}=\cdots=\tilde{x}_{n}^{K+1}$ holds, and we obtain $\tilde{x}_{n}^{T+1} \geq 0$. In case of $i^{*}=1$, the proof is done in a similar way.

Now we show $\tilde{\boldsymbol{x}}^{K+1}=0$. Since $\tilde{\boldsymbol{x}} \in B(\tilde{f}), \sum_{j=1}^{n} \tilde{x}_{j}^{K+1}=\tilde{g}(n)$ holds. In a similar way as the proof of $\tilde{\boldsymbol{x}}^{K+1} \geq 0$,

$$
\sum_{j=1}^{n} \sum_{t=1}^{K} \lambda_{t} \tilde{q}_{j}^{t}=\sum_{t=1}^{K} \lambda_{t} \sum_{j=1}^{n} \tilde{q}_{j}^{t}=\sum_{t=1}^{K} \lambda_{t} \tilde{g}(n)=\tilde{g}(n)
$$

Since $\boldsymbol{x}^{K+1} \geq 0, \tilde{\boldsymbol{x}}^{K+1}=\tilde{\boldsymbol{x}}-\sum_{t=1}^{K} \lambda_{t} \tilde{\boldsymbol{q}}^{t}=0$.

Lemma 4 The number of iterations $K$ is at most $n$.

Proof. From the definition of $\lambda_{t}$, there is at least one $i \in[n]$ satisfying that $\tilde{x}_{i}^{t}>\tilde{x}_{i+1}^{t}$ and $\tilde{x}_{i}^{t+1}=\tilde{x}_{i+1}^{t+1}$. If $\tilde{x}_{i}^{t}=\tilde{x}_{i+1}^{t}$, then $\tilde{x}_{i}^{t+1}=\tilde{x}_{i+1}^{t+1}$ as discussed in the proof of Lemma 2. Now the claim is clear.

Proof of Theorem 10. Since Lemma 3, it is clear that the output $\sum_{t=0}^{K} \lambda_{t} \tilde{\boldsymbol{q}}^{t}$ by Algorithm 4 is equal to an arbitrarily given $\tilde{\boldsymbol{x}} \in B(\tilde{f})$. It is not difficult to see that every lines in Algorithm 4 is done in $O(n)$. Hence, the running time of Algorithm 4 is $O\left(n^{2}\right)$ by Lemma 4.

Note that, by modifying Algorithm 4, we can design an algorithm for randomized rounding of $\boldsymbol{x} \in B(f)$ using only $O(n)$ space, with the same time complexity of $O\left(n^{2}\right)$. We can also improve the algorithm with a time complexity of $O(n \log n)$ using a heap, with $O(n)$ space.

## 5 Conclusion

In this paper, we consider an prediction problem over the base polyhedron defined by a submodular function and propose efficient prediction algorithms. An open problem is to derive a tight lower bound of the regret of our problem.
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