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Preface

For a �nite setX, an automorphism σ ∈ Aut(X), we de�ne the zeta function of the dynamical
system (σ,X) as the following generating function.

ζσ(s,X) := exp

{ ∞∑
m=1

|Fix(σm, X)|
m

sm
}
.

Here, Fix(σ,X) is the �xed point set of σ in X. Kim, Koyama and Kurokawa showed that this
dynamical zeta function has some properties which are analogous to the ones of Riemann zeta
function such as functional equation, Euler product ([9]). Furthermore the zeta function of (σ,X)
satis�es the analogue of the Riemann hypothesis. The primary reason for this property is that
this dynamical zeta function has the determinant expression. Then focusing on this expression,
we de�ne the representation zeta function by using the determinant expression. More precisely,
let G be a group and ρ : G −→ GL(V ) be a �nite-dimensional representation over C, then we
de�ne the representation zeta function of g ∈ G by

ζ(s, g; ρ) := det(Idim ρ − ρ(g)s)−1.

Our motivation is to describe the invariants or information of the geometric objects such as
braids and knots by using the zeta function. Then in this paper, we study the properties of the
zeta function associated with a representation of the braid group Bn

In Chapter 2, we will introduce the braid zeta functions associated with three famous braid
representations: Burau representation βn,q, Jones representation χn,q, and HOMFLY representa-

tion τ
(N)
n,q . Especially, the zeta function associated with the Burau representation, for simplicity,

we call �Burau zeta function� here, is a q-analogue of the zeta function of the �nite dynami-
cal system (σ,X). Furthermore, Burau zeta function has similar properties of dynamical zeta
function except the Euler product. In particular, like the class number formula of the Dedekind
zeta function which is a generalization of the Riemann zeta function, the residue at s = 1 of the
Burau zeta function encodes an important geometric invariant such as the Alexander polyno-
mial. Similar to the Burau zeta function, we will show that the Jones polynomial and HOMFLY
polynomial which are famous knot invariants are expressed as the special value of the logarithmic
derivative of the zeta functions associated with the remaining two representations respectively.
Furthermore, we show that these zeta functions can be written by the Burau zeta function.
Then considering the relationship between two di�erent braid zeta functions, we can obtain the
relationship between knot invariants. For example, in the last section of Chapter 2, by using the
zeta function, we show that the HOMFLY polynomial of the closure of σ ∈ B3 can be expressed
by the Burau representation.

In Chapter 3, we consider the relation between the zeta function of a braid which is made by
the two braids σ and τ , and two zeta functions of σ and τ .

ζ(s, (σ, τ)) ←→
?

ζ(s, σ), ζ(s, τ)

In this chapter, we give an example by de�ning the special product of braids and explicit formula
of the Burau zeta function of a braid which is expressed as the special product of two braids.
As an application, for two braids σ, τ , we show that the Alexander polynomial of the closure of
special product σ ∗ τ can be expressed by two Alexander polynomials of σ and τ .

In Chapter 4, we mainly study the zeta function of the torus type braid, which is de�ned in
Chapter 1, and its arithmetic properties. First we introduce the Kosyak's braid representation
of B3 which is a q-deformation of the symmetric power of the reduced Burau representation. By
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simple calculation, we can see that the zeta function associated with this representation for the
torus type braid in B3 is related to the following q-identity which is known to be the Euler's
pentagonal number theorem.

∞∏
n=1

(1− qn) =
∑
k∈Z

(−1)kq
k(3k−1)

2 .

In this chapter, we de�ne the representation for Bn, denoted by ρ
(N)
n,q,t, which is a generalization

of Kosyak's representation for B3 and consider the relation between torus type braid and related
q-series in general case. The main result of Chapter 4 shows that the zeta function associated

with ρ
(N)
n,q,t for the torus type braid can be expressed by the zeta function associated with a

representation of the symmetric group Sn. As a corollary of this formula, we obtain some
related q-identities. In the last section, for σ ∈ Bn, we de�ne the trace generating function
Zq,t(s, σ) as

Zq,t(s, σ) := 1 +

∞∑
N=1

tr ρ
(N)
n,q,t(σ)s

N .

By the de�nition of ρ
(N)
n,q,t, and MacMahon Master Theorem, we can see that Zq,t(s, σ) is the

q-deformation of the zeta function associated with the reduced Burau representation. Then, we
show that Zq,t(s, σ) turns to the Alexander polynomial essentially when q → 1, s = 1. On the
other hand when σ is torus type braid, we have the related q-series by substituting t→ 1, s = 1.
Thus, these limit formulas bring a new prospect for the relation between invariant of torus knots
and arithmetic properties of q-series.

5



1 Introduction

1.1 Braid group

Let Bn be the braid group on n strands. It is known that Bn has the following presentation.

Bn := ⟨σi (1 ≤ i ≤ n− 1) | σiσj = σjσi (|i− j| ≥ 2), σiσi+1σi = σi+1σiσi+1 (1 ≤ i ≤ n− 2)⟩.

The generator σi can be identi�ed with the crossing between the i-th and (i + 1)-st strands as
Figure 1, and the multiplication of generators implies that the braid obtained by attaching the

Figure 1: generator σi Figure 2: the closure of a braid σ

generators from the top to the bottom. The closure of a braid is the link obtained from the
braid by connecting upper ends and lower ends as Figure 2. The closure of σ is denoted by σ̂.
For a pair (n,m) ∈ N2, we de�ne the torus type braid as follows.

σn,m := (σ1 · · ·σn−1)
m ∈ Bn.

Figure 3: torus tybe braid σ5,3 Figure 4: Torus knot T (3, 7)

When (n,m) is coprime, the closure of σn,m turns to the torus knot which is denoted by
T (n,m) as usual. Next we de�ne a map ε : Bn −→ Z. We assume that σ ∈ Bn can be expressed
as σe1

i1
σe2
i2
· · ·σer

ir
, Then ε(σ) is de�ned as

ε(σ) := e1 + e2 + · · ·+ er.

Let βn,q be the Burau representation, which is de�ned by

βn,q : Bn −→ GL(Wn),

βn,q(σi) := Ii−1 ⊕
(

1− q 1
q 0

)
⊕ In−i−1 (i = 1, 2, . . . , n− 1).

Here Wn is n-dimensional vector space over C spanned by {f1, f2, . . . , fn}, and q is complex
parameter. For simplicity, we assume that q is generic. Since detβn,q(σi) = (−q), then we have

detβn,q(σ) = (−q)ε(σ).
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It is well-known that the Burau representation βn,q can be decomposed into the trivial represen-
tation 1 and an (n− 1)-dimensional irreducible representation βr

n,q.

βn,q = 1⊕ βr
n,q,

where βr
n,q is de�ned by

βr
n,q : Bn −→ GL(W r

n),

βr
n,q(σi) :=



(
−q 1

0 1

)
⊕ In−3 (i = 1),

Ii−2 ⊕

 1 0 0

q −q 1

0 0 1

⊕ In−i−2 (2 ≤ i ≤ n− 2),

In−3 ⊕

(
1 0

q −q

)
(i = n− 1).

Here, W r
n is (n − 1)-dimensional vector space spanned by {f̃1, f̃2, . . . , f̃n−1}. βr

n,q is called the
reduced Burau representation.

1.2 The zeta function of a �nite dynamical system

Let Xn be a �nite set Xn := {1, 2, . . . , n}. For an automorphism σ ∈ Aut(Xn) ≃ Sn, the pair
(σ, Xn) is called dynamical system. Furthermore, for a dynamical system (σ, Xn), we de�ne

ζσ(s,Xn) := exp

{ ∞∑
m=1

|Fix(σm, Xn)|
m

sm
}
,

where Fix(σm, Xn) := {x ∈ Xn | σmx = x}. We call ζσ(s,Xn) the dynamical zeta function of
(σ, Xn).

Example 1.2.1. Put σ = (12)(345) ∈ Aut(X5) ≃ S5, then the number of �xed points is
calculated as

|Fix(σm, X5)| =



5 (m ≡ 0 mod 6),

0 (m ≡ ±1 mod 6),

2 (m ≡ ±2 mod 6),

3 (m ≡ 3 mod 6).

Then we have

ζσ(s,X5) = exp

{ ∞∑
m=1

|Fix(σm, X5)|
m

sm
}

= exp

{ ∞∑
k=1

5

6k
s6k +

∞∑
k=1

2

6k − 4
s6k−4 +

∞∑
k=1

2

6k − 2
s6k−2 +

∞∑
k=1

3

6k − 3
s6k−3

}

= exp

{ ∞∑
k=1

2

2k
s2k +

∞∑
k=1

3

3k
s3k
}

= exp

{
log(1− s2)−1 + log(1− s3)−1

}
=

1

(1− s2)(1− s3)
.
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It is well-known that the dynamical zeta function ζσ(s,Xn) has the following properties (see
[9] Proposition 1).

Proposition 1.2.1. We regard Aut(Xn) ≃ Sn.

(1) Let Cycle(σ) be the set of primitive cycles of σ ∈ Sn, and l(P ) be the length of cycle

P ∈ Cycle(σ). Then, ζσ(s,Xn) has the following expression.

ζσ(s) =
∏

P∈Cycle(σ)

1

1− sl(P )
.

(2) ζσ(s,Xn) satis�es the following functional equation.

ζσ(s,Xn) = sgn(σ)(−s)−nζσ(s
−1, Xn),

where sgn : Sn −→ {±1 } is the signature of the permutation.

(3)We have the following expression.

ζσ(s,Xn) = det(In − pn(σ)s)
−1.

Here, pn : Sn −→ GLn(Z) is the permutation representation.

(4) All poles of ζσ(e
−s, Xn) satisfy

Re(s) = 0.

Note that the formula (1) is the analogue of Euler product expression of the Riemann zeta
function. Furthermore, (4) is the analogue of the Riemann hypothesis. Since the zeta function
ζσ(s,Xn) has the determinant expression (3), we can prove easily the analogue of the Riemann
hypothesis (4).

Next we focus on the determinant expression, and consider the generalization of the dynamical
zeta function.

1.3 Representation zeta function

Let G be a group, and ρ : G −→ GL(V ) be a �nite-dimensional representation of G over C.
Then we de�ne the representation zeta function of g ∈ G as

ζ(s, g; ρ) := det(Idim ρ − ρ(g)s)−1.

Note that ζ(s, g; ρ) has the generating function expression as follows.

ζ(s, g; ρ) = exp

{ ∞∑
m=1

tr ρ(gm)

m
sm
}
. (1.1)

By the de�nition, if ρ1 ≃ ρ2, we have ζ(s, g; ρ1) = ζ(s, g; ρ2). Furthermore if ρ = ρ1 ⊕ ρ2, we
have tr ρ(g) = tr ρ1(g) + tr ρ2(g) for all g ∈ G. Then, by (1.1), we have the following formula.

ζ(s, g; ρ1 ⊕ ρ2) = ζ(s, g; ρ1)ζ(s, g; ρ2). (1.2)

When ρ = pn which is the permutation representation of the symmetric group Sn, the zeta
function ζ(s, σ; pn) coincides with the dynamical zeta function ζσ(s,Xn).

ζσ(s,Xn) = det(In − pn(σ)s)
−1 = ζ(s, σ; pn).

Hence, the representation zeta function can be regarded as the generalization of the dynamical
zeta function.
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2 Braid zeta functions

In this section we de�ne the zeta function of a braid by using the braid group representation.
That is, if there are some braid representations, then we can de�ne the zeta functions associated
with each representation.

2.1 The Burau representation βn,q

First, we introduce the case of the Burau representation. Since the Burau representation is a
q-deformation of the permutation representation, we can regard the zeta function associated with
the Burau representation as a q-analogue of the dynamical zeta function. This is the simplest,
but the most important braid zeta function. For a braid σ ∈ Bn, we can de�ne the zeta function
associated with the Burau representation as follows.

ζ(s, σ;βn,q) := det(In − βn,q(σ)s)
−1.

Theorem 2.1.1. (1) For any σ ∈ Bn, we have the following limit formula.

lim
q→1

ζ(s, σ;βn,q) = ζ(s, πn(σ); pn) = ζπn(σ)(s,Xn).

Here, πn : Bn −→ Sn is natural projection de�ned by πn(σi) := (i, i+ 1) ∈ Sn.

(2) For any σ ∈ Bn, we have

ζ(s, σ;βn,q) = (−q)−ε(σ)(−s)−nζ(1/s, σ−1;βn,q).

(3) We assume that the closure of σ ∈ Bn is a knot. Then we have the following residue formula.

Res
s=1

ζ(s, σ;βn,q) = −
1

[n]q
∆σ̂(q)

−1.

Here ∆σ̂(q) is the Alexander polynomial of a knot σ̂, and [n]q is de�ned by

[n]q :=
1− qn

1− q
.

(4) Assume that q is a point of the unit circle on C, in other words, q is expressed by eiθ(θ ∈ R),
and that the argument of q satis�es |θ| < 2π/n. Then for any σ ∈ Bn, all poles of ζ(e

−s, σ;βn,q)
satisfy

Re(s) = 0.

(5) For a coprime pair (n,m) ∈ N2, we have the following explicit formula.

ζ(s, σn,m;βn,q) =
(1− qms)

(1− s)(1− qnmsn)
.

Remark that ζ(s, σ;βn,q) does not have the Euler product expression in general. However,
(2) and (4) are analogous to Proposition 1.2.1. Furthermore (3) is the characteristic property of
the braid zeta function associated with the Burau representation. This property can be regarded
as the analogue of the residue formula of the Dedekind zeta function which is the generalization
of the Riemann zeta function.
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Proof. (1) When q → 1, the Burau representation turns to the permutation representation.
Then we have the formula (1).
(2) By the de�nition, we have

ζ(s, σ;βn,q) = det(In − βn,q(σ)s)
−1 = det(βn,q(σ)s)

−1(−1)n det(In − β−1
n,q(σ)s

−1)−1

= (−q)−ε(σ)(−s)−nζ(s−1, σ−1;βn,q).

(3) When the closure of σ is knot, it is well-known that the Alexander polynomial of σ̂ can be
obtained by using the reduced Burau representation as follows (see [4, Theorem 3.11]).

det(In−1 − βr
n,q(σ)) = (1 + q + q2 + · · ·+ qn−1)∆σ̂(q).

Since πn(σ) is the simple cycle, ζ(s, πn(σ); pn) has a simple pole at s = 1. On the other hand,
by the decomposition of the Burau representation, ζ(s, σ;βn,q) must have a pole at s = 1. By
the limit formula (1), the order of this pole is smaller or equal to the order of the pole of
ζ(s, πn(σ); pn) at s = 1. Thus ζ(s, σ;βn,q) has a simple pole at s = 1. Moreover the residue of
ζ(s, σ;βn,q) can be calculated as follows.

Res
s=1

ζ(s, σ;βn,q) = lim
s→1

det(In − 1⊕ βn,q(σ)s)
−1 = lim

s→1

s− 1

1− s
det(In−1 − βn,q(σ)s)

−1

= − 1

[n]q
∆σ̂(q)

−1.

(4) If the absolute values of the eigenvalues of βr
n,q(σ) are all equal to 1, then all poles of

ζ(e−s, σ;βn,q) satisfy

e−Re(s) = |e−s| = |αq|−1 = 1,

where αq is one of the eigenvalues of β
r
n,q(σ). Then, the real part of s is equal to 0.

Re(s) = 0.

Hence, it is su�cient to show that the absolute values of the eigenvalues of βr
n,q(σ) are all equal

to 1. In [18], Squier proved that the reduced Burau representation is unitary in the following
sense. We put

Ωr
n =


q

1
2 + q−

1
2 −q

1
2 O

−q−
1
2

. . .
. . .

. . .
. . . −q

1
2

O −q−
1
2 q

1
2 + q−

1
2

 .

Then, the following equation holds for any braid σ ∈ Bn.

tβr
n,q(σ) · Ωr

n · βr
n,q−1(σ) = Ωr

n.

When q ∈ {z ∈ C | |z| = 1}, we can regard q 7→ q−1 as the arbitrary conjugation of the matrix
with complex entries. Furthermore, we can regard that Bn acts on Cn−1 by using the reduced
Burau representation.

βr
n,q : Bn −→ GLn−1(C).

Now, we de�ne the following sesquilinear form for x, y ∈ Cn−1

⟨x, y⟩Bn := tx · Ωr
n · ȳ.

10



Here ȳ is the complex conjugation of y. Then, we have

⟨βr
n,q(σ)x, β

r
n,q(σ)y⟩Bn = txtβr

n,q(σ) · Ωr
n · βr

n,q−1(σ)ȳ

= tx · Ωr
n · ȳ

= ⟨x, y⟩Bn .

Since Ωr
n is the Hermitian matrix, the sesquilinear form ⟨·, ·⟩Bn is positive de�nite if and only

if the eigenvalues of Ωr
n are all positive. In this case, the eigenvalues of Ωr

n can be computed
explicitly by using the formula for the tridiagonal matrix (see [19]). Then the set of eigenvalues
of Ωr

n can be expressed by {
q

1
2 + q−

1
2 − 2 cos

πj

n
| 1 ≤ j ≤ n− 1

}
.

Hence, consequently we can say that ⟨·, ·⟩Bn is positive de�nite if and only if

|θ| < 2π

n
. (2.1)

We assume that x is an eigenvector of βr
n,q(σ) with the eigenvalue αq for σ ∈ Bn. Then we have

⟨x, x⟩Bn = ⟨βr
n,q(σ)x, β

r
n,q(σ)x⟩Bn = ⟨αqx, αqx⟩Bn = |αq|2⟨x, x⟩Bn .

Under the condition (2.1), all eigenvalues of βr
n,q(σ) satisfy |αq| = 1. Therefore we complete the

proof of (4).
(5) We compute the eigenvalues of βn,q(σn,m). By the de�nition of the Burau representation, we
have

βn,q(σn,1) =


1− q 1− q · · · 1− q 1
q 0

q
. . .
. . . 0

q 0

 .

Thus,

det(In − βn,q(σn,1)s) = det


1− (1− q)s −(1− q)s · · · −(1− q)s −s
−qs 1

−qs . . .
. . . 1

−qs 1


= (1− (1− q)s)− (1− q)s

n−2∑
j=1

(qs)j − s(qs)n−1

= −s1− (qs)n

1− qs
+

1− (qs)n

1− qs

=
(1− s)(1− (qs)n)

1− qs
.

Putting ξn = e
2πi
n , the eigenvalues of matrix βn,q(σn,1) are presented by 1, q−1ξn, . . . , q

−1ξn−1
n .

When a pair (n,m) is coprime, the eigenvalues of βn,q(σn,m) coincide with 1, q−mξn, . . . , q
−mξn−1

n .
Then we have the formula (5) by replacing q 7→ qm.
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Figure 5: ̂(σ1σ
−1
2 )2

Example 2.1.1. We consider the braid σ = (σ1σ
−1
2 )2 ∈ B3. The closure of this braid turns to

a famous knot which is said to be Figure-eight knot (Figure 5).
We have

ζ(s, (σ1σ
−1
2 )2;β3,q) =

q2

(1− s)(q2 − (1− 2q + q2 − 2q3 + q4)s+ q2s2)
. (2.2)

By Theorem 2.1.1,

Res
s=1

ζ(s, (σ1σ
−1
2 )2;β3,q) = lim

s→1

q2

q2 − (1− 2q + q2 − 2q3 + q4)s+ q2s2

= − q2

(1 + q + q2)(−1 + 3q − q2)
.

Then we have ∆ ̂(σ1σ
−1
2 )2

(q) = q−2(−1 + 3q − q2). Moreover, by (2.2), the non-trivial poles of

ζ(s, (σ1σ
−1
2 )2;β3,q) are equal to the solutions of the following quadratic equation.

1− (q−2 − 2q−1 + 1− 2q + q2)α+ α2 = 0. (2.3)

Since α ̸= 0, by (2.3), we have

α+ α−1 = q−2 − 2q−1 + 1− 2q + q2 = (q + q−1)2 − 2(q + q−1)− 1.

If the argument of q, denoted by θ, satis�es |θ| < 2π
3 , we have −1 < q + q−1 ≤ 2. Then under

this condition, we have

α+ α−1 = (q + q−1)2 − 2(q + q−1)− 1 < 2.

Since |α| = 1 if and only if α+ α−1 ≤ 2, we conclude that the analogue of Riemann hypothesis
holds under the condition |θ| < 2π

3 .

2.2 The Jones representation χn,q

The zeta function associated with the Burau representation is connected with the Alexander
polynomial. Next we introduce the braid zeta function connected with the Jones polynomial
which is also famous knot invariant. Let V2 be a 2-dimensional vector space and Rq be a linear
map on V ⊗2

2 de�ned by

Rq :=


1

0 q
1 1− q

1

 .

By directly computing, we have the following equation.

(I2 ⊗Rq)(Rq ⊗ I2)(I2 ⊗Rq) = (Rq ⊗ I2)(I2 ⊗Rq)(Rq ⊗ I2). (2.4)

Here, I2 is the identity map on V2, and ⊗ is the Kronecker product. The equation (2.4) is said
to be the Yang-Baxter equation.
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De�nition 2.2.1. We de�ne the linear map χn,q : Bn −→ GL(V ⊗n
2 ) as follows.

χn,q(σi) := I
⊗(i−1)
2 ⊗Rq ⊗ I

⊗(n−i−1)
2 .

Since Rq satis�es the equation (2.4), χn,q is the braid representation. We call χn,q the Jones
representation. Then we can de�ne the braid zeta function associated with χn,q. Here, we de�ne
the �weighted� braid zeta function. For σ ∈ Bn,

ζt(s, σ;χn,q) := det(I2n − χn,q(σ)µ2(t)
⊗ns)−1.

Here, µ2(t) := diag(1, t), and t is complex parameter. When we let t = 1, we have the usual
representation zeta function ζ(s, σ;χn,q).

Theorem 2.2.1. (1) For any σ ∈ Bn, we have the following functional equation.

ζt(s, σ;χn,q) = s−2n(−q)−2n−2ε(σ)t−n2n−1
ζt−1(s−1, σ−1;χn,q).

(2) We assume that the closure of σ ∈ Bn is a knot, then we have

d

ds
log ζq(s, σ;χn,q)

∣∣∣∣
s=0

= q
1
2
(n−ε(σ)−1)(1 + q)Jσ̂(q). (2.5)

Here, Jσ̂(q) is the Jones polynomial of σ̂ which is famous knot invariant.

Proof. (1) From the de�nition, we have

ζt(s, σ;χn,q) = det(−sχn,q(σ)µ2(t)
⊗n)−1 det(I2n − χn,q(σ

−1)µ2(t
−1)⊗ns−1)

= (−s)−2n det(χn,q(σ))
−1 det(µ2(t)

⊗n)−1ζt−1(s−1, σ−1;χn,q).

To compute det(χn,q(σ)) and det(µ2(t)
⊗n), we use the following property of the Kronecker prod-

uct. Let A be an n× n matrix, and B be an m×m matrix, then

det(A⊗B) = det(A)m det(B)n. (2.6)

Since det(Rq) = −q, we have

det(χn,q(σi)) = det(I
⊗(i−1)
2 )2

n−i+1
det(Rq ⊗ I

⊗(n−i−1)
2 )2

i−1

= {det(Rq)
2n−i−1

det(I2)
22}2i−1

= (−q)2n−2
.

Hence we have det(χn,q(σ)) = (−q)2n−2ε(σ). Similarly, we have det(µ2(t)
⊗n) = tn2

n−1
. Then (1)

is hold.
(2) It is well-known that the Jones polynomial of a knot σ̂ is given as following formula (see

[14], Chapter 12).

Jσ̂(q) =
q−

1
2
(n−ε(σ)−1)

1 + q
tr (χn,q(σ)µ2(q)

⊗n). (2.7)

By using the generating function expression, we have

d

ds
log ζq(s, σ;χn,q) =

d

ds

∞∑
m=1

tr ((χn,q(σ)µ2(q)
⊗n)m)

m
sm

=
∞∑

m=1

tr ((χn,q(σ)µ2(q)
⊗n)m)sm−1.
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Hence

d

ds
log ζq(s, σ;χn,q)

∣∣∣∣
s=0

= tr (χn,q(σ)µ2(q)
⊗n).

By (2.7), we have the formula (2.12)

Next we introduce the q-analogue of the exterior algebra to show that the zeta function
ζt(s, σ;χn,q) can be expressed by using only the information of the Burau representation.

De�nition 2.2.2. Let Un be an n-dimensional vector space spanned by {u1, u2, . . . , un}. Then
the q-exterior algebra of Un is de�ned as∧

q(Un) := T (Un)/⟨ui ⊗ uj + quj ⊗ ui(1 ≤ i < j ≤ n), ui ⊗ ui(1 ≤ i ≤ n)⟩.

Here T (Un) is the tensor algebra of Un de�ned by

T (Un) :=

∞⊕
m=0

U⊗m
n .

The product of
∧

q(Un) is written by ∧.

The k-th q-exterior power of Un, denoted by
∧

k
q (Un), is the vector subspace of

∧
q(Un)

spanned by the elements of the form x1∧ · · ·∧xk for xi ∈ Un. Then the set {ui1 ∧ui2 ∧ · · ·∧uik |
1 ≤ i1 < i2 < · · · < ik ≤ n} is a basis of

∧
k
q (Un). Furthermore we have

∧
q(Un) =

n⊕
k=0

∧
k
q (Un).

Suppose that F is the linear map on Un, then we can construct the linear map on
∧

q(Un)
denoted by ∧qF . More concretely, for each 0 ≤ k ≤ n, we de�ne the map ∧kqF as

∧kqF (x1 ∧ · · · ∧ xk) := F (x1) ∧ · · · ∧ F (xk).

Theorem 2.2.2. For σ ∈ Bn, we have

ζt(s, σ;χn,q) =
n∏

k=0

ζ(tks, σ;φk
n,q). (2.8)

Here, φk
n,q := ∧k−qβn,q.

Proof. Let βn,q : Bn −→ GL(Wn) be the Burau representation and {f1, . . . , fn} be the basis of
Wn. Then we consider the (−q)-exterior algebra of Wn. First, we de�ne the map Hn inductively
as follows.

Hn : V ⊗n
2

Hn−1⊗idV2−−−−−−−→
∧

−q(Wn−1)⊗ V2 −→
∧

−q(Wn). (2.9)

Here, H1(e0) := 1,H1(e1) := f1, and the second map is de�ned by

α0 ⊗ e0 + α1 ⊗ e1 7→ α0 + α1 ∧ fn, (2.10)

for α0, α1 ∈
∧

−q(Wn−1). Then Hn is an isomorphism. We next show that Hn is equivariant
with respect to the actions of Bn on V ⊗

2 and
∧

−q(Wn) by induction on n. The case of n = 2
is trivial, then we consider the general n. We assume that Hn−1 is equivariant with respect to
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the action of Bn−1. Then by construction (2.9), we can see that Hn is equivariant with respect
to the action of Bn−1. Thus, it is su�cient to consider the action of σn−1 ∈ Bn, since we can
regard Bn−1 ⊂ Bn. Computation of Hn can be expressed as follows.

Hn : V ⊗n
2

Hn−2⊗idV2⊗idV2−−−−−−−−−−−→
∧

−q(Wn−2)⊗ V2 ⊗ V2 −→
∧

−q(Wn).

Here the second map is computed by

α00 ⊗ e0 ⊗ e0+α01 ⊗ e0 ⊗ e1 + α10 ⊗ e1 ⊗ e0 + α11 ⊗ e1 ⊗ e1

7→ α0,0 + α0,1 ∧ fn + α1,0 ∧ fn−1 + α1,1 ∧ fn−1 ∧ fn. (2.11)

Here, αi,j ∈
∧

−q(Wn−2) (i, j = 0, 1). By the de�nition of Rq, the action of σn−1 on V ⊗
2 takes

the left hand side of (2.11) to the image

α0,0 ⊗ e0 ⊗ e0 + α0,1 ⊗ (qe1 ⊗ e0) + α1,0 ⊗ (e0 ⊗ e1 + (1− q)e1 ⊗ e0) + α1,1 ⊗ e1 ⊗ e1.

On the other hand, from the de�nition of the Burau representation, the action of σn−1 on Wn

takes fn−1 7→ (1 − q)fn−1 + fn, fn 7→ qfn−1. Then the action of σn−1 on
∧

−q(Wn) takes the
right hand side of (2.11) to the image

α0,0 + α0,1 ∧ (qfn−1) + α1,0 ∧ ((1− q)fn−1 + fn) + α1,1 ∧ ((1− q)fn−1 + fn) ∧ (qfn−1)

= α0,0 + α0,1 ∧ (qfn−1) + α1,0 ∧ ((1− q)fn−1 + fn) + α1,1 ∧ (fn) ∧ (qfn−1)

= α0,0 + α0,1 ∧ (qfn−1) + α1,0 ∧ ((1− q)fn−1 + fn) + α1,1 ∧ (fn−1) ∧ (fn).

Hence we can conclude that Hn is equivariant with respect to the action of σn−1, and we have

χn,q ≃ ∧−qβn,q =

n⊕
k=0

∧k−qβn,q =

n⊕
k=0

φk
n,q.

Then, by using the formula (1.2), we have

ζ(s, σ;χn,q) =

n∏
k=0

ζ(s, σ;φk
n,q).

By (2.10), the map µ2(t)
⊗n on

∧
k
−q(Wn) can be regarded as scalar multiplication tkid∧ k

−q(Wn)
.

Then we have the formula (2.8).

Remark 2.2.1. From the formula (2.12), we have

Jσ̂(q) =
q−

1
2
(n−ε(σ)−1)

1 + q

n∑
k=0

qktr(φk
n,q(σ)).

Furthermore, φ0
n,q is the trivial representation. Moreover, φ1

n,q coincides with the Burau repre-
sentation.

2.3 The HOMFLY representation τ
(N)
n,q

In this section, we introduce the HOMFLY representation τ
(N)
n,q which is a generalization of the

Jones representation.
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De�nition 2.3.1. ([14], Chapter 12) Let VN be an N -dimensional vector space spanned by

{e0, e1, . . . , eN−1}. Then we de�ne the map τ
(N)
n,q as

τ (N)
n,q : Bn −→ GL(V ⊗n

N ),

τ (N)
n,q (σi) := id

⊗(i−1)
VN

⊗R(N)
q ⊗ id

⊗(n−i−1)
VN

.

Here, R
(N)
q is de�ned by

R(N)
q (ei ⊗ ej)


qej ⊗ ei (i < j),

ei ⊗ ei (i = j),

ej ⊗ ei + (1− q)ei ⊗ ej (i > j).

First we show the following proposition.

Proposition 2.3.1. R
(N)
q satis�es the following Yang-Baxter equation.

(R(N)
q ⊗ idVN

)(idVN
⊗R(N)

q )(R(N)
q ⊗ idVN

) = (idVN
⊗R(N)

q )(R(N)
q ⊗ idVN

)(idVN
⊗R(N)

q ),

Proof. For simplicity, we consider only 3 basis e1, e2, e3. Furthermore, we put R1 := (R
(N)
q ⊗

idVN
)(idVN

⊗ R
(N)
q )(R

(N)
q ⊗ idVN

), R2 := (idVN
⊗ R

(N)
q )(R

(N)
q ⊗ idVN

)(idVN
⊗ R

(N)
q ). Then it is

su�cient to show the equation

R1(ei ⊗ ej ⊗ ek) = R2(ei ⊗ ej ⊗ ek)

for following 13 cases: (1) e1 ⊗ e1 ⊗ e1, (2) e1 ⊗ e1 ⊗ e2, (3) e1 ⊗ e2 ⊗ e1, (4) e1 ⊗ e2 ⊗ e2, (5)
e1⊗ e2⊗ e3, (6) e1⊗ e3⊗ e2, (7) e2⊗ e1⊗ e1, (8) e2⊗ e1⊗ e2, (9) e2⊗ e1⊗ e3, (10) e2⊗ e2⊗ e1,

(11) e2 ⊗ e3 ⊗ e1, (12) e3 ⊗ e1 ⊗ e2, (13) e3 ⊗ e2 ⊗ e1. By the de�nition of R
(N)
q , we heve

(1) e1 ⊗ e1 ⊗ e1

R1(e1 ⊗ e1 ⊗ e1) = e1 ⊗ e1 ⊗ e1,

R2(e1 ⊗ e1 ⊗ e1) = e1 ⊗ e1 ⊗ e1.

(2) e1 ⊗ e1 ⊗ e2

R1(e1 ⊗ e1 ⊗ e2) = q2e2 ⊗ e1 ⊗ e1,

R2(e1 ⊗ e1 ⊗ e2) = q2e2 ⊗ e1 ⊗ e1.

(3) e1 ⊗ e2 ⊗ e1

R1(e1 ⊗ e2 ⊗ e1) = qe1 ⊗ e2 ⊗ e1 + q(1− q)e2 ⊗ e1 ⊗ e1,

R2(e1 ⊗ e2 ⊗ e1) = qe1 ⊗ e2 ⊗ e1 + q(1− q)e2 ⊗ e1 ⊗ e1.

(4) e1 ⊗ e2 ⊗ e2

R1(e1 ⊗ e2 ⊗ e2) = q2e2 ⊗ e2 ⊗ e1,

R2(e1 ⊗ e2 ⊗ e2) = q2e2 ⊗ e2 ⊗ e1.
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(5) e1 ⊗ e2 ⊗ e3

R1(e1 ⊗ e2 ⊗ e3) = q3e3 ⊗ e2 ⊗ e1,

R2(e1 ⊗ e2 ⊗ e3) = q3e3 ⊗ e2 ⊗ e1.

(6) e1 ⊗ e3 ⊗ e2

R1(e1 ⊗ e3 ⊗ e2) = q2e2 ⊗ e3 ⊗ e1 + q2(1− q)e3 ⊗ e2 ⊗ e1,

R2(e1 ⊗ e3 ⊗ e2) = q2e2 ⊗ e3 ⊗ e1 + q2(1− q)e3 ⊗ e2 ⊗ e1.

(7) e2 ⊗ e1 ⊗ e1

R1(e2 ⊗ e1 ⊗ e1) = e1 ⊗ e2 ⊗ e1 + (1− q)(e1 ⊗ e1 ⊗ e2 + e2 ⊗ e1 ⊗ e1),

R(e2 ⊗ e1 ⊗ e1) = e1 ⊗ e2 ⊗ e1 + (1− q)(e1 ⊗ e1 ⊗ e2 + e2 ⊗ e1 ⊗ e1).

(8) e2 ⊗ e1 ⊗ e2

R1(e2 ⊗ e1 ⊗ e2) = qe2 ⊗ e1 ⊗ e1 + q(1− q)e2 ⊗ e2 ⊗ e1,

R2(e2 ⊗ e1 ⊗ e2) = qe2 ⊗ e1 ⊗ e1 + q(1− q)e2 ⊗ e2 ⊗ e1.

(9) e2 ⊗ e1 ⊗ e3

R1(e2 ⊗ e1 ⊗ e3) = q2e3 ⊗ e1 ⊗ e2 + q2(1− q)e3 ⊗ e2 ⊗ e1,

R2(e2 ⊗ e1 ⊗ e3) = q2e3 ⊗ e1 ⊗ e2 + q2(1− q)e3 ⊗ e2 ⊗ e1.

(10) e2 ⊗ e2 ⊗ e1

R1(e2 ⊗ e2 ⊗ e1) = e1 ⊗ e2 ⊗ e2 + (1− q)(e2 ⊗ e1 ⊗ e2 + e2 ⊗ e2 ⊗ e1),

R2(e2 ⊗ e2 ⊗ e1) = e1 ⊗ e2 ⊗ e2 + (1− q)(e2 ⊗ e1 ⊗ e2 + e2 ⊗ e2 ⊗ e1).

(11) e2 ⊗ e3 ⊗ e1

R1(e2 ⊗ e3 ⊗ e1)

= qe1 ⊗ e3 ⊗ e2 + q(1− q)(e3 ⊗ e1 ⊗ e2 + e2 ⊗ e3 ⊗ e1) + q(1− q)2e3 ⊗ e2 ⊗ e1,

R2(e2 ⊗ e3 ⊗ e1)

= qe1 ⊗ e3 ⊗ e2 + q(1− q)(e3 ⊗ e1 ⊗ e2 + e2 ⊗ e3 ⊗ e1) + q(1− q)2e3 ⊗ e2 ⊗ e1.

(12) e3 ⊗ e1 ⊗ e2

R1(e3 ⊗ e1 ⊗ e2)

= qe2 ⊗ e1 ⊗ e3 + q(1− q)(e2 ⊗ e3 ⊗ e3 + e3 ⊗ e1 ⊗ e2) + q(1− q)2e3 ⊗ e2 ⊗ e1,

R2(e3 ⊗ e1 ⊗ e2)

= qe2 ⊗ e1 ⊗ e3 + q(1− q)(e2 ⊗ e3 ⊗ e3 + e3 ⊗ e1 ⊗ e2) + q(1− q)2e3 ⊗ e2 ⊗ e1.
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(13) e3 ⊗ e2 ⊗ e1

R1(e3 ⊗ e2 ⊗ e1) =e1 ⊗ e2 ⊗ e3 + (1− q)(e1 ⊗ e3 ⊗ e2 + e2 ⊗ e1 ⊗ e3)

+ (1− q)2(e2 ⊗ e3 ⊗ e1 + e3 ⊗ e1 ⊗ e2) + (1− q)(1− q + q2)e3 ⊗ e2 ⊗ e1,

R2(e3 ⊗ e2 ⊗ e1) =e1 ⊗ e2 ⊗ e3 + (1− q)(e1 ⊗ e3 ⊗ e2 + e2 ⊗ e1 ⊗ e3)

+ (1− q)2(e2 ⊗ e3 ⊗ e1 + e3 ⊗ e1 ⊗ e2) + (1− q)(1− q + q2)e3 ⊗ e2 ⊗ e1.

Hence R
(N)
q satis�es the Yang-Baxter equation.

By Proposition 2.3.1, we can see that τ
(N)
n,q is the braid representation which is called N -th

degree HOMFLY representation. Furthermore we remark that the representation τ
(N)
n,q coincides

with the Jones representation when N = 2. Similar to the Jones representation, we can de�ne

the braid zeta function associated with τ
(N)
n,q and the weighted braid zeta function as follows.

ζt(s, σ; τ
(N)
n,q ) := det(INn − τ (N)

n,q (σ)µN (t)⊗ns)−1,

where, µN (t) := diag(1, t, . . . , tN−1).

Theorem 2.3.1. (1) For any σ ∈ Bn, we have the following functional equation.

ζt(s, σ; τ
(N)
n,q ) = (−s)−Nn

(−q)−
1
2
(N−1)Nn−1ε(σ)t−

n
2
Nn(N−1)ζt−1(s−1, σ−1; τ (N)

n,q ).

(2) We assume that the closure of σ ∈ Bn is a knot, then we have

d

ds
log ζq(s, σ; τ

(N)
n,q )

∣∣∣∣
s=0

= q
1
2
(N−1)(n−ε(σ)−1)[N ]qH

(N)
σ̂ (q). (2.12)

Here, H
(N)
σ̂ (q) is called N -th degree HOMFLY polynomial of σ̂ which is famous knot invariant.

Proof. (1) By similar calculation of the proof of Theorem 2.2.1,

ζt(s, σ; τ
(N)
n,q ) = det(−sτ (N)

n,q (σ)µN (t)⊗n)−1 det(INn − τ (N)
n,q (σ−1)µN (t−1)⊗ns−1)

= (−s)−Nn
det(τn,q(σ))

−1 det(µN (t)⊗n)−1ζt−1(s−1, σ−1; τ (N)
n,q ).

Then we calculate the determinant of R
(N)
q by sorting the basis of VN ⊗ VN as

e0 ⊗ e0, . . . e0 ⊗ eN−2, e1 ⊗ e0, . . . , e1 ⊗ eN−2, . . . , eN−2 ⊗ e0, . . . , eN−2 ⊗ eN−2︸ ︷︷ ︸
(A1)

,

e0 ⊗ eN−1, eN−1 ⊗ e0︸ ︷︷ ︸
(A2)

, e2 ⊗ eN−1, eN−1 ⊗ e2︸ ︷︷ ︸
(A2)

, . . . , eN−2 ⊗ eN−1, eN−1 ⊗ eN−2︸ ︷︷ ︸
(A2)

, eN−1 ⊗ eN−1︸ ︷︷ ︸
(A3)

.

Here, the action on the basis (A1) corresponds to R
(N−1)
q , and (A2) corresponds to the following

2× 2 matrix.

B(q) :=

(
0 q
1 1− q

)
.

Since the action on (A3) is trivial and detB(q) = (−q), then we have

detR(N)
q = detR(N−1)

q (detB(q))N−1 = detR(N−1)
q (−q)N−1 = (−q)

N(N−1)
2 .
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By the formula (2.6),

det(τ (N)
n,q (σi)) = det(IN i−1 ⊗R(N)

q ⊗ INn−i−1) = (detR(N)
q )N

n−2
.

Thus, for σ ∈ Bn,

det(τ (N)
n,q (σ)) = (−q)

1
2
(N−1)Nn−1ε(σ).

Similarly, det(µN (t)⊗n) can be calculated as follows.

det(µN (t)⊗n) = (det(µN (t)⊗(n−1)))N (t
1
2
N(N−1))N

n−1
= t

n
2
Nn(N−1).

Hence (1) holds.
(2) It is well-known that the N -th degree HOMFLY polynomial of a knot σ̂ is given as the

following formula (see [14], Chapter 12).

HN
σ̂ (q) =

q−
1
2
(N−1)(n−ε(σ)−1)

[N ]q
tr (τ (N)

n,q (σ)µN (q)⊗n).

By the same calculation of the proof of Theorem 2.2.1, we have the formula (2.12).

Next we introduce the product formula of the zeta function ζt(s, σ; τ
(N)
n,q ) which is generaliza-

tion of Theorem 2.2.2. To state the product formula, we de�ne some notations.
For I = (i1, i2, . . . , in) ∈ {0, 1, . . . , N − 1}n, we de�ne

eI := ei1 ⊗ ei2 ⊗ · · · ⊗ ein ∈ V ⊗n
N .

Then {eI | I ∈ {0, 1, . . . , N − 1}n} is the basis of V ⊗
N . Furthermore we assume that I and

J are equivalent if there exists a permutation σ ∈ Sn such that J = σ(I), where σ(I) =
σ((i1, i2, · · · , in)) is de�ned as

σ((i1, i2, · · · , in)) := (iσ(1), iσ(2), . . . , iσ(n)).

Thus we can de�ne the quotient set {0, 1, . . . , N−1}n/Sn. For simplicity, we regard this quotient
set as the following set.

In := {(i1, i2, · · · , in) | 0 ≤ i1 ≤ i2 ≤ · · · ≤ in ≤ N − 1}.

For I ∈ In, we can de�ne a vector subspace VI spanned by all permutations of I, furthermore,
since the action of the braid group Bn preserves VI for all I ∈ In, then we can obtain the braid
representation with respect to I ∈ In as

φI
n,q : Bn −→ GL(VI).

Moreover we have the following decomposition.

V ⊗n
N =

⊕
I∈In

VI . (2.13)

Theorem 2.3.2. Let N ≥ 2. Then, for any σ ∈ Bn, we have the following formula.

ζt(s, σ; τ
(N)
n,q ) =

∏
I∈In

ζ(t|I|s, σ;φI
n,q).

Here, |I| := i1 + i2 + · · ·+ in for I = (i1, i2, . . . , in) ∈ In.

Proof. By (2.13), we immediately have

ζ(s, σ; τ (N)
n,q ) =

∏
I∈In

ζ(s, σ;φI
n,q).

Since µN (t)eik = tikeik for ik ∈ {0, 1, . . . , N − 1}, then the action of µN (t)⊗n on VI turns to the
scalar multiplication t|I|idVI

. Hence the formula of Theorem 2.3.2 holds.
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2.4 Classical limit and dynamical zeta function

Let 2Xn be the power set of Xn. Then σ ∈ Sn acts on 2Xn naturally. Then the pair (σ, 2Xn) is
dynamical system.

Example 2.4.1. The transposition s1 := (1, 2) ∈ S3 acts on the power set 2X3 as follows.

s1(ϕ) = ϕ, s1({1}) = {2}, s1({2}) = {1}, s1({3}) = {3},

s1({1, 2}) = {1, 2}, s1({2, 3}) = {1, 3}, s1({3, 1}) = {2, 3}, s1({1, 2, 3}) = {1, 2, 3}.

Furthermore, we consider the generalization of the power set of the �nite set.

De�nition 2.4.1. For N ≥ 2, we de�ne

NXn := {{1(i1), 2(i2), . . . , n(in)} | 0 ≤ ij ≤ N − 1}.

We call the set NXn N -colored power set .

Note that 2-colored power set coincides with usual power set 2Xn . Moreover, similar to the
power set 2Xn , the action of σ ∈ Sn on NXn can be de�ned naturally. Then, for N ≥ 2, we can
de�ne the zeta function of the dynamical system (σ, NXn) as follows.

ζσ(s,N
Xn) := exp

{ ∞∑
m=1

|Fix(σm, NXn)|
m

sm
}
.

Here, Fix(σm, NXn) := {x ∈ NXn | σmx = x}. Next we consider the classical limit q → 1 for

the braid zeta function associated with τ
(N)
n,q .

Theorem 2.4.1. For any σ ∈ Bn, we have the following limit formula.

lim
q→1

ζ(s, σ; τ (N)
n,q ) = ζπn(σ)(s,N

Xn). (2.14)

Proof. When q → 1, R
(N)
q turns to the following operator.

R
(N)
1 (ei ⊗ ej) =


ej ⊗ ei (i < j),

ei ⊗ ei (i = j),

ej ⊗ ei (i > j).

Then we obtain the representation p
(N)
n ◦ πn := τ

(N)
n,1 : Bn −→ GL(V ⊗n

N ). Furthermore, we

identify {1(i1), 2(i2), . . . , n(in)} ∈ NXn with a vector ei1 ⊗ ei2 ⊗ · · · ⊗ ein ∈ V ⊗n
N . Then we have

τ
(N)
n,1 (σ) = tr p(N)

n (πn(σ)) = tr |Fix(πn(σ), NXn)|.

Hence the formula (2.14) holds.

If σ ∈ Sn is the cycle element with length n, we have the following explicit formula.

Theorem 2.4.2. Let cn ∈ Sn be a cycle element with length n, then we have

ζcn(s,N
Xn) =

∏
d|n

1

(1− sd)M(N,d)
. (2.15)

Here, M(N, d) is de�ned by

M(N, d) :=
1

d

∑
k|d

µ

(
d

k

)
Nk,

where µ(n) is the Möbius function.
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Proof. Since p
(N)
n (cnn) = INn , the eigenvalues of p

(N)
n (cn) are d-th roots of unity, where d | n.

Moreover, since tr(p
(N)
n (cn)) is an integer value, the zeta function can be written by the following

form.

ζcn(s,N
Xn) =

∏
d|n

1

(1− sd)fN,d
.

Considering the degree of ζcn(s,N
Xn)−1, we have∑

d|n

d · fN,d = Nn.

By using the Möbius inversion formula,

fN,d =
1

d

∑
k|d

µ

(
d

k

)
Nk.

Then, Theorem 2.4.2 holds.

As an application of Theorem 2.4.1, and Theorem 2.4.2, for σ ∈ B3, we obtain the explicit

formula of the HOMFLY polynomial H
(N)
σ̂ (q) by using only the Burau representation.

Corollary 2.4.1. We assume that the closure of σ ∈ B3 is a knot, Then for N ≥ 2, we have

H
(N)
σ̂ (q) = q

1
2
(N−1)(ε(σ)−2) (1− q)2(1 + qN + q2N ) + q(1− qN−1)(1− qN+1)trβ3,q(σ)

(1− q)(1− q3)
.

Proof. From the de�nition of R
(N)
q , we have the following equation for arbitrary n.

τ (N)
n,q (σi)

2 = (1− q)τ (N)
n,q (σi) + q · idV ⊗n

N
.

Then, the HOMFLY representation τ
(N)
n,q has the structure of the Iwahori-Hecke algebra (see

[8], Chapter 4). Then from the Appendix A.2, we can see that the representation τ
(N)
n,q can

be decomposed into the following three types: (1) reduced Burau representation βr
3,q, (2) triv-

ial representation 1, (3) 1-dimensional representation σ 7→ (−q)ε(σ) which is equivalent to the
composition det ◦βr

3,q. On the other hand, by Theorem 2.4.2, we have

lim
q→1

ζ(s, σ; τ
(N)
3,q ) =

∏
d|3

1

(1− sd)M(N,d)
=

1

(1− s)N (1− s3)N(N2−1)/3
. (2.16)

Then we can see that the type (3) does not appear in φI
3,q for any I ∈ In. Hence we can conclude

that τ
(N)
3,q is decomposed into N trivial representations 1 and 1

3N(N2−1) Burau representations
1⊕ βr

3,q. Next we classify the set I3 as the following 3 patterns.

C1 := {(k, k, k) ∈ I3}, C2 := {(k1, k1, k2), (k1, k2, k2) ∈ I3 | k1 < k2},

C3 := {(l1, l2, l3) ∈ I3 | l1 < l2 < l3}

For I ∈ I3, the dimension of VI is equal to the number of the permutations of I. Then we obtain
the following correspondences.

1←→ I ∈ C1, βn,q ←→ I ∈ C2, βn,q ⊕ βn,q ←→ I ∈ C3.
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By Theorem 2.3.2, we have

ζt(s, σ; τ
(N)
3,q ) =

∏
I∈I3

ζ(t|I|s, σ;φI
3,q)

=

∏
0≤k1 ̸=k2≤N−1

ζ(t2k1+k2s, σ;β3,q)
∏

0≤l1<l2<l3≤N−1

ζ(tl1+l2+l3s, σ;β3,q)
2

N−1∏
k=0

1− t3ks

=

N−1∏
k=0

exp

{ ∞∑
m=1

t3km

m
sm
} ∏

0≤k1 ̸=k2≤N−1

exp

{ ∞∑
m=1

t(2k1+k2)mtr β3,q(σ
m)

m
sm
}

×
∏

0≤l1<l2<l3≤N−1

exp

{ ∞∑
m=1

2t(l1+l2+l3)mtr β3,q(σ
m)

m
sm
}
.

Hence,

tr(τ
(N)
3,q (σ) · µN (t)⊗3) =

N−1∑
k=0

t3k + (
∑

0≤k1 ̸=k2≤N−1

t2k1+k2 + 2
∑

0≤l1<l2<l3≤N−1

tl1+l2+l3)tr(β3,q(σ))

=

N−1∑
k=0

t3k +

{{(N−1∑
k=0

t2k
)(N−1∑

k=0

tk
)
−

N−1∑
k=0

t3k
}

+
2

6

{(N−1∑
k=0

tk
)3−3{(N−1∑

k=0

t2k
)(N−1∑

k=0

tk
)
−

N−1∑
k=0

t3k
}
−

N−1∑
k=0

t3k
}}

tr(β3,q(σ))

= [N ]t3 +
1

3
([N ]3t − [N ]t3)tr(β3,q(σ)).

Here, [N ]t := 1 + t+ · · ·+ tN−1. By Theorem 2.3.1, we have

H
(N)
σ̂ (q) =

q−
1
2
(N−1)(2−ε(σ))

[N ]q
tr (τ

(N)
3,q (σ)µN (q)⊗3)

= q
1
2
(N−1)(ε(σ)−2)

[N ]q3 +
1
3([N ]3q − [N ]q3)tr(β3,q(σ))

[N ]q

= q
1
2
(N−1)(ε(σ)−2)

{
1 + qN + q2N

1 + q + q2
+

(1− q3)(1− qN )2 − (1− q)3(1 + qN + q2N )

3(1− q)2(1− q3)
tr(β3,q(σ))

}

= q
1
2
(N−1)(ε(σ)−2) (1− q)2(1 + qN + q2N ) + q(1− qN−1)(1− qN+1)trβ3,q(σ)

(1− q)(1− q3)
.

We give an example.

Example 2.4.2. When σ = (σ1σ
−1
2 )2 ∈ B3, the trace of the Burau representation can be

calculated as

trβ3,q(σ) = (1− q)2 + (1− q−1)2 = q−2(1 + q2)(1− q)2.
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Since ε(σ) = 0, the N -degree HOMFLY polynomial of σ̂ can be calculated as

H
(N)
σ̂ (q) = q−(N−1) (1− q)2(1 + qN + q2N ) + q−1(1− qN−1)(1− qN+1)(1 + q2)(1− q)2

(1− q)(1− q3)

= q−N − q−1 + 1− q + qN .

3 Special product and decomposition formula

In this section, we consider the special product of braids. The main result of this section is
decomposition formula of the braid zeta function associated with the Burau representation for
a braid which is expressed by the special product. Namely, for two braids σ and τ , we de�ne a
new braid written by σ ∗ τ . Then we will show that the zeta function of σ ∗ τ can be expressed
by the zeta function of σ and zeta function of τ .

3.1 Special product

De�nition 3.1.1. We de�ne the homomorphism wm : Bn −→ Bnm by

wm(σi) := (σim · · ·σim−(m−1))(σim+1 · · ·σim−(m−2)) · · · (σim+(m−1) · · ·σim).

We call wm(σ) m-cabling braid .

Here is a example of m-cabling of σ1 ∈ B2.

Figure 6: m-cabling braid wm(σ1) ∈ B2m

From the de�nition of wm, for any positive integers m, n, we have

wm ◦ wn = wn ◦ wm = wmn.

Furthermore we de�ne the special product of the braid.

De�nition 3.1.2. For σ ∈ Bm and τ ∈ Bn, we de�ne the special product σ ∗ τ by

σ ∗ τ := ιm,mn(σ) · wm(τ) ∈ Bmn.

Here, ιn,n+r : Bn −→ Bn+r is a natural inclusion de�ned by ιn,n+r(σi) := σi ∈ Bn+r (i =
1, 2, . . . , n− 1).

Example 3.1.1. For σ := (σ1σ
−1
2 )2 ∈ B3, τ := σ3

1 ∈ B2, the special product and its closure can
be expressed by Figure 7, and Figure 8.

Lemma 3.1.1. For σ ∈ Bl, τ ∈ Bm, µ ∈ Bn, we have

(σ ∗ τ) ∗ µ = σ ∗ (τ ∗ µ).
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Figure 7: Special product σ ∗ τ Figure 8: The closure of σ ∗ τ

Proof. From the de�nition of the special product,

(σ ∗ τ) ∗ µ = (ιl,lm(σ)wl(τ)) ∗ µ
= ιlm,lmn(ιl,lm(σ)wl(τ))wlm(µ)

= ιl,lmn(σ)ιlm,lmn(wl(τ))wlm(µ).

Since ιlm,lmn(wl(τ)) = wl(ιm,mn(τ)),

(σ ∗ τ) ∗ µ = ιl,lmn(σ)(wl(ιm,mn(τ))wlm(µ).

On the other hand,

σ ∗ (τ ∗ µ) = σ ∗ (ιm,mn(τ)wm(µ))

= ιl,lmn(σ)wl(ιm,mn(τ)wm(µ))

= ιl,lmn(σ)wl(ιm,mn(τ))wlm(µ).

Then Lemma 3.1.1 holds.

Next we calculate the formula of the Burau representation of m-cabling braids.

Lemma 3.1.2. For m ∈ N, σi ∈ Bn, we have

βnm,q(wm(σi)) = Im(i−1) ⊕
(

(1− q)Am(q) Im
qmIm O

)
⊕ Im(n−i−1).

Here, An(q) is an m×m matrix de�ned by

Am(q) :=


1 1 · · · 1
q q · · · q
q2 q2 · · · q2

...
...

...

qm−1 qm−1 · · · qm−1

 .

Proof. It is su�cient to show the case of σ1 ∈ B2 as follows.

β2m,q(wm(σ1)) =

(
(1− q)Am(q) Im

qmIm O

)
. (3.1)

We show the formula (3.1) by using the induction on m. When m = 1, since w1(σ1) = σ1 ∈ B2,
the formula (3.1) holds. We suppose that (3.1) is true for m = k ≥ 2. By Figure 9, wk+1(σ1)
can be expressed by

wk+1(σ1) = (σk+1σk+2 · · ·σ2k)wk(σ1)(σ2k+1σ2k · · ·σk+1).
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Figure 9: wk+1(σ1) expressed by using wk(σ1)

Hence, we can calculate β2(k+1),q(wk+1(σ1)) as follows.

β2(k+1),q(wk+1(σ1)) =

 Ik
βk+1,q(σk+1,1)

1

( β2k,q(wk(σ1))
I2

)(
Ik

βk+2,q(σk+1 · · ·σ1)

)
.

Since

βn,q(σ1,n) =


1− q 1

q(1− q) 0 1
...

. . .
. . .

qn−2(1− q) 0 1
qn−1 0

 , βn,q(σn−1 · · ·σ1) =


1− q 1− q · · · 1− q 1
q 0

. . .
. . .

q 0
q 0

 ,

we obtain

β2(k+1),q(wk+1(σ1)) =

(
(1− q)Ak+1(q) Ik+1

qk+1Ik+1 O

)
.

Hence (3.1) is true for any positive integer m. Then, Lemma 3.1.2 holds.

3.2 Component number

In this section, we calculate the component number of the link σ̂ by using the dynamical zeta
function. We write the component number of σ̂ by c(σ). Since c(σ) is equal to the number of
the primitive cycle of πn(σ) ∈ Sn, then we have the following proposition.

Proposition 3.2.1. For σ ∈ Bn, the component number c(σ) is equal to the order of the pole

s = 1 of the dynamical zeta function ζπn(σ)(s,Xn).

Proof. By the Euler product expression of dynamical zeta function, we have

ζσ(s) =
∏

P∈Cycle(σ)

1

1− sl(P )
=

1

(1− s)|Cycle(σ)|

∏
P∈Cycle(σ)

1

1 + s+ · · ·+ sl(P )−1
.

Then, Proposition 3.2.1 holds.
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For m ∈ N and σ ∈ Bn, we obtain the formula of the dynamical zeta function of πnm(wm(σ)).

Proposition 3.2.2. Let m be a positive integer. For σ ∈ Bn, we have

ζπnm(wm(σ))(s,Xnm) = ζπn(σ)(s,Xn)
m.

In particular,

c(wm(σ)) = mc(σ).

Proof. First, we compute pnm(πnm(wm(σ))). When we let q → 1, Burau representation turns
to the permutation representation. Then by Lemma 3.1.2 we have

pnm(πnm(wm(σi))) = lim
q→1

βnm,q(wm(σi)) = Im(i−1) ⊕
(

O Im
Im O

)
⊕ Im(n−i−1)

= (I(i−1) ⊕
(

0 1
1 0

)
⊕ I(n−i−1))⊗ Im

= pn(πn(σi))⊗ Im.

By generating function expression of the dynamical zeta function, we have

ζπnm(wm(σ))(s,Xnm) = exp

{ ∞∑
j=1

tr( pnm(πnm(wm(σj))))

j
sj
}

= exp

{ ∞∑
j=1

tr (pn(πn(σ
j))⊗ Im)

j
sj
}

= exp

{ ∞∑
j=1

m · tr (pn(πn(σj)))

j
sj
}

= ζπn(σ)(s,Xn)
m.

Since the order of the pole at s = 1 of ζπnm(wm(σ))(s,Xnm) is equal to mc(σ), then we have
c(wm(σ)) = mc(σ) by Proposition 3.2.1.

Next we consider the component number of the special product of braids.

Proposition 3.2.3. For σ ∈ Bm, τ ∈ Bn, we have

c(σ ∗ τ) = c(σ) +m(c(τ)− 1).

Proof. First, we calculate the zeta function ζπnm(σ∗τ)(s,Xnm). πn(τ) ∈ Sn can be expressed as
follows.

πn(τ) = (1, i2, . . . , il(1))(il(1)+1, . . . , il(1)+l(2)) · · · (il(1)+···+l(r−1)
, . . . , il(1)+···+l(r)).

Then there exists a permutation µ ∈ Sn−1 such that(
1

pn−1(µ)

)
pn(πn(τ))

(
1

pn−1(µ)

)−1

=

c(τ)⊕
k=1

Cl(k) .

Here, Cl(k) is de�ned as

Cl(k) :=


0 1
1 0

. . .
. . .

1 0

 ∈ GLl(k)(Z).
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For simplicity, we put

Q :=

(
1

pn−1(µ)

)
.

Then, we compute

(Q⊗ Im) · pnm(πnm(σ ∗ τ)) · (Q⊗ Im)−1

= (Q⊗ Im) · pnm(πnm(ιm,nm(σ))) · pnm(wm(τ)) · (Q⊗ Im)−1

= (Q⊗ Im) · (pm(πm(σ))⊕ I(n−1)m) · (pn(πn(τ))⊗ Im) · (Q⊗ Im)−1

= pm(πm(σ)⊕ I(n−1)m) · (Q⊗ Im) · (pn(πn(τ))⊗ Im) · (Q⊗ Im)−1

= pm(πm(σ)⊕ I(n−1)m) · ((
c(τ)⊕
k=1

Cl(k))⊗ Im)

= pm(πm(σ)⊕ I(n−1)m) · (Cl(1) ⊗ Im)⊕
c(τ)⊕
k=2

(Cl(k) ⊗ Im)

= (pm(πm(σ)⊕ I(l(1)−1)m)(Cl(1) ⊗ Im))⊕
c(τ)⊕
k=2

(Cl(k) ⊗ Im).

We write C1(σ) := pm(πm(σ) ⊕ I(l(1)−1)m)(Cl(1) ⊗ Im) ∈ GLml(1)(Z). Then the zeta function

ζπnm(σ∗τ)(s,Xnm) can be expressed as follows.

ζπnm(σ∗τ)(s,Xnm) = det(Iml(1) − C1(σ)s)
−1

c(τ)∏
k=2

1

(1− sl(k))m
.

Since the form of C1(σ) is

C1(σ) =


O pm(πm(σ))
Im O

. . .
. . .

Im O

 ∈ GLml(1)(Z),

then we have

tr (C1(σ)
j) =

{
0 (j ̸≡ 0 ( mod l(1))),

l(1) · tr (pm(πm(σk))) (j = kl(1), k ∈ N).

Hence,

det(Iml(1) − C1(σ)s)
−1 = exp

{ ∞∑
j=1

tr (C1(σ)
j)

j
sj
}

= exp

{ ∑
j ̸≡0 ( mod l(1))

0

j
sj +

∞∑
k=1

l(1) · tr (pm(πm(σk)))

kl(1)
skl(1)

}

= ζπm(σ)(s
l(1) , Xm).
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Thus,

ζπnm(σ∗τ)(s,Xnm) = ζπm(σ)(s
l(1) , Xm)

c(τ)∏
k=2

1

(1− sl(k))m

=
1

(1− s)m(c(τ)−1)

c(τ)∏
k=2

1

[l(k)]ms

∏
P∈Cycle(πm(σ))

1

1− sl(1)l(P )

=
1

(1− s)m(c(τ)−1)+c(σ)

c(τ)∏
k=2

1

[l(k)]ms

∏
P∈Cycle(πm(σ))

1

[l(1)]s · [l(P )]
s
l(1)

.

By Proposition 3.2.1, we have

c(σ ∗ τ) = c(σ) +m(c(τ)− 1).

From Proposition 3.2.3, we obtain the following Corollary.

Corollary 3.2.1. For σ ∈ Bm, τ ∈ Bn, σ̂ ∗ τ is a knot if and only if both σ̂ and τ̂ are knots.

Moreover, for σ ∈ Bn, we de�ne the N -th special product as follows.

σ∗N := σ ∗ σ ∗ · · · ∗ σ ∈ BnN .

We calculate the component number of the N -th special product of σ.

Proposition 3.2.4. For σ ∈ Bn (n > 2), N ∈ N, we have

c(σ∗N ) = [N ]n(c(σ)− 1) + 1,

where [N ]n := 1 + n + n2 + · · · + nN−1, and we put [0]n = 0. In particular, if the closure of

σ ∈ Bn is a knot, then the closure of σ∗N is a knot.

Proof. By Proposition 3.2.3,

c(σ∗N ) = c(σ∗(N−1) ∗ σ)
= n(c(σ∗(N−1))− 1) + c(σ)

= nc(σ∗(N−1)) + c(σ)− n.

Then we have the following recurrence relation.

c(σ∗N )− n− c(σ)

n− 1
= n

{
c(σ∗(N−1))− n− c(σ)

n− 1

}
.

Thus,

c(σ∗N ) = nN−1
{
c(σ)− n− c(σ)

n− 1

}
+

n− c(σ)

n− 1

=
1

n− 1

{
nN (c(σ)− 1) + n− 1− (c(σ)− 1)

}
= [N ]n(c(σ)− 1) + 1.

If c(σ) = 1, we have c(σ∗N ) = 1. Then Proposition 3.2.4 holds.
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3.3 Braid zeta function of the cabling braid

We consider the formula of the braid zeta function of the cabling braid.

De�nition 3.3.1. We de�ne the following braid representation.

bn,q : Bn −→ GL(Wn),

bn,q(σi) := Ii−1 ⊕
(

0 1
q 0

)
⊕ In−i−1 (i = 1, 2, . . . , n− 1).

From the de�nition, for σ ∈ Bn, we have

det bn,q(σ) = (−q)ε(σ).

Lemma 3.3.1. If the closure of σ ∈ Bn is knot, we have

bn,q(σ
n) = qε(σ) · In.

Proof. Since σ̂ is knot, πn(σ) is simple cycle. In other word, there exists µ ∈ Sn such that

pn(µ)pn(πn(σ))pn(µ)
−1 =


0 1
1 0

. . .
. . .

1 0

 .

On the other hand, bn,q(σ) has exactly one entry of 1, or the power of q in each row and each
column and 0's elsewhere. Since lim

q→1
bn,q(σ) = pn(πn(σ)), we obtain

pn(µ)bn,q(σ)pn(µ)
−1 =


0 qt1

qt2 0
. . .

. . .

qtn 0

 =: Cn,q.

By cofactor expansion, we can calculate the zeta function associated with bn,q as follows.

ζ(s, σ; bn,q) = det(In − bn,q(σ))
−1 = det(In − pn(µ)bn,q(σ)pn(µ)

−1)−1

=
1

1 + (−1)n det(Cn,q)sn

=
1

1 + (−1)n+ε(σ)qε(σ)sn
.

Since πn(σ) is simple cycle,

(−1)ε(σ) = sgn(πn(σ)) = (−1)n−1.

Then we have

ζ(s, σ; bn,q) =
1

1− qε(σ)sn
= exp

{ ∞∑
m=1

1

m
(qε(σ)s)m

}
.

Thus we obtain the following equation.

tr bn,q(σ
nk) = n · qε(σ)k.

Since all non-zero entries of bn,q(σ) are the power of q, we can conclude

bn,q(σ
nk) = qε(σ)kIn.
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For m ∈ N, we have the following formula.

Theorem 3.3.1. We assume that the closure of σ ∈ Bn is a knot. Then, we have

ζ(s, wm(σ);βnm,q) =
1

(1− qmε(σ)sn)m−1
ζ(s, σ;βn,qm).

Proof. First, we compute the trace of wm(σ). For a generator σi ∈ Bn, the Burau representation
can be expressed by

βn,q(σi) = Oi−1 ⊕
(

1− q 0
0 0

)
⊕On−i−1 + bn,q(σi),

βn,q(σ
−1
i ) = Oi−1 ⊕

(
0 0
0 1− q−1

)
⊕On−i−1 + bn,q(σ

−1
i ).

Here, Ok is a square zero matrix of size k × k. Moreover for σ ∈ Bn we put T by

βn,q(σ) = T (σ, q) + bn,q(σ).

To examine the (i, j)-entry of T (σ, q), we introduce the following matrices.

X+(x, i) := Oi−1 ⊕
(

x 0
0 0

)
⊕On−i−1 + bn,q(σi),

X−(y, i) := Oi−1 ⊕
(

0 0
0 y

)
⊕On−i−1 + bn,q(σ

−1
i ).

For non-zero integer e, we de�ne

Xe
i :=

{
X+(x, i)

e (e > 0),

X−(y, i)
−e (e < 0).

We �x an expression σ = σe1
i1
σe2
i2
· · ·σer

ir
. For this expression, we de�ne the matrix U by

U := Xe1
i1
Xe2

i2
· · ·Xer

ir
∈Mn(Z[x, y, q±1]).

Furthermore we de�ne T̃ (x, y, q) as

T̃ (x, y, q) := U − bn,q(σ).

Then (i, j)-entry of T̃ (x, y, q) can be written by the following form.

T̃ (x, y, q)i,j =
∑

a+b≥1,c∈Z
ωa,b,cx

aybqc. (3.2)

By replacing x = 1− q, y = 1− q−1, T̃ (x, y, q) turns to T (σ, q). Then the (i, j)-entry of T (σ, q)
can be written by

T (σ, q)i,j =
∑

a+b≥1,c∈Z
ωa,b,c(1− q)a(1− q−1)bqc. (3.3)

Next we consider the cabling braid. For m ∈ N, we de�ne

Tm(σ, q) := βnm,q(wm(σ))− bn,qm(σ)⊗ Im.
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For generator σi ∈ Bn, we can calculate

βnm,q(wm(σi)) = Om(i−1) ⊕
(

(1− q)Am(q) O
O O

)
⊕Om(n−i−1) + bn,qm(σi)⊗ Im,

βnm,q(wm(σ−1
i )) = Om(i−1) ⊕

(
O O
O (1− q−1)q−m+1Am(q)

)
⊕Om(n−i−1) + bn,qm(σ

−1
i )⊗ Im.

We assume that the (i, j)-entry of T̃ (x, y, q) can be expressed as (3.2), Then we have

Tm(σ, q)[i,j] =
∑

a+b≥1,c∈Z
ωa,b,c{(1− q)Am(q)}a{(1− q−1)q−m+1Am(q)}b{qmIm}c.

Here, Tm(σ, q)[i,j] is the (i, j)-block entry of Tm(σ, q). Moreover for N ∈ N, we immediately have

Am(q)N = [m]N−1 ·Am(q).

Then the trace of Am(q)N can be computed as

tr (Am(q)N ) = [m]N−1trAm(q) = [m]N .

Thus we have

tr Tm(σ, q)[i,j] =
∑

a+b≥1,c∈Z
ωa,b,ctr

{
{(1− q)Am(q)}a{(1− q−1)q−m+1Am(q)}b{qmIm}c

}
=

∑
a+b≥1,c∈Z

ωa,b,c(1− q)a(1− q−1)bq(−m+1)bqmctr (Am(q)a+b)

=
∑

a+b≥1,c∈Z
ωa,b,c(1− q)a(1− q−1)bq(−m+1)bqmc[m]a+b

=
∑

a+b≥1,c∈Z
ωa,b,c(1− qm)a(1− q−m)bqmc.

Hence

tr Tm(σ, q)[i,j] = T (σ, qm)i,j .

We suppose that the closure of σ ∈ Bn is a knot. When j ̸≡ 0 (mod n), diagonal components
of bn,q(σ

j) are all 0 because πn(σ) is simple cycle. Then we have

tr βnm,q(wm(σj)) = tr Tm(σj , q) + tr (bn,qm(σ
j)⊗ Im)

=

n∑
i=1

tr T (σj , qm)[i,i] + 0 = tr βn,qm(σ
j).

If j = nk (∈ N), by Lemma 3.3.1,

tr βn,q(σ
nk) = tr T (σnk, q) + n · qkε(σ).

Then for m ∈ N,

tr βnm,q(wm(σnk)) = tr Tm(σnk, q) + qmkε(σ)tr Imn

= tr T (σnk, qm) + n · qmkε(σ) + n(m− 1) · qmkε(σ)

= tr βn,qm(σ
nk) + n(m− 1) · qmkε(σ).
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Hence, by generating function expression, we have

ζ(s, wm(σ);βnm,q) = exp

{ ∑
j ̸≡0 ( mod n)

tr βn,qm(σ
j)

j
sj +

∞∑
k=1

tr βn,qm(σ
nk) + n(m− 1)qmkε(σ)

nk
snk
}

= exp

{ ∞∑
j=1

tr βn,qm(σ
j)

j
sj +

∞∑
k=1

(m− 1)qmkε(σ)

k
snk
}

= ζ(s, σ;βn,qm)
1

(1− qmε(σ)sn)m−1
.

We give an example.

Example 3.3.1. We calculate the zeta function of wm(σ3
1) ∈ B2m. By using the formula of

torus type braid (Theorem 2.1.1, (5)) and Theorem 3.3.1, we have

ζ(s, wm(σ3
1);β2m,q) =

1

(1− q3ms2)m−1
ζ(s, σ3

1;β2,qm) =
1

(1− s)(1 + q3ms)(1− q3ms2)m−1
.

The closure of wm(σ3
1) turns to m-cabling version of the trefoil knot.

Figure 10: m-cabling braid wm(σ3
1) ∈ B2m

Figure 11: The closure of wm(σ3
1)

3.4 Decomposition formula

The main goal of this section is to show the following decomposition formula.

Theorem 3.4.1. Let σ ∈ Bm, τ ∈ Bn be the braids whose closures are both knots, then we have

the following formula.

ζ(s, σ ∗ τ ;βnm,q) = (1− qmε(τ)sn)ζ(qmε(τ)sn, σ;βm,q)ζ(s, τ ;βn,qm).

Proof. We calculate the trace of βnm,q((σ ∗ τ)j). By using Tm, we have

βnm,q(σ ∗ τ) = βnm,q(ιm,nm(σ)) · βnm,q(wm(τ))

= (βm,q(σ)⊕ Im(n−1))(Tm(τ, q) + bn,qm(τ)⊗ Im).

As with the proof of Theorem 3.3.1, we express the (i, j)-block entries of Tm(τ, q) as

Tm(τ, q)i,j =
∑

a+b≥1,c∈Z
ωa,b,c{(1− q)Am(q)}a{(1− q−1)q−m+1Am(q)}b{qmIm}c.
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By easy calculation, we have(
1− q 1
q 0

)(
1 1
q q

)
=

(
1 1
q q

)
=

(
1 1
q q

)(
1− q 1
q 0

)
.

Then, for any σ ∈ Bm, the matrix Am(q) satis�es

βm,q(σ)Am(q) = Am(q) = Am(q)βm,q(σ).

Hence we have

Tm(τ, q)(βm,q(σ)⊕ Im(n−1)) = Tm(τ, q) = (βm,q(σ)⊕ Im(n−1))Tm(τ, q).

Thus βnm,q((σ ∗ τ)j) can be computed as

βnm,q((σ ∗ τ)j) = {(βm,q(σ)⊕ Im(n−1))(bn,qm(τ)⊗ Im) + Tm(τ, q)}j

= {(βm,q(σ)⊕ Im(n−1))(bn,qm(τ)⊗ Im)}j + Tm(τ j , q).

Similarly, we have

βnm,q(wm(τ j)) = {Tm(τ, q) + bn,qm(τ)⊗ Im}j

= Tm(τ j , q) + (bn,qm(τ)⊗ Im)j .

Since the closure of τ is a knot, there is the permutation µ ∈ Sn such that(
1 0
0 pn−1(µ)

)
pn(πn(σ))

(
1 0
0 pn−1(µ)

)−1

= Cn.

For simplicity, we set

Q :=

(
1 0
0 pn−1(µ)

)
.

Furthermore Q satis�es

(Q⊗ Im)(βm,q(σ)⊕ Im(n−1)) = (βm,q(σ)⊕ Im(n−1))(Q⊗ Im).

Then we have

(Q⊗ Im)βnm,q((σ ∗ τ)j)(Q⊗ Im)−1

= (Q⊗ Im){Tm(τ j , q) + {(βm,q(σ)⊕ Im(n−1))(bn,qm(τ)⊗ Im)}j}(Q⊗ Im)−1

= (Q⊗ Im)Tm(τ j , q)(Q−1 ⊗ Im) + (Q⊗ Im){(βm,q(σ)⊕ Im(n−1))(bn,qm(τ)⊗ Im)}j(Q−1 ⊗ Im)

= (Q⊗ Im)Tm(τ j , q)(Q−1 ⊗ Im) + {(Q⊗ Im)(βm,q(σ)⊕ Im(n−1))(bn,qm(τ)⊗ Im)(Q−1 ⊗ Im)}j

= (Q⊗ Im)Tm(τ j , q)(Q−1 ⊗ Im) + {(βm,q(σ)⊕ Im(n−1)(Q⊗ Im))(bn,qm(τ)⊗ Im)(Q−1 ⊗ Im)}j

= (Q⊗ Im)Tm(τ j , q)(Q−1 ⊗ Im) +


O qmi1βm,q(σ)

qmi2Im
. . .
. . .

. . .

qminIm O


j

.
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Here, i1 + i2 + · · ·+ in = ε(τ). When j ̸≡ 0 (mod n), we have

tr βnm,q((σ ∗ τ)j) = tr {(Q⊗ Im)βnm,q((σ ∗ τ)j)(Q⊗ Im)−1}
= tr {(Q⊗ Im)Tm(τ j , q)(Q⊗ Im)−1}+ 0

= tr Tm(τ j , q)

= tr T (τ j , qm)

= tr βn,qm(τ
j).

On the other hand, when j = nk(k ∈ N), from Lemma 3.3.1,
O qmi1βm,q(σ)

qmi2Im
. . .
. . .

. . .

qminIm O


j

=

 qm(i1+···+in)βm,q(σ)
. . .

qm(i1+···+in)βm,q(σ)


k

=

 qmkε(τ)βm,q(σ
k)

. . .

qmkε(τ)βm,q(σ
k)


= qmkε(τ)(In ⊗ βn,q(σ

k)).

Hence we can calculate the trace as follows.

tr βnm,q((σ ∗ τ)nk) = tr Tm(τnk, q) + tr (qmkε(τ)(In ⊗ βn,q(σ
k)))

= tr T (τnk, qm) + n · qmkε(τ)tr βn,q(σ
k)

= tr βn,qm(τ
nk) + nqmkε(τ)(tr βn,q(σ

k)− 1).

Thus, we have

ζ(s, σ ∗ τ ;βnm,q) = exp

{ ∞∑
j=1

tr βnm,q((σ ∗ τ)j)
j

sj
}

= exp

{ ∑
j ̸≡0 ( mod n)

tr βn,qm(τ
j)

j
sj +

∞∑
k=1

tr βn,qm(τ
nk) + nqmε(τ)k(tr βm,q(σ

k)− 1)

nk
snk
}

= exp

{ ∞∑
j=1

tr βn,qm((τ)
j)

j
sj +

∞∑
k=1

tr βm,q((σ)
k)

k
(qmε(τ)sn)k −

∞∑
k=1

1

k
(qmε(τ)sn)k

}

= ζ(s, τ ;βn,qm) · ζ(qmε(τ)sn, σ;βm,q) · (1− qmε(τ)sn).

Hence we �nish the proof of Theorem 3.4.1.

Corollary 3.4.1. For σ ∈ Bm, τ ∈ Bn, we assume that both σ̂ and τ̂ are knots and ε(τ) = 0.
Then we have

∆̂σ∗τ (q) = ∆σ̂(q)∆τ̂ (q
m).

Proof. Since σ̂ ∗ τ is a knot, by Theorem 2.1.1, we have

Res
s=1

ζ(s, σ ∗ τ ;βnm,q) = −
1

[nm]q
∆̂σ∗τ (q)

−1.
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On the other hand, by Theorem 3.4.1,

Res
s=1

ζ(s, σ ∗ τ ;βnm,q) = Res
s=1
{ζ(s, τ ;βn,qm) · ζ(sn, σ;βm,q) · (1− sn)}

= lim
s→1

(s− 1)(1− sn)ζ(sn, σ;βm,q)ζ(s, τ ;βn,qm)

= − 1

[n]qm
∆τ̂ (q

m)−1 1

[m]q
∆σ̂(q)

−1.

Since [nm]q = [m]q[n]qm , Corollary 3.4.1 holds.

We now compute the zeta function of the N -th special product of σ ∈ Bn.

Theorem 3.4.2. We assume that the closure of σ ∈ Bn is a knot, then we have

ζ(s, σ∗N ;βnN ,q) = ζ(s, σ;β
n,qn

N−1 )
N−1∏
j=1

(1− qn
N−jε(σ∗j)sn

j
)ζ(qn

N−jε(σ∗j)sn
j
, σ;β

n,qn
N−j−1 ). (3.4)

Proof. We prove Theorem 3.4.2 by induction. The equation (3.4) is obviously hold when N = 1.
Then we suppose that the formula holds for σ∗k (k ≥ 2). By Theorem 3.4.1,

ζ(s, σ∗(k+1);βnk+1,q)

= (1− qnε(σ
∗k)sn

k
)ζ(qnε(σ

∗k)sn
k
, σ;βn,q)ζ(s, σ

∗k;βnk,qn)

= (1− qnε(σ
∗k)sn

k
)ζ(qnε(σ

∗k)sn
k
, σ;βn,q)ζ(s, σ;βn,qnk )

k−1∏
j=1

(1− qn
k+1−jε(σ∗j)sn

j
)ζ(qn

k+1−jε(σ∗j)sn
j
, σ;β

n,qn
k−j )

= ζ(s, σ;β
n,qnk )

k∏
j=1

(1− qn
k+1−jε((σ)∗j)sn

j
)ζ(qn

k+1−jε((σ)∗j)sn
j
, σ;β

n,qn
k−j ).

Then the equation (3.4) holds for any N ∈ N.

Example 3.4.1. We calculate the zeta function of 3-rd special product of σ3
1 ∈ B2 as follows.

ζ(s, σ3
1 ∗ σ3

1 ∗ σ3
1;β8,q) = ζ(s, σ3

1;β2,q4)

2∏
j=1

(1− q2
3−jε(σ∗j)s2

j
)ζ(q2

3−jε(σ∗j)s2
j
, σ3

1;β2,q22−j )

= ζ(s, σ3
1;β2,q4)(1− q12s2)ζ(q12s2, σ3

1;β2,q2)(1− q30s4)ζ(q30s4, σ;β2,q)

=
1

(1− s)(1 + q12s)(1 + q18s2)(1 + q33s4)
.

Then, we obtain the Alexander polynomial of (̂σ3
1)

∗3.

∆
(̂σ3

1)
∗3(q) =

(1− q)(1 + q12)(1 + q18)(1 + q33)

1− q8

= 1− q + q8 − q9 + q12 − q13 + q16 − q17 + q18 − q19 + q20

− q21 + q24 − q25 + q26 − q27 + q28 − q29 + q30 − q31 + q32

− q35 + q36 − q37 + q38 − q39 + q40 − q43 + q44 − q47 + q48

− q55 + q56.

Next we consider the N -th special product of torus type braid.
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Figure 12: The closure of (σ3
1)

∗3

Theorem 3.4.3. We assume that (n,m) is coprime, then for any N ∈ N, we have

∆
σ̂∗N
(n,m)

(q) =

N−1∏
j=0

(1− qn
N−j−1

)(1− qn
N−ja

(j)
n,m)

(1− qnN−j )(1− qn
N−j−1a

(j)
n,m)

=

N−1∏
j=0

[a
(j)
n,m]qN−j

[a
(j)
n,m]qN−j−1

.

Here a
(j)
n,m := m(n2j+1 + 1)/(n+ 1).

Proof. From the de�nition, we have ε(σ(n,m)) = m(n− 1). Then for j ∈ N we compute

ε(σ∗j
(n,m)) =

j−1∑
k=0

ε(wnk(σ(n,m))) = m(n− 1)

j−1∑
k=0

n2k =
m(n2j − 1)

n+ 1
.

By Theorem 3.4.2 and formula of the zeta function of the torus type braid, we have

ζ(s, σ∗N
(n,m);βnN ,q) = ζ(s, σ∗N

(n,m);βn,qN−1)
N−1∏
j=1

(1− q
nN−jε(σ

(j)
(n,m)

)
sn

j
)ζ(q

nN−jε(σ
(j)
(n,m)

)
sn

j
, σ(n,m);βn,qnN−j−1 )

=
1− qmnN−1

s

(1− s)(1− qmnN sn)

N−1∏
j=1

1− q
mnN−j−1+nN−jε(σ∗j

(n,m)
)
sn

j

1− q
mnN−j+nN−j+1ε(σ∗j

(n,m)
)
snj+1

=
1

1− s

N−1∏
j=0

1− qn
N−j−1a

(j)
n,msn

j

1− qn
N−ja

(j)
n,msnj+1

.

By Theorem 2.1.1, we have

∆
σ̂∗N
(n,m)

(q) =
1

[nN ]q

N−1∏
j=0

1− qn
N−ja

(j)
n,m

1− qn
N−j−1a

(j)
n,m

=

N−1∏
j=0

(1− qn
N−j−1

)(1− qn
N−ja

(j)
n,m)

(1− qnN−j )(1− qn
N−j−1a

(j)
n,m)

=

N−1∏
j=0

[a
(j)
n,m]qN−j

[a
(j)
n,m]qN−j−1

.

Thus, we �nish the proof of Theorem 3.4.3.
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Example 3.4.2. We have the formula of the Alexander polynomial of (σ2,3)
∗N as

∆ ̂(σ2,3)∗N
(q) =

N−1∏
j=0

(1− q2
N−j−1

)(1− q2
N−j(22j+1+1))

(1− q2N−j )(1− q2N−j−1(22j+1+1))

=

N−1∏
j=0

1 + q2
N−j−1(22j+1+1)

1 + q2N−j−1

=

N−1∏
j=0

22j+1∑
k=0

(−1)kqk·2N−j−1
.

4 q-analogue of symmetric Burau representation

A. Kosyak introduced the new braid representation by quantizing the symmetric power of the
Burau representation for the case of B3 (see [1]). The goal of this section is to generalize the
case of Bn, and to calculate the zeta function associated with this representation for the torus
type braid. Furthermore, calculating the zeta function of the torus type braid by di�erent two
ways, we obtain a certain q-identities.

4.1 Construction of the representation ρ
(N)
n,q,t

In this section, we de�ne the braid representation of Bn which is a generalization of the Kosyak'
representation of B3. Let β

r
n,q be the reduced Burau representation as we already de�ned. Then

we decompose βr
n,a(σi) into two or three matrices and replace q by −t as follows.

βr
n,q(σi) =



(
1 1

0 1

)(
t 0

0 1

)
⊕ In−3 (i = 1),

Ii−2 ⊕

 1 0 0

0 1 1

0 0 1


 1 0 0

0 t 0

0 0 1


 1 0 0

−1 1 0

0 0 1

⊕ In−i−2 (2 ≤ i ≤ n− 2),

In−3 ⊕

(
1 0

0 t

)(
1 0

−1 1

)
(i = n− 1).

We can obtain the braid representation by considering the N -th symmetric power of βr
n,−t for

N ∈ N. We write this representation by Sym(N)βr
n,−t : Bn −→ GL(Sym(N)(W r

n)). We de�ne the
set Irn(N) as

Irn(N) := {I = (i1, i2, . . . , iN ) ∈ XN
n−1 | i1 ≤ i2 ≤ · · · ≤ iN}.

Here, Xn−1 := {1, 2, . . . , n− 1}. For I = (i1, i2, . . . , iN ) ∈ Irn(N), we put

f̃I := f̃i1 f̃i2 · · · f̃iN .

Then, we can regard {f̃I | I ∈ Irn(N)} as the basis of Sym(N)(W r
n). We denote Ni(I) as the

number of i in I ∈ Irn(N), and put Ni(I) = 0 for i ̸∈ Xn−1. For i ∈ Xn−1, we de�ne the maps
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τ+i and τ−i as follows.

τ+i : Irn(N) −→ Irn(N),

τ+i : I = (. . . , ∗, i, . . . , i︸ ︷︷ ︸
Ni(I)

, ∗, . . .) 7→ (. . . , ∗, i, . . . , i︸ ︷︷ ︸
Ni(I)−1

, i+ 1, ∗, . . .),

τ−i : Irn(N) −→ Irn(N),

τ−i : I = (. . . , ∗, i, . . . , i︸ ︷︷ ︸
Ni(I)

, ∗, . . .) 7→ (. . . , ∗, i− 1, i, . . . , i︸ ︷︷ ︸
Ni(I)−1

, ∗, . . .).

If Ni(I) = 0, we assume that τ±i = id. By using these maps, we de�ne the following sets.

T+
i (I) := {τ+k

i (I) | 0 ≤ k ≤ Ni(I)}, T−
i (I) := {τ−k

i (I) | 0 ≤ k ≤ Ni(I)}.

Here, τ±k
i := τ±i ◦ · · · ◦ τ

±
i︸ ︷︷ ︸

k

. Then, using these notations, the (I, J)-entry of the representation

Sym(N)βr
n,−t can be expressed by

Sym(N)βr
n,−t(σi) =


(N1(I)
N1(J)

)
tN1(J)δT+

1 (I)(J) (i = 1),

(Li ·Ri(t))I,J (2 ≤ i ≤ n− 2),

(−1)Nn−1(I)−Nn−1(J)
(Nn−1(I)
Nn−1(J)

)
tNn−1(I)δT−

n−1(I)
(J) (i = n− 1).

Here, Li and Ri(t) are matrices de�ned as

(Li)I,J :=

(
Ni(I)

Ni(J)

)
δT+

i (I)(J), Ri(t)I,J := (−1)Ni(J)−Ni(J)

(
Ni(I)

Ni(J)

)
tNi(I)δT−

i (I)(J).

For a set X and its subset A, we de�ne the functionδA on X by

δA(x) :=

1 (x ∈ A),

0 (x ̸∈ A).

Then we consider the following q-deformation for all entries of Sym(N)βr
n,−t(σi) except for Li.(

n

m

)
7→ qt(m)

(
n

m

)
q

.

Here, t(m) := m(m−1)
2 , and

(
n
m

)
q
is q-binomial coe�cient de�ned as

(
n

m

)
q

:=

{
[n]q !

[m]q !·[n−m]q !
(0 ≤ m ≤ n),

0 (otherwise),
[n]q! :=

{
[n]q[n− 1]q · · · [1]q (n ≥ 1),

1 (n = 0).

Finally, we replace the binomial coe�cient of the (I, J)-entries of Li to the usual q-binomial
coe�cient as follows. (

n

m

)
7→
(
n

m

)
q

.
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Hence we can get the matrix Ai(q, t) with respect to the generator σi ∈ Bn as follows.

Ai(q, t) :=


qt(Ni(J))

(N1(I)
N1(J)

)
q
tN1(J)δT+

1 (I)(J) (i = 1),

(Li(q) ·Ri(q, t))I,J (2 ≤ i ≤ n− 2),

(−1)Nn−1(I)−Nn−1(J)qt(Nn−1(J))
(Nn−1(I)
Nn−1(J)

)
q
tNn−1(I)δT−

n−1(I)
(J) (i = n− 1).

Here Li(q) and Ri(q, t) are the following matrices.

Li(q)I,J :=

(
Ni(I)

Ni(J)

)
q

δT+
i (I)(J), Ri(q, t)I,J := (−1)Ni(J)−Ni(J)qt(Ni(J))

(
Ni(I)

Ni(J)

)
q

tNi(I)δT−
i (I)(J).

Now we show some properties of Ai(q, t).

Proposition 4.1.1. For i ∈ Xn−1, the matrix Ai(q, t) can be expressed by

Ai(q, t) = (−1)Ni−1(I)−Ni−1(J)qt(Ni(J))

(
Ni(I)

Ni(J)

)
q

(
Ni(I)−Ni(J)

Ni+1(J)−Ni+1(I)

)
q

tNi(I)+Ni+1(I)−Ni+1(J)χi(I, J).

Here,

χi(I, J) :=

1 Nk(I) = Nk(J), (k ̸= i− 1, i, i+ 1),

0 otherwise.

Proof. First we show the case of 2 ≤ i ≤ n− 2. By de�nition,

Ai(q, t)I,J =
∑

K∈Irn(N)

δT+
i (I)(K)δT−

i (K)(J)(−1)
Ni(K)−Ni(J)qt(Ni(J))

(
Ni(I)

Ni(K)

)
q

(
Ni(K)

Ni(J)

)
q

tNi(K)

=
∑

K∈T+
i (I)∩T+

i−1(J)

(−1)Ni(K)−Ni(J)qt(Ni(J))

(
Ni(I)

Ni(K)

)
q

(
Ni(K)

Ni(J)

)
q

tNi(K).

Since Nk(I) = Nk(J) for k ∈ Xn−1 \ {i− 1, i, i+ 1}, there exists K ∈ T+
i (I)∩ T+

i−1(J) uniquely.

Then we can get m and l such that K ′ = τ+m
i (I) = τ+l

i−1(J). Since Ni(K
′) = Ni(I) +Ni+1(I)−

Ni+1(J), then we have

Ai(q, t) = (−1)Ni(K
′)−Ni(J)qt(Ni(J))

(
Ni(I)

Ni(K ′)

)
q

(
Ni(K

′)

Ni(J)

)
q

tNi(K
′)

= (−1)Ni(K
′)−Ni(J)qt(Ni(J))

(
Ni(I)

Ni(J)

)
q

(
Ni(I)−Ni(J)

Ni(I)−Ni(K ′)

)
q

tNi(K
′)

= (−1)Ni−1(I)−Ni−1(J)qt(Ni(J))

(
Ni(I)

Ni(J)

)
q

(
Ni(I)−Ni(J)

Ni+1(J)−Ni+1(I)

)
q

tNi(I)+Ni+1(I)−Ni+1(J)χi(I, J).

When i = 1, we can immediately see that N0(I) = N0(J) = 0, and N1(I) − NJ(I) = N2(J) −
N2(I) from the de�nition of Ni(I) and χ1(I, J). On the other hand, when i = n − 1, we have
Nn(I) = Nn(J) and Nn−2(I) − Nn−2(J) = Nn−1(J) − Nn−1(I). Hence we can show that all
Ai(q, t) are expressed by the form of Proposition 4.1.1.

Now, we introduce the following useful lemma.
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Lemma 4.1.1. For n ≥ 1, we have the following formulas.

(1 + z)nq :=(1 + z)(1 + qz) · · · (1 + qn−1z) =

n∑
k=0

qt(k)
(
n

k

)
q

zk,

1

(1 + z)nq
=

1

(1 + z)(1 + qz) · · · (1 + qn−1z)
=

∞∑
l=0

(−1)l
(
n+ l − 1

l

)
q

zl.

If n = 0, we put (1 + z)0q := 1.

Proposition 4.1.2. The matrices A1(q, t), . . . , An−1(q, t) satisfy the following relations.

Ai(q, t)Aj(q, t) = Aj(q, t)Ai(q, t) (|i− j| > 1),

Ai(q, t)Ai+1(q, t)Ai(q, t) = Ai+1(q, t)Ai(q, t)Ai+1(q, t) (1 ≤ i ≤ n− 2).

Proof. To show these relations, we use another expression of Ai(q, t) as follows.

Ai(q, t) = (−1)Ni(K
′)−Ni(J)qt(Ni(J))

(
Ni(I)

m, l

)
q

tNi(K
′)χi(I, J).

Here, l and m are numbers which satisfy K ′ = τ+m
i (I) = τ+l

i−1(J), and
(

n
m1,m2

)
q
is the q-

multinomial coe�cient de�ned by

(
n

m1,m2

)
q

:=


[n]q !

[m1]q ![m2]q ![n−m1−m2]q !
(0 ≤ m1,m2 ≤ n, 0 ≤ m1 +m2 ≤ n),

0 (othetwise).

Now we show the �rst relation. For simplicity, we calculate the case of j = i+ 2.

Ai(q, t)Ai+2(q, t)I,J =
∑
K

(−1)l1qt(Ni(K))

(
Ni(I)

m1, l1

)
q

tNi(K1)(−1)l2qt(Ni+2(J))

(
Ni+2(K)

m2, l2

)
q

tNi+2(K2)

× χi(I,K)χi+2(K,J).

Here, K1 = τ+m1
i (I) = τ+l1

i−1 (K), and K2 = τ+m2
i+2 (K) = τ+l2

i+1 (J). The following table helps our
calculation.

i− 1 i i+ 1 i+ 2 i+ 3

I Ni−1(I) Ni(I) Ni+1(I) Ni+2(I) Ni+3(I)

K1 Ni−1(I) Ni(I)−m1 Ni+1(I) +m1 Ni+2(I) Ni+3(I)
K1 Ni−1(K)− l1 Ni(K) + l1 Ni+1(K) Ni+2(K) Ni+3(K)

K Ni−1(K) Ni(K) Ni+1(K) Ni+2(K) Ni+3(K)

K2 Ni−1(K) Ni(K) Ni+1(K) Ni+2(K)−m2 Ni+3(K) +m2

K2 Ni−1(J) Ni(J) Ni+1(J)− l2 Ni+2(J) + l2 Ni+3(J)

J Ni−1(J) Ni(J) Ni+1(J) Ni+2(J) Ni+3(J)

From this table, we have

l1 = Ni−1(J)−Ni−1(I), m1 = Ni−1(I) +Ni(I)−Ni−1(J)−Ni(J),

l2 = Ni+2(I) +Ni+3(I)−Ni+2(J)−Ni+3(J), m2 = Ni+3(J)−Ni+3(I).
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Hence

Ai(q, t)Ai+2(q, t)I,J

= (−1)Ni−1(J)−Ni−1(I)qt(Ni(J))

(
Ni(I)

Ni(J)

)
q

(
Ni(I)−Ni(J)

Ni−1(J)−Ni−1(I)

)
q

tNi−1(J)+Ni(J)−Ni−1(I)

× (−1)Ni+2(I)+Ni+3(I)−Ni+2(J)−Ni+3(J)qt(Ni+2(J))

(
Ni+2(I)

Ni+2(J)

)
q

(
Ni+2(I)−Ni+2(J)

Ni+3(J)−Ni+3(I)

)
q

tNi+2(I)+Ni+3(I)−Ni+3(J)

× χi,i+2(I, J).

Here,

χi,j(I, J) :=

1 Nk(I) = Nk(J) for k ∈ Xn−1 \ ({i− 1, i, i+ 1} ∪ {j − 1, j, j + 1}),

0 otherwise.

On the other hand, Ai+2(q, t)Ai(q, t)I,J can be computed similarly.

Ai+2(q, t)Ai(q, t)I,J =
∑
K

(−1)l1qt(Ni+2(K))

(
Ni+2(I)

m1, l1

)
q

tNi+2(K1)(−1)l2qt(Ni(J))

(
Ni(K)

m2, l2

)
q

tNi(K2)

= (−1)Ni+2(I)+Ni+3(I)−Ni+2(J)−Ni+3(J)qt(Ni+2(J))

(
Ni+2(I)

Ni+2(J)

)
q

(
Ni+2(I)−Ni+2(J)

Ni+3(J)−Ni+3(I)

)
q

tNi+2(I)+Ni+3(I)−Ni+3(J)

× (−1)Ni−1(J)−Ni−1(I)qt(Ni(J))

(
Ni(I)

Ni(J)

)
q

(
Ni(I)−Ni(J)

Ni−1(J)−Ni−1(I)

)
q

tNi−1(J)+Ni(J)−Ni−1(I)

× χi+2,i(I, J).

Then we have Ai(q, t)Ai+2(q, t) = Ai+2(q, t)Ai(q, t). If j > i+ 2, we can get the �rst relation by
calculating the same way.

Then we next show the second relation. First we calculate Ai(q, t)Ai+1(q, t).

Ai(q, t)Ai+1(q, t) =
∑
K

(−1)l1qt(Ni(K))

(
Ni(I)

l1,m1

)
q

tNi(I)−m1(−1)l2qt(Ni+1(J))

(
Ni+1(K)

m2, l2

)
q

tNi+1(K)−m2

× χi(I,K)χi+1(K,J).

In order to calculate Ai(q, t)Ai+1(q, t) we use the following table.

i− 1 i i+ 1 i+ 2

I Ni−1(I) Ni(I) Ni+1(I) Ni+2(I)

K1 Ni−1(I) Ni(I)−m1 Ni+1(I) +m1 Ni+2(I)
K1 Ni−1(K)− l1 Ni(K) + l1 Ni+1(K) Ni+2(K)

K Ni−1(K) Ni(K) Ni+1(K) Ni+2(K)

K2 Ni−1(K) Ni(K) Ni+1(K)−m2 Ni+2(K) +m2

K2 Ni−1(J) Ni(J)− l2 Ni+1(J) + l2 Ni+2(J)

J Ni−1(J) Ni(J) Ni+1(J) Ni+2(J)

From the above table, we have

l1 = Ni−1(J)−Ni−1(I), m2 = Ni+2(J)−Ni+2(I),

m1 = Ni−1(I) +Ni(I)−Ni−1(J)−Ni(J) + l2.
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Then Ai(q, t)Ai+1(q, t)I,J can be calculated by

Ai(q, t)Ai+1(q, t)I,J

=

Ni(J)∑
l2=0

(−1)Ni−1(J)−Ni−1(I)qt(Ni(J)−l2)

(
Ni(I)

Ni−1(J)−Ni−1(I)

)
q

(
Ni−1(I) +Ni(I)−Ni−1(J)

Ni(J)− l2

)
q

× (−1)l2qt(Ni+1(J))

(
Ni+1(J) +Ni+2(J)−Ni+2(I) + l2

l2

)
q

(
Ni+1(J) +Ni+2(J)−Ni+2(I)

Ni+1(J)

)
q

× tNi(I)−m1+Ni+1(I)+m1−m2χi,i+1(I, J)

= (−1)Ni−1(J)−Ni−1(I)qt(Ni+1(J))tNi(I)+Ni+1(I)+Ni+2(I)−Ni+2(J)

×
(

Ni(I)

Ni−1(J)−Ni−1(I)

)
q

(
Ni+1(J) +Ni+2(J)−Ni+2(I)

Ni+1(J)

)
q

χi,i+1(I, J)

×
∑
l2

qt(Ni(J)−l2)

(
Ni−1(I) +Ni(I)−Ni−1(J)

Ni(J)− l2

)
q

(−1)l2
(
Ni+1(J) +Ni+2(J)−Ni+2(I) + l2

l2

)
q

.

By Lemma 4.1.1, we can see that the last sum coincides with the coe�cient of zNi(J) in the
following function.

(1 + z)
Ni−1(I)+Ni(I)−Ni−1(J)
q

(1 + z)
Ni+1(J)+Ni+2(J)−Ni+2(I)+1
q

=

∞∑
k=0

(−1)k
(
Ni+1(I)−Ni(J) + k

k

)
q

(qNi−1(I)+Ni(I)−Ni−1(J)z)k.

Hence we have

Ai(q, t)Ai+1(q, t)I,J =(−1)Ni−1(J)+Ni(J)−Ni−1(I)qt(Ni+1(J))+Ni(J)(Ni−1(I)+Ni(I)−Ni−1(J))

×
(

Ni(I)

Ni−1(J)−Ni−1(I)

)
q

(
Ni+1(J) +Ni+2(J)−Ni+2(I)

Ni+1(J)

)
q

(
Ni+1(I)

Ni(J)

)
q

× tNi(I)+Ni+1(I)+Ni+2(I)−Ni+2(J)χi,i+1(I, J).

Then we next calculate Ai(q, t)Ai+1(q, t)Ai(q, t)I,J .

Ai(q, t)Ai+1(q, t)Ai(q, t)I,J =
∑
K

Ai(q, T )Ai+1(q, t)I,K ·Ai(q, t)K,J

=
∑
K

(−1)Ni(K)+Ni−1(J)−Ni−1(I)qt(Ni+1(K))+(Ni−1(I)+Ni(I)−Ni−1(K))Ni(K)+t(Ni(J))

×
(

Ni(I)

Ni−1(K)−Ni−1(I)

)
q

(
Ni+1(K) +Ni+2(J)−Ni+2(I)

Ni+1(K)

)
q

×
(
Ni+1(I)

NNi(K)

)
q

(
Ni(K)

Ni−1(J)−Ni−1(K), Ni+1(J)−Ni+1(K)

)
q

× tNi(I)+Ni+1(I)+Ni+2(I)+Ni−1(J)+Ni(J)−Ni+2(J)−Ni−1(K)

× χi,i+1(I,K)χi(K,J).
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By substituting Ni−1(K) = Ni−1(J) − l, Ni(K) = Ni(J) + l +m and Ni+1(K) = Ni+1(J) −m,
we can express the Ai(q, t)Ai+1(q, t)Ai(q, t)I,J as the sum of l and m.

Ai(q, t)Ai+1(q, t)Ai(q, t)I,J = (−1)Ni−1(J)−Ni−1(I)qt(Ni(J))tNi(I)+Ni+1(I)+Ni+2(I)+Ni(J)+Ni−1(J)−Ni+2(J)

×
∑
l,m

(−1)Ni(J)+l+mqt(Ni+1(J)−m)+(Ni−1(I)+Ni(I)−Ni−1(J)+l)(Ni(J)+l+m)

× tl−Ni−1(J)

(
Ni(I)

Ni−1(J)−Ni−1(I)− l

)
q

(
Ni+2(J) +Ni+1(J)−Ni+2(I)−m

Ni+1(J)−m

)
q

×
(

Ni+1(I)

Ni(J) + l +m

)
q

(
Ni(J) + l +m

Ni(J)

)
q

(
l +m

m

)
q

χi,i+1(I, J).

The last three binomial coe�cients becomes(
Ni+1(I)

Ni(J) + l +m

)
q

(
Ni(J) + l +m

Ni(J)

)
q

(
l +m

m

)
q

=

(
Ni+1(I)

Ni(J)

)
q

(
Ni+1(I)−Ni(J)− l

m

)
q

(
Ni+1(I)−Ni(J)

l

)
q

.

Thus we have

Ai(q, t)Ai+1(q, t)Ai(q, t)I,J = (−1)Ni−1(J)−Ni−1(I)qt(Ni(J))tNi(I)+Ni+1(I)+Ni+2(I)+Ni(J)−Ni+2(J)

×
∑
l

(−1)Ni(J)+Ni+1(J)+lqt(Ni+1(J))+(Ni−1(I)+Ni(I)−Ni−1(J)+l)(Ni(J)+l)

× tl
(

Ni(I)

Ni−1(J)−Ni−1(I)− l

)
q

(
Ni+1(I)−Ni(J)

l

)
q

(
Ni+1(I)

Ni(J)

)
q

×
∑
m

(−1)Ni+1(J)−m

(
Ni+2(J) +Ni+1(J)−Ni+2(I)−m

Ni+1(J)−m

)
q

× qt(m)

(
Ni+1(I)−Ni(J)− l

m

)
q

q(Ni−1(I)+Ni(I)−Ni−1(J)−Ni+1(J)+l+1)m.

The last sum coincides with the coe�cient of zNi+1(J) in the following function.

(1 + qNi−1(I)+Ni(I)−Ni−1(J)−Ni+1(J)+l+1z)
Ni+1(I)−Ni(J)−l
q

(1 + z)
Ni+2(J)−Ni+2(I)+1
q

=

∞∑
k=0

(−1)k
(
Ni−1(I) +Ni(I)−Ni−1(J)−Ni+1(J) + l + k

k

)
q

zk.

Hence we have

Ai(q, t)Ai+1(q, t)Ai(q, t)I,J = (−1)Ni−1(J)+Ni(J)−Ni−1(I)qt(Ni(J))+t(Ni+1(J))+Ni(J)(Ni−1(I)+Ni(I)−Ni−1(J))

× tNi(I)+Ni+1(I)+Ni+2(I)+Ni(J)−Ni+2(J)

(
Ni(I)

Ni+1(J)

)
q

(
Ni+1(I)

Ni(J)

)
q

×
∑
l

(−t)l
(
Ni+1(I)−Ni(J)

l

)
q

(
Ni(I)−Ni+1(J)

Ni−1(J)−Ni−1(I)− l

)
q

× q(Ni−1(I)+Ni(I)−Ni−1(J)+Ni(J)+l)l.
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On the other hand, Ai+1(q, t)Ai(q, t)Ai+1(q, t) can be calculated similarly as follows.

Ai+1(q, t)Ai(q, t)Ai+1(q, t)I,J = (−1)Ni−1(I)+Ni(J)−Ni−1(J)qt(Ni+1(J))+t(Ni(J))+Ni(J)(Ni−1(I)+Ni(I)−Ni−1(J))

× tNi(I)+Ni+1(I)+Ni+2(I)+Ni(J)−Ni+2(J)

(
Ni(I)

Ni+1(J)

)
q

(
Ni+1(I)

Ni(J)

)
q

×
∑
m

(−t)Ni+1(I)−Ni(J)−m

(
Ni+1(I)−Ni(J)

Ni+1(I)−Ni(J)−m

)
q

×
(

Ni(I)−Ni+1(J)

Ni−1(J)−Ni−1(I)−Ni+1(I) +Ni(J) +m

)
q

× q(Ni−1(I)+Ni(I)−Ni−1(J)+Ni(J)+Ni+1(I)−Ni(J)−m)(Ni+1(I)−Ni(J)−m).

Putting Ni+1(I)−Ni(J)−m = l, we have

Ai(q, t)Ai+1(q, t)Ai(q, t)I,J = Ai+1(q, t)Ai(q, t)Ai+1(q, t)I,J .

Then we complete the proof of Proposition 4.1.2.

From Proposition 4.1.2, we obtain the following braid group representation.

Theorem 4.1.1. For i ∈ Xn−1, we de�ne

ρ
(N)
n,q,t(σi) := Ai(q, t).

Then, ρ
(N)
n,q,t : Bn −→ GL(Sym(N)(W r

n)) is the braid group representation.

4.2 Braid zeta functions of the torus type braid

In this section, we calculate the zeta function associated with ρ
(N)
n,q,t for a torus type braid. Our

main result is the following formula.

Theorem 4.2.1. For coprime pair (n,m) ∈ N2, we have

ζ(s, σn,m; ρ
(N)
n,q,t) = ζ((−t)mNq

2mt(N)
n s, cn; Sym

(N)prn).

Here, cn ∈ Sn is a cycle with length n, and prn is (n− 1)-dimensional irreducible representation

of Sn which is called standard representation.

Lemma 4.2.1. Put Si(K) := N1(K)+· · ·+Ni(K) for K ∈ Irn(N), then (I, J)-entry of ρ
(N)
n,q,t(σn,1)

can be expressed as follows.

ρ
(N)
n,q,t(σn,1)I,J = (−1)N−Nn−1(J)tNqt(Nn−1(J))

n−2∏
i=1

(
Ni+1(I)

Ni(J)

)
q

q(Si(I)−Si−1(J))Ni(J).

Proof. ρ
(N)
n,q,t(σn,1)I,J can be expressed by the following sum for K1, . . . ,Kn−2 ∈ Irn(N).

ρ
(N)
n,q,t(σn,1)I,J =

∑
K1,K2,...,Kn−2

ρ
(N)
n,q,t(σ1)I,K1 · ρ

(N)
n,q,t(σ2)K1,K2 · · · ρ

(N)
n,q,t(σn−1)Kn−2,J .
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By Proposition 4.1.1, we have

ρ
(N)
n,q,t(σn,1)I,J =

∑
K1,K2,...,Kn−2

n−1∏
i=1

(−1)li−1,iqt(Ni(Ki))

(
Ni(Ki−1)

Ni(Ki)

)
tNi(Ki)χi(Ki−1,Ki)

=
∑

K1,K2,...,Kn−2

n−1∏
i=1

(−1)Ni(Ki−1,i)−Ni(Ki)qt(Ni(Ki))

(
Ni(Ki−1)

mi−1.i, li−1,i

)
q

tNi(Ki−1,i)χi(Ki−1,Ki).

Here, Ki−1,i = τ
+mi−1,i

i (Ki−1) = τ
+li−1,i

i−1 (Ki) for i = 1, . . . , n− 1, and we put K0 = I,Kn−1 = J .
Then we can see that l0,1 = mn−2,n−1 = 0 by the de�nition of Ai(q, t). The power of t can be
calculated by

n−1∑
i=1

Ni(Ki−1,i) = N1(I)−m0,1 +
n−2∑
i=2

(Ni(I) +mi−2,i−1 −mi−1,i) +Nn−1(I)−mn−3,n−2

= N1(I)−m0,1 +
n−2∑
i=2

Ni(I) +m0,1 −mn−3,n−2 +Nn−1(I)−mn−3,n−2

=
n−1∑
i=1

Ni(I) = N.

mi−1,i can be expressed as

mi−1,i = Si(I)− Si(J) + li,i+1.

Then we have(
Ni(Ki−1)

mi−1,i, li−1,i

)
q

=

(
Si(I)− Si−1(J) + li−1,i

li−1,i

)
q

(
Si(I)− Si−1(J)

Ni(J)− li,i+1

)
q

.

Hence,

ρ
(N)
n,q,t(σn,1)I,J

= tN
∑

l1,2,...,ln−3,n−2,l

n−1∏
i=1

(−1)li−1,iqt(Ni(J)−li,i+1)

(
Si(I)− Si−1(J) + li−1,i

li−1,i

)
q

(
Si(I)− Si−1(J)

Ni(J)− li,i−1

)
q

= tNqt(Nn−1(J))
∑

l1,2,...,ln−3,n−2,l

n−2∏
i=1

qt(Ni(J)−li,1+1)

(
Si(I)− Si−1(J)

Ni(J)− li,i+1

)
q

(−1)li,i+1

(
Si+1(I)− Si(J) + li,i+1

li,i+1

)
q

.

Here, each sum of

qt(Ni(J)−li,i+1)

(
Si(I)− Si−1(J)

Ni(J)− li,i+1

)
q

(−1)li,i+1

(
Si+1(I)− Si(J) + li,i+1

li,i+1

)
q

is equal to the coe�cient of zNi(J) in the following function

(1 + z)
Si(I)−Si−1(J)
q

(1 + z)
Si+1(I)−Si(J)
q

=

∞∑
l=0

(−1)l
(
Ni+1(I)−Ni(J) + l

l

)
q

(qSi(I)−Si−1(J)z)l.
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Then we have

ρ
(N)
n,q,t(σn,1)I,J = tNqt(Nn−1(J))

n−2∏
i=1

(−1)Ni(J)

(
Ni+1(I)

Ni(J)

)
q

q(Si(I)−Si−1(J))Ni(J).

Thus, we �nish the proof of Lemma 4.2.1.

By simple calculation, we have the another expression of ρ
(N)
n,q,t(σn,1)I,J as follows.

ρ
(N)
n,q,t(σn,1)I,J = tNqt(N)

n−2∏
i=1

(−1)Ni(J)q−t(Ni(J))

(
Ni+1(I)

Ni(J)

)
q−1

q−(N−Si+1(I))Ni(J). (4.1)

The formula (4.1) is useful to compute the zeta function. Now we de�ne the following array and
the corresponding polynomial.

De�nition 4.2.1. For m ∈ Xn−1, we de�ne m-shifted array as

An,m :=

[
1 2 · · · m− 1 m m+ 1 · · · n− 1 •

n−m+ 1 n−m+ 2 · · · n− 1 • 1 · · · n−m− 1 n−m

]
.

We write the set of pair of above and below of An,m except two pairs which include a dot • by
P(n,m). Moreover, we de�ne the following subsets of P(n,m).

P−(n,m) := {(i, j) ∈ P(n,m) | 1 ≤ i ≤ m− 1},

P+(n,m) := {(i, j) ∈ P(n,m) | m+ 1 ≤ i ≤ n− 1}.

For I, J ∈ Irn(N), we de�ne the following polynomial.

Sn,m(q; (I, J)) :=
∏

(i,j)∈P(n,m)

qt(Nj(J))

(
Ni(I)

Nj(J)

)
q

.

By using the above symbols, we can express (I, J)-entry of ρ
(N)
n,q,t(σn,1) as follows.

ρ
(N)
n,q,t(σn,1)I,J = (−t)N (−1)Nn−1(J)qt(N)Sn,1(q−1; (I, J))qan,1(I,J)−a(I,J).

Here, an,1(I, J) and a(I, J) are de�ned by

an,1(I, J) :=
n−2∑
i=1

Ni+1(I)Ni(J), a(I, J) :=
∑
i>j

Ni(I)Nj(J).

Furthermore, for m = 2, . . . , n− 1, we de�ne

an,m(I, J) :=
∑

(i,j)∈P(n,m)

Ni(I)Nj(J)−Nn−m+1(J), bn,m(I, J) :=

m∑
l=1

an,l(I, J).

Remark 4.2.1. Since Nn(J) = 0, the de�nition of an.m(I, J) is consistent for all m ∈ Xn−1.

Lemma 4.2.2. For m ∈ Xn−1, and I, J ∈ Irn(N), we can express the (I, J)-entry of ρ
(N)
n,q,t(σn,m)

as follows.

ρ
(N)
n,q,t(σn,m)I,J = (−t)mN (−1)Nn−m(J)qt(N)Sn,m(q−1; (I, J))qbn,m(I,J)−a(I,J). (4.2)
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Proof. We put

P
(m)
I,J = (−t)mN (−1)Nn−m(J)qt(N)Sn,m(q−1; (I, J))qbn,m(I,J)−a(I,J).

Since P
(1)
I,J = ρ

(N)
n,q,t(σn,1), it is su�cient to show that∑

K

P
(m)
I,K P

(1)
K,J = P

(m+1)
I,J ,

for 1 ≤ m ≤ n− 2. Then we have∑
K

P
(m)
I,K P

(1)
K,J = (−t)(m+1)N (−1)Nn−1(J)q2t(N)

∑
K

(−1)Nn−m(K)Sn,m(q−1; (I,K))

× Sn,1(q−1; (K,J))qbn,m(I,K)−a(I,K)+an,1(K,J)−a(K,J).

For simplicity, we put ki := Ni(K). Then the part of summation becomes∑
K

(−1)kn−mSn,m(q−1; (I,K))Sn,1(q−1; (K,J))qbn,m(I,K)−a(I,K)+an,1(K,J)−a(K,J)

= q−t(Nn−m−1(J))−Nn−m−1(J)Sn−m−2(J)

(
N1(I)

Nn−m(J)

)
q−1

· · ·
(
Nm−1(I)

Nn−2(J)

)
q−1

(
Nm+2(I)

N1(J)

)
q−1

· · ·
(

Nn−1(I)

Nn−m−2(J)

)
q−1

×
∑
K

q−t(k1)

(
Nm+1(I)

k1

)
q−1

q−(N−Sm+1(I))k1(−1)kn−m

(
kn−m

kn−m −Nn−m−1(J)

)
q−1

q−(kn−m−Nn−m−1(J))Sn−m−2(J)

× q−t(kn−m+1−Nn−m(J))

(
N1(I)−Nn−m(J)

kn−m+1 −Nn−m(J)

)
q−1

q−Nn−m(J)(kn−m+1−1)q−kn−m+1(Sn−m−1(J)−S1(I)+1)

...

× q−t(kn−1−Nn−2(J))

(
Nm−1(I)−Nn−2(J)

kn−1 −Nn−2(J)

)
q−1

q−Nn−2(J)(kn−1−1)q−kn−1(Sn−3(J)−Sm−1(I)+1)

× q−t(k2−N1(J))

(
Nm+2(I)−N1(J)

k2 −N1(J)

)
q−1

q−N1(J)(k2−1)q−k2(N−Sm+2(I))

...

× q−t(kn−m−1−Nn−m−2(J))

(
Nn−1(I)−Nn−m−2(J)

kn−m−1 −Nn−m−2(J)

)
q−1

q−Nn−m−2(J)(kn−m−1−1)q−kn−m−1Sn−m−3(I)

= q−t(Nn−m−1(J))−Nn−m−1(J)Sn−m−2(J)
∏

(i,j)∈P(n,m+1)\{(m,n−1)}

(
Ni(I)

Nj(J)

)
q−1

×
∑
K

q−t(k1)

(
Nm+1(I)

k1

)
q−1

q−(N−Sm+1(I))k1(−1)kn−m

(
kn−m

kn−m −Nn−m−1(J)

)
q−1

q−(kn−m−Nn−m−1(J))Sn−m−2(J)

×
∏

(i,j)∈P−(n,m+1)\{(m,n−1)}

q−t(kj+1−Nj(J))

(
Ni(I)−Nj(J)

kj+1 −Nj(J)

)
q−1

q−Nj(J)(kj+1−1)q−kj+1(Sj−1(J)−Si(I)+1)

×
∏

(i,j)∈P+(n,m+1)

q−t(kj+1−Nj(J))

(
Ni(I)−Nj(J)

kj+1 −Nj(J)

)
q−1

q−Nj(J)(kj+1−1)q−kj+1(N−Si(I)+Sj−1(J)).
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Here, �rst equation is given by considering the coe�cient of ki in bn,m(I,K) − a(I,K) +
an,1(K,J) − a(K,J). Concretely, the coe�cient of k1 is equal to −(N − Sm+1(I)), when
2 ≤ i ≤ n − m, the coe�cient of ki is equal to −(N − Sm+i(I) + Si−2(J)). On the other
hand, when n−m+ 1 ≤ i ≤ n− 1, the coe�cient of ki is equal to −(Si−2(J)− Si−n+m(I) + 1).
Thus∑
K

(−1)kn−mSn,m(q−1; (I,K))Sn,1(q−1; (K,J))qbn,m(I,K)−a(I,K)+an,1(K,J)−a(K,J)

= q−t(Nn−m−1(J))−Nn−m−1(J)Sn−m−2(J)
∏

(i,j)∈P(n,m+1)\{(m,n−1)}

(
Ni(I)

Nj(J)

)
q−1

×
∑
K

q−t(k1)

(
Nm+1(I)

k1

)
q−1

q−(N−Sm+1(I))k1(−1)kn−m

(
kn−m

kn−m −Nn−m−1(J)

)
q−1

q−(kn−m−Nn−m−1(J))Sn−m−2(J)

×
∏

(i,j)∈P−(n,m+1)\{(m,n−1)}

q−t(kj+1−Nj(J))

(
Ni(I)−Nj(J)

kj+1 −Nj(J)

)
q−1

q−(kj+1−Nj(J))(Sj(J)−Si(I)+1)−Nj(J)(Sj(J)−Si(I))

×
∏

(i,j)∈P+(n,m+1)

q−t(kj+1−Nj(J))

(
Ni(I)−Nj(J)

kj+1 −Nj(J)

)
q−1

q−(kj+1−Nj(J))(N−Si(I)+Sj(J))−Nj(J)(N−Si(I)+Sj(J)−1)

= (−1)Nn−m−1(J)q−t(Nn−m−1(J))−Nn−m−1(J)Sn−m−2(J)−(A−(I,J)+A+(I,J))X
∏

(i,j)∈P(n,m+1)\{(m,n−1)}

(
Ni(I)

Nj(J)

)
q−1

.

Here,

A−(I, J) :=
∑

(i,j)∈P−(n,m+1)\{(m,n−1)}

Nj(J)(Sj(J)− Si(I)),

A+(I, J) :=
∑

(i,j)∈P+(n,m+1)

Nj(J)(N − Si(I) + Sj(J)− 1).

Furthermore, by using Lemma 4.1.1, we can see that X is the coe�cient of zNn−1(J) in the
function F (z, q−1). Here, F (z, q) is de�ned by

F (z, q) := F+(z, q)F1(z, q)F−(z, q),

F+(z, q) :=
∏

(i,j)∈P+(n,m+1)

(1 + qN−Si(I)+Sj(J)z)
Ni(I)−Nj(J)
q

= (1 + qSn−m−2(J)z)N−Sm+1(I)−Sn−m−2(J)
q ,

F1(z, q) :=
(1 + qN−Sm+1(I)z)

Nm+1(I)
q

(1 + qSn−m−2(J)z)
Nn−m−1(J)+1
q

,

F−(z, q) :=
∏

(i,j)∈P−(n,m+1)\{(m,n−1)}

(1 + qSj(J)−Si(I)+1z)
Ni(I)−Nj(J)
q

= (1 + qSn−2(J)−Sm−1(I)+1z)Sn−m−1(J)−Sn−2(J)+Sm−1(I)
q .

Then we have

F (z, q) =
1

(1 + qN−Sm(I)z)
Nm(I)−Nn−1(J)
q

=

∞∑
l=0

(−1)l
(
Nm(I)−Nn−1(J) + l

l

)
q

(qN−Sm(I)z)l.
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Hence∑
K

P
(m)
I,K P

(1)
K,J

= (−t)(m+1)N (−1)Nn−m−1(J)q2t(N)

× q−t(Nn−m−1(J))−Nn−m−1(J)Sn−m−2(J)−(N−Sm(I))Nn−1(J)−(A−(I,J)+A+(I,J))
∏

(i,j)∈P(n,m+1)

(
Ni(I)

Nj(J)

)
q−1

.

We next compute the power of q as follows.

2t(N)− t(Nn−m−1(J))−Nn−m−1(J)Sn−m−2(J)−Nn−1(J)(Sn−1(J)− Sm(I))− (A−(I, J) +A+(I, J))

= 2t(N)− t(Nn−m−1(J))−Nn−m−1(J)Sn−m−2(J)−
∑

i∈Xn−1\{n−m−1}

(Si(J)Ni(J)−Ni(J))

= t(N) + bn,m+1(I, J) + t(N)− t(Nn−m−1(J))−
n−2∑
i=1

Si(J)Ni+1(J)−
∑

i∈Xn−1\{n−m−1}

2t(Ni(J))

= t(N) + bn,m+1(I, J)−
∑

i∈Xn−1\{n−m−1}

t(Ni(J)).

Thus,∑
K

P
(m)
I,K P

(1)
K,J = (−t)(m+1)N (−1)Nn−m−1(J)qt(N)Sn,m+1(q

−1; (I, J))qbn,m+1(I,J) = P
(m+1)
I,J .

Then we �nish the proof of Lemma 4.2.2.

Lemma 4.2.3. We have

ρ
(N)
n,q,t(σn,n)I,J = (−t)nNq2t(N)δI,J .

Here, δI,J is de�ned as

δI,J :=

{
1 (I = J),

0 (I ̸= J).

Proof. By Lemma 4.2.2, we have

ρ
(N)
n,q,t(σn,n−1)I,J = (−t)(n−1)N (−1)N1(J)qt(N)Sn,n−1(q

−1; (I, J))qbn,n−1(I,J)−a(I,J)

= (−t)(n−1)N (−1)N1(J)qt(N)+bn,n−1(I,J)−a(I,J)
n−2∏
i=1

q−t(Ni+1(J))

(
Ni(I)

Ni+1(J)

)
q−1

.

We can obtain ρ
(N)
n,q,t(σn,n)I,J by the following two computations.

ρ
(N)
n,q,t(σn,n)I,J =

∑
K

ρ
(N)
n,q,t(σn,n−1)I,Kρ

(N)
n,q,t(σn,1)K,J

=
∑
M

ρ
(N)
n,q,t(σn,1)I,Mρ

(N)
n,q,t(σn,n−1)M,J .
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From the �rst computation and the de�nition of q-binomial coe�cient, we have

ρ
(N)
n,q,t(σn,n)I,J ̸= 0⇐⇒ Ni(J) ≤ Ni+1(K) ≤ Ni(I) for 1 ≤ i ≤ n− 2.

On the other hand, by the second computation,

ρ
(N)
n,q,t(σn,n)I,J ̸= 0⇐⇒ Ni(J) ≤ Ni+1(K) ≤ Ni(I) for 2 ≤ i ≤ n− 1.

Hence we have

ρ
(N)
n,q,t(σn,n)I,J ̸= 0 ⇐⇒ I = J.

Then ρ
(N)
n,q,t(σn,n) is diagonal matrix. we next calculate the (I, I)-entry of ρ

(N)
n,q,t(σn,n). By replac-

ing N1(K) = Nn−1(I) and Ni+1(K) = Ni(I), (1 ≤ i ≤ n− 2), we have

ρ
(N)
n,q,t(σn,n)I,I = (−t)(n−1)N (−1)N1(K)qt(N)Sn,n−1(q

−1; (I,K))qbn,n−1(I,K)−a(I,K)

× (−t)N (−1)Nn−1(I)qt(N)Sn,1(q−1; (K, I))qan,1(K,I)−a(K,J)

= (−t)nNq2t(N)q−2(t(N1(I))+···+t(Nn−2(I)))qbn,n−1(I,K)−a(I,K)−a(K,I)+an,1(K,I).

Here we calculate bn,n−1(I,K)− a(I,K)− a(K, I) + an,1(K, I) as follows.

bn,n−1(I,K)− a(I,K)− a(K, I) + an,1(K, I)

=

n−1∑
m=1

∑
(i,j)∈P(n,m)

Ni(I)Nj(K)−
∑
i>j

Ni(I)Nj(K)−
∑
i<j

Ni(I)Nj(K)

+
n−2∑
i=1

(Ni(I)Ni+1(K)−Ni+1(K))

= 0 +
n−2∑
i=1

(Ni(I)Ni+1(K)−Ni+1(K)) = 2
n−2∑
i=1

t(Ni(I)).

Hence,

ρ
(N)
n,q,t(σn,n)I,J = (−t)nNq2t(N)δI,J .

Then we next show the Theorem 4.2.1.

Proof of Theorem 4.2.1. By the construction of ρ
(N)
n,q,t, and βr

n,1 = prn, we have ρ
(N)
n,1,−1 =

Sym(N)prn. Then, from the result of Lemma 4.2.3, we have

ζ(s, σn,1; ρ
(N)
n,q,t) = ζ((−t)Nq

2t(N)
n s, cn; Sym

(N)prn).

Let P be the set of poles of ζ(s, cn; Sym
(N)prn) which consists of d-th roots of unity for d | n.

Then the set of poles of ζ(s, σn,1; ρ
(N)
n,q,t) can be expressed by (−t)−Nq−

2t(N)
n P . Since (n,m) is

coprime, the set of poles of ζ(s, σn,m; ρ
(N)
n,q,t) coincides with (−t)−mNq−

2mt(N)
n P . Then we have

ζ(s, σn,m; ρ
(N)
n,q,t) = ζ((−t)mNq

2mt(N)
n s, cn; Sym

(N)prn).
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4.3 q-identies and q-series

As an application of Theorem 4.2.1, we have the following q-identity.

Corollary 4.3.1. We assume that (n,m) is coprime for n,m ∈ N2, then we have

∑
λ=(λ1,...,λn−1)
λ1+···+λn−1=N

(−1)λn−mqt(λn−m)+sn,m(λ)
∏

(i,j)∈P(n,m)

qλ
2
j

(
λi

λj

)
q

=


qmk(nk−1) (N = nk),

−qmk(nk+1) (N = nk + 1),

0 (otherwise).

Here, sn,1(λ) := 0 and for 2 ≤ m ≤ n− 1, we de�ne

sn,m(λ) :=

m−1∑
l=1

( ∑
(i,j)∈P(n,l)

λiλj − λn−l

)
.

Proof. By Theorem 4.2.1, we have

∞∑
k=1

tr ρ
(N)
n,q,t(σ

k
n,m)

k
sk =

∞∑
k=1

tr Sym(N)prn(c
m
n )

m
(−t)mNkq

2mt(N)k
n sk. (4.3)

Then comparing the coe�cient of s in (4.3), we have

(−t)mN
∑
I

(−1)λn−mqt(N)+bn,m(I,I)−a(I,I)Sn,m(q−1; (I, I)) = tr Sym(N)prn(cn) · (−t)mNq
2mt(N)

n .

Putting Ni(I) = λi, the above sum can be regarded as the sum of the partitions of N . Moreover,

Sn,m(q−1, (I, I)) =
∏

(i,j)∈P(n,m)

q−t(λj)

(
λi

λj

)
q−1

=
∏

(i,j)∈P(n,m)

q
1
2
λj(λj+1)−λiλj

(
λi

λj

)
q

.

Then, the power of q can be computed as

t(N) + bn,m(I, I)− a(I, I) +
∑

(i,j)∈P(n,m)

{
1

2
λj(λj + 1)− λiλj

}

=

n−1∑
k=1

t(λk) +
∑
i<j

λiλj +

m∑
l=1

∑
(i,j)∈P(n,l)

λiλj −
m∑
l=1

λn−l+1 −
∑
i<j

λiλj +
∑

(i,j)∈P(n,m)

{
1

2
λj(λj + 1)− λiλj

}

= t(λn−m) +
∑

(i,j)∈P(n,m)

λ2
j + sn,m(λ).

From MacMahon Master Theorem (see [13]),

ζ(s, cn; p
r
n) =

∞∑
k=0

Sym(k)prn(cn)s
k. (4.4)

On the other hand, we compute the left-hand side of (4.4),

ζ(s, cn; p
r
n) =

1− s

1− sn
=

∞∑
k=0

(snk − snk+1).
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Hence we have

Sym(k)prn(cn) =


1 (N = nk),

−1 (N = nk + 1),

0 (otherwise).

Then Corollary 4.3.1 holds.

Remark 4.3.1. When m = 1, Corollary 4.3.1 turns to the following simple identity.

∑
λ1+···+λn−1=N

(−1)λn−1qλ
2
1+···+λ2

n−2+t(λn−1)
n−2∏
k=1

(
λk+1

λk

)
q

=


qk(nk−1) (N = nk),

−qk(nk+1) (N = nk + 1),

0 (otherwise).

4.4 Generating functions

We introduce the following trace generating function.

De�nition 4.4.1. For σ ∈ Bn, we de�ne the following series.

Zq,t(s, σ) := 1 +
∞∑

N=1

tr ρ
(N)
n,q,t(σ)s

N .

The trace generating function Zq,t(s, σ) has the following properties.

Proposition 4.4.1. (1) For any σ ∈ Bn, we have

lim
q→1

Zq,t(s, σ) = ζ(s, σ;βr
n,−t).

(2) We assume that (n,m) is coprime, then we have

lim
t→1

Zq,t(1, σn,m) =
∞∑
k=0

(−1)nmk(qmk(nk−1) − (−1)mqmk(nk+1)).

Proof. If we let q → 1, then ρ
(N)
n,q,t turns to the symmetric power representation of reduced Burau

representation denoted by Sym(N)βr
n,−t. Then we can show the �rst statement (1) by MacMahon

Master Theorem. Furthermore from the formula of Corollary 4.3.1, the second statement (2)
immediately holds.

Remark 4.4.1. By Proposition 4.4.1, Zq,t(s, σ) can be regarded as a q-analogue of ζ(s, σ;βr
n,−t).

Furthermore, if m = 1, we have the following expression by using Jacobi triple product.

lim
t→1

Zq,t(1, σn,1)− 1 =
∏

k≡0,±(n−1) (mod 2n)

(1− (−q)k). (4.5)

In summary, we obtain the relationship diagram in Figure 13.

We consider the case of n = 3. Here we calculate the trace of ρ
(N)
3,q,t(σ3,1) by another way.

From Proposition 4.2.1,

ρ
(N)
3,q,t(σ3,1)I,J = (−1)N−N2(J)tNqt(N2(J))+N1(I)N1(J)

(
N2(I)

N1(J)

)
q

.
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Figure 13: braid zeta functions, generating function, and q-series

Putting N2(I) = i,N2(J) = j (i, j = 0, 1, 2, . . . , N), we can express ρ
(N)
3,q,t(σ3,1)I,J as follows

ρ
(N)
3,q,t(σ3,1)i,j = (−1)N−jtNqt(j)+(N−i)(N−j)

(
i

N − j

)
q

= (−1)N−jtNqt(N)−t(N−j)

(
i

N − j

)
q−1

.

Next, we compute the trace.

tr ρ
(N)
3,q,t(σ3,1) = tNqt(N)

N∑
i=0

(−1)N−iq−t(N−i)

(
i

N − i

)
q−1

= tNqt(N)c
(3)
N (q−1).

Here we de�ne

c
(3)
N (q) :=

N∑
i=0

(−1)N−iqt(N−i)

(
i

N − i

)
q

.

To get the formula of tr ρ
(N)
3,q,t(σ3,1), we need to calculate c

(3)
N (q). In order to compute c

(3)
N (q), we

consider the following generating function.

f3(z, q) :=

∞∑
N=0

c
(3)
N (q)zN .

Here, we set c
(3)
0 (q) = 1. Since (−1)N−iqt(N−i)

(
i

N−i

)
q
is equal to the coe�cient of zN−i in (1−z)iq,

the generating function f3(z, q) can be expressed by

f3(z, q) =
∞∑
n=0

zn(1− z)nq = (1− z)F (z, 0, z; q).
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Here, F (a, b; z, q) is a kind of q-hypergeometric series de�ned by

F (a, b; z, q) :=

∞∑
n=0

(1− a)nq
(1− b)nq

zn.

By using the properties of q-hypergeometric series (see [7], Chapter 1), we have the following
q-di�erence equation.

f3(z, q) = 1 + qz − qz3f3(qz, q). (4.6)

Thus, we have

f3(z, q) =
∞∑
k=0

(−1)k{q
n(3k−1)

2 z3k + q
k(3k+1)

2 z3k+1}. (4.7)

Hence we obtain the formula of Corollary 4.3.1 in the case of n = 3,m = 1. Conversely, we can
obtain the identity (4.7) by using the result of Corollary 4.3.1. Moreover, we remark that the
equation (4.7) includes a famous identity which is called Euler's pentagonal number theorem as

∞∏
k=1

(1− qk) =
∑
n∈Z

(−1)kq
n(3n−1)

2 .

We next consider the case of n = 4. By Proposition 4.2.1,

ρ
(N)
4,q,t(σ4,1)I,J = (−1)N1(J)+N2(J)tNqt(N)q−t(N1(J))

(
N2(I)

N1(J)

)
q−1

q−t(N2(J))

(
N3(I)

N2(J)

)
q−1

q−N3(I)N1(J).

Then we have

tr ρ
(N)
4,q,t(σ4,1) = tNqt(N)c

(4)
N (q−1).

Here c
(4)
N (q) is de�ned by

c
(4)
N (q) :=

∑
λ1+λ2+λ3=N

(−1)λ1qt(λ1)

(
λ2

λ1

)
q

(−1)λ2qt(λ2)

(
λ2

λ3

)
q

qλ3λ1 .

We put c
(4)
0 (q) = 1. Then the generating function of c

(4)
N (q) can be expressed by

f4(z, q) :=
∞∑

N=0

c
(4)
N (q)zN =

∞∑
n=0

zn
n∑

k=0

(−1)kqt(k)
(
n

k

)
q

(1− qnz)kqz
k.

It is di�cult to calculate the function f4(z, q) directly, then we use the result of Corollary 4.3.1.

tr ρ
(N)
4,q,t(σ4,1) =


(−t)4kqk(4k−1) (N = 4k),

(−t)4k+1(−1)qk(4k+1) (N = 4k + 1),

0 (otherwise).

Hence,

c
(4)
N (q) =


qk(4k−1) (N = 4k),

qk(4k+1) (N = 4k + 1),

0 (otherwise).

Then we obtain the following expansion.

f4(z, q) =

∞∑
k=0

{qk(4k−1)z4k + qk(4k+1)z4k+1}.
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A Appendix

In this section, we give some propositions and formula which are used in this paper.

A.1 Möbius inversion formula

We introduce the Möbius inversion formula.

De�nition A.1.1. If the domain of the map f is the positive integers, and its range is subset
of C, then f is called arithmetic function.

De�nition A.1.2. For positive integer n, the function µ is de�ned as follows.

µ(n) :=


(−1)k (n = p1p2 · · · pk, (pi ̸= pj)),

1 (n = 1),

0 (n is not square free).

We call this arithmetic function M öbius function.

Proposition A.1.1. For any n ≥ 1, we assume that arithmetic function f and g satisfy

g(n) =
∑
d|n

f(n).

Then,

f(n) =
∑
d|n

µ(d)g

(
n

d

)
. (A.1)

The formula (A.1) is called M öbius inversion formula.

A.2 Iwahori-Hecke algebra

In this section, we introduce the foundation of the theory of Iwahori-Hecke algebra. For more
detail, see [8], Chapter 5. We assume that n ≥ 1, R is a commutative ring, and q is invertible
element of R.

De�nition A.2.1. HR
n (q) is the universal associative R-algebra generated by T1, T2, . . . , Tn−1

which satisfy the following relations.

TiTj = TjTi (|i− j| > 1),

TiTi+1Ti = Ti+1TiTi+1 (i = 1, 2, . . . , n− 2),

T 2
i = (q − 1)Ti + q · 1 (i = 1, 2, . . . , n− 1).

HR
n (q) is called (one-parameter) Iwahori -Hecke algebra.

Remark A.2.1. When n = 1, we can see HR
n (q) ≃ R by the de�nition. Furthermore, it is

well-know that HR
n (1) ≃ R[Sn] which is group ring.

Next we state some famous facts.

Theorem A.2.1. We assume that q ∈ C is neither 1 nor root of unity, then the Iwahori-Hecke

algebra HC
n (q) is semisimple. Thus, there is a �nite family of simple subalgebras {Aλ}λ∈Λ of

HC
n (q) such that

HC
n (q) =

⊕
λ∈Λ

Aλ.
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In other words, we can decompose any representation of HC
n (q) into some irreducible repre-

sentations of HC
n (q). In fact, we can describe all irreducible representations of HC

n (q) by using
the Young diagram of the partition of n.

De�nition A.2.2. Let λ = (λ1, . . . , λl) be a partition of a nonnegative integer n. We assume
that λ1 ≥ λ2 ≥ · · · ≥ λl. Then we de�ne the set

D(λ) = {(r, s) | 1 ≤ r ≤ l, 1 ≤ s ≤ λr}

and de�ne the corresponding diagram which is called Young diagram as Figure 14.

Figure 14: Young diagram

De�nition A.2.3. For a partition λ of n ≥ 1, we de�ne the bijection T : D(λ) −→ {1, 2, . . . , n}.
We call T labeling . In particular, if T satis�es

T (r, s) ≤ T (r′, s′)

for all (r, s), (r′, s′) ∈ D(λ) such that r ≤ r′, s ≤ s′, the labeling T is said to be standard . We
set Tλ as the set of standard labeling of D(λ).

Let T be a label of D(λ). We assume that T (r, s) = i, T (r′, s′) = i+ 1, and we set d(r, s) :=
s− r. Then we de�ne

dT (i) := d(T−1(i+ 1))− d(T−1(i)) ∈ Z .

Furthermore, we set

aT (i) :=
qdT (i)

[dT (i)]q
, bT (i) := aT (i)− q.

Here, q is a complex parameter and suppose that q is generic. Using aT (i) and bT (i), we de�ne

the representation of H
(C)
n (q).

De�nition A.2.4. Let Vλ be the complex vector space with basis {vT }T∈Tλ . Then we let the
generators T1, . . . , Tn−1 of H

C
n (q) act on the basis of Vλ by

Ti(vT ) := aT (i)vT + bT (i)vsi·T . (A.2)

Here, si is the transposition (i, i+ 1) ∈ Sn and siT is given by switching the labels i and i+ 1
of T . If siT is not standard, we set siT = 0.

Proposition A.2.1. The action on Vλ de�ned by (A.2) has the structure of HC
n (q). Then we

obtain the representation

ρλ : HC
n (q) −→ AutC(Vλ).
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ρλ is called seminormal representation of HC
n (q). Furthermore, we can de�ne the group

homomorphism ωn : Bn −→ HC
n (q)

× by sending the generator σi to Ti. Then we have a braid
representation with respect to the partition λ as

ρbrλ := ρλ ◦ ωn : Bn −→ GL(Vλ).

Proposition A.2.2. ρλ is irreducible. Furthermore, for any irreducible representation ρ which

has Iwahori-Hecke algebra, there exists a unique partition λ of n such that ρ ≃ ρλ.

Proposition A.2.3. The partition λ = (n) corresponds to the trivial representation 1 of Bn,

and λ = (1, 1, . . . , 1︸ ︷︷ ︸
n

) corresponds to the one dimensional representation sgnq : σ 7→ (−q)ε(σ).

Moreover, the partition λ = (2, 1, . . . , 1︸ ︷︷ ︸
n−2

) corresponds to the reduced Burau representation βr
n,q.

The Figure 15 is called Bratteli diagram which is the oriented graph of Young diagrams.
From this Figure and Proposition A.2.3, we can see that irreducible representation of B3 which
has the structure of Iwahori-Hecke algebra is classi�ed into only 3 patterns: 1, sgnq, β

r
3,q.

Figure 15: Bratteli diagram

A.3 MacMahon Master Theorem

We state the simplest version of MacMahon Master Theorem which is useful in this paper.

Proposition A.3.1. Let A be an n× n matrix. Then the following identity holds.

det(In −As)−1 =

∞∑
k=0

tr (SkA)sk.

Here, SkA is the symmetric power of A.

A.4 Jacobi triple product

Finally, we state the Jacobi triple product.

Proposition A.4.1. The following identity holds.∑
n∈Z

qn
2
zn =

∞∏
k=1

(1− q2k)(1 + q2k−1z)(1 + q2k+1z−1).

Replacing q 7→ qn and z 7→ (−1)nq−1, we have the identity (4.5).
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